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#### Abstract

An inverse-geometry volumetric (CT (IGCT) system for imaging in a single fast rotation without cone-beam artifacts is being developed. It employs a large scanned source array and a smaller detector array. For a single-source/single-detector implementation, the FOV is limited to a fraction of the source size. Here we explore options to increase the FOV without increasing the source size by using rnultiple detectors spaced apart laterally to increase the range of radial distances sampled. We also look at multiple source array systems for faster scans. To properly reconstruct the FOV, Radou space must be sufficiently covered and sumpled in a uniform manner. Optimal placement of the detectors relative to the source was determined analytically given system constraints ( 5 cm detector width, 25 cm source width, 45 cm source-to-isocenter distance). For a $1 \times 3$ system (thrce detectors per source) detector spacing (DS) was $18^{\circ}$ and source-to-detector distances (SDD) were 113,100 and 113 cm to provide optinum Radon sampling and a FOV of 44 cm . For multiple-source systems, maximum angular spacing between sources cannot exceed $125^{\circ}$ since detectors corresponding to one source canot be occluded by a second. source. Therefore, for $2 \times 3$ and $3 \times 3$ systems using the above DS and SDD, optimum spacing between sources is $115^{\circ}$ and $61^{\circ}$ respectively, requiring minimum scan rotations of $115^{\circ}$ and $107^{\circ}$. Also, a $3 \times 3$ system can be much faster for full $360^{\circ}$ dataset scans than a $2 \times 3$ system ( $120^{\circ}$ vs. $245^{\circ}$ ). We found that a significantly increased FOV can be achievod while maintaining uniform radial sampling as woll as a substantial reduction in scan time using several different geometries. Further multi-parametor optimization is underway.
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## 1. INTRODUCTION

An inverse-geometry volunetric CT (IGCT) system has been proposed recently. ${ }^{1}$ It consists of a large scanned source arroy coupled with a fast small detector array. The aim is to reconstruct a volume in a single rotation with negligible conc-beam artifacts that arise in traditional cone-bean tomography systems. ${ }^{2}$ Figure $1(a)$ is a depiction of this system.

Although the source array and detector array have the same axial extent, the source array is much larger than the detector array in the in-plane direction. Thus in-plane projections are fan-like and the system needs only a single rotation to acquire a complete datasct for all axial plancs. In addition, rays that cross through the plane of interest at an angle (i.e. rays that are not in-plane) may be used for reconstruction.

Since the source array is much larger than the detector array, the in-plane ficld-of-viow (FOV) is determined mostly by the in-plane (transverse) extent of the source array as can be seen in Fig. 1(b). However, if more small detcctor arrays are added to the system (each with the same axial extent as the source array), the FOV increases substantially without changing the source size. For cxample, if instead of one small detector array there are three detector arrays, spaced apart properly, then the FOV increases by about a factor of three as can be seen in Fig. 1(c).

Further, to reduce scan time, more source/multi-detector pairs can be added so that more projection data may be acquired simultaneously.

### 1.1. Increasing the FOV

The primary objective is to increase the FOV in the transverse direction, by adding more small detector arrays. It is also desirable to keep a relatively uniform sampling of rays that are equidistant from the FOV center.


Figure 1. IGCT system with a single detector array (3-D and transverse views) and transverse view of a system with three detector arrays with a three-fold increase in the ficld-of-vicw.

### 1.2. Reducing scan time

The secondary objective is to reduce the scan time. Because a source/multi-detector pair does not fully surround the object, one can envision adding additional source/multi-detector pairs that do not overlap so that the CT acciuisition may be done in a more parallel fashion. This would significantly reduce both the full and partial-scan times.

This study is an analysis of an IGCT system with multiple detector arrays with emphasis on increasing FOV and reducing scan time.

## 2. SYSTRM GEOMETRY

We define the z-axis to be the axis of rotation of the system. The z-axis is also referred to as the axial dircction. A transversc direction is any direction perpendicular to the exial direction. Thus a transverse plane is a cut through the system perpendicular to the axis of rotation.

The base system consists of a flat scanned-anode x-ray source array opposite multiple flat detector arrays that are much smaller in the transverse direction but are of the same axial extent as the source array. The lengths of the source and detector arrays are parallel to the z-axis and the widths are their extents in the transverse planc. Because the FOV in the axial direction depends only on the axial extent of the source and detector arrays. we model the IGCT system strictly in the transverse plane to simplify the analysis. From now on, FOV will refer to the transverse EOV.

We model the source array in the transverse view as a line parallel to the horizontal $x$-axis. The detector arrays are also modeled as lines and are situated across from the source array. Each detector array is perpendicular to the line connecting its center to the center of the source array.

### 2.1. System Parameters

We consider a system with three detector arrays consisting of one contral array and wo placed symmetrically on either side (Fig. 2). A system with only two detector arrays (with the same dimensions) does not lead to at significant enough increase in the FOV. We define $O$ to be the isocenter (axis of rotation) and $S$ to be the point defining the center of the source array. Let $D_{C}$ be the center ol the central detector array and $D_{R}$ be the center of the right-most detector array. Let $S D D_{C}$ be the source-to-detector-distance from $S$ to $D_{C}$ ard let $S D D_{R}$ be the distance from $S$ to $D_{R}$. Let, $S I D$, the source-tomisocenter-distance, be the distance from $S$ to $O$. To characterize the angular position of the outer detectors relative to the source we let $\alpha$ be the angle betwon the lines $S D_{C}$ and $S D_{R}$. Note that the three detector array positions are fully characterized by the parancters $S D D_{C}, S D D_{R}$ and $\alpha$.


Figure 2. System with three detector arrays outlining the main parametors characterizing the system geometry.

For this study, values for the parameters listed in Table 1 were fixed while $\alpha$ and $S D D_{R}$ were considered to be the free parameters. The goal was to select the values of $\alpha$ and $S D D_{R}$ that optimized the uniformity of radial sampling in Radon space us described below.

Table 1. Specifications for IGCI system with three detector arrays.

| SDDC | 100 cm |
| :--- | ---: |
| $S I D$ | 45 cm |
| Source array width | 25 cm |
| Dotoctor array widths | 5 cm |
| Source array spot spacing | 0.25 cm |
| Detector array dement spacing | 0.1 cm |

## 3. UNIFORM SAMPLING IN RADON SPACE

As shown in Fig. 3 the FOV in the IGCT system increases as the detector arrays are moved farther apart. However, if the detector arrays are moved too far apart, then one can sce that portions within the FOV will be undersampled relative to others. Thus there is a balance between FOV size and uniform sampling within the FOV.


Figure 3. Detector array spacing results in a tradeoff between FOV size and over/undersampled regions in FOV.

It is helpful to look at the problem in Radon space. Consider Fig. 4. We characterize each ray by two parameters ( $\rho, 0): \rho$ is the signed distance between the ray and the isocenter, and $\theta$ is the angle betwecn the horizontal X -axis and the ray's perpendicular line to the isocenter. Because $\rho$ is signed we have $\rho \in\left[-\frac{10 V}{2}, \frac{F O V}{2}\right]$ and $\theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$.

We now need a mapping between a general ray and its point in Radon space ( $\rho, \theta$ ). Let the ray origin be $R_{S}$ and the ray destination at the detector be $R_{D}$. Let $s$ be the signed distance from the source midpoint to $R_{S}$ and $d$ be the signed distence from the detector midpoint to $R_{D}$. That is, $s$ is the displacement of the ray origin from the source center and $d$ is the displacement from the center of the corresponding detector array. Then from basic geometry we have the following mapping equations:

$$
\begin{gather*}
\theta=\arctan \left\{\frac{s \cos (\alpha)-d}{S D D \cos (\alpha)-d \sin (\alpha)}-\tan (\alpha)\right\}  \tag{1}\\
\rho=d \cos (\alpha+0)+S D D \sin (\alpha+0)-S I D\left\{\cos (\theta) \tan (\alpha+\theta)-\frac{\sin (\alpha)}{\cos (\alpha+\theta)}\right\} \tag{2}
\end{gather*}
$$

Where, again, $\alpha$ is the angular displacement of the detector array hit by the ray ( $\alpha=0$ for the central detector array), and $S D D$ is the distance between the source and the the detector array (for our purposes $S D D=S D D_{C}$ or $S D D_{R}$ ).

Since cvery ray represents a point in Radon space, we can look at the coverage in Radon space of a system with three detector arrays at a single angular position of the gartry. Figure $5(a)$ shows this for $\alpha=20^{\circ}$ and $S D D_{R}=113 \mathrm{~cm}$. The horizontal axis is the signed distance $\rho$, the vertical axis is the ray angle $\theta$. Esch detector array contributes points in Radon space that fall inside a polygon that rescmbles a parallologram. The central polygon in the figure represents the contribution from the contral detector array. The length of the long axis of


Figure 4. Relationship between a ray's Cartesian parameters and its Radon space parameters ( $\rho, \theta$ ). The figure is for illustration purposes and is not to scale.


Figure 8. Radon space analysis for a system with three detectors that are spaced to widely apart. Althongh the FOV is large, undersampling of some areas in the FOV can be seen.
the polygon is determined by the width of the source array while the shorter axis is determined by the width of the detector array. We can now easily see how adding more detector arrays can significantly increase the FOV.

Figure 5(b) shows a histogram of the number of samples per unit $\rho$ which is simply a vertical integration of Fig. 5(a). From this graph it is cicar that some $\rho$ distances are undersampled. If the detector arrays are brought too close together, the parallelograns in Fig. 5(a) move closer together and we will have oversampled regions where they overlap at the expense of FOV size. Therefore we would like the histogram to be relatively flat to achieve a uniform sampling in Radon space while maximizing the FOV. Note that we cannot achicve a perlectly flat histogram because the outer detector arravs have an intrinsic non-uniform sampling property: rays closer to the isocenter (smaller $\rho$ distances) are sampled more densely since $\theta$ changes more slowly for those rays.

### 3.1. Choosing the Detector Positions

Since we are doaling with three detector arrays, and we are leaving the central detector array distance $S D D_{C}$ fixed, we have $\alpha$ and $S D D_{H}$, as two free parameters to vary to achieve the goal of maximizing the FOV while maintaining a $\rho$-uniform sampling in Radon space.

If we force $S D D_{R}$ (representing both outer detector array distances due to symmetry) to be fixed and aro allowed to vary $\alpha$, then the Radon space polygons move relative to each other. Since we wish the resulting $\rho$ sampling histogram to be uniform we would like to overlap the polygons so that the vertical integration is relatively constant over $\rho$ (neglecting the FOV edge areas where $\rho$ is close to $\pm \frac{\text { FOV }}{2}$ ). Since the left and right detector array positions should be symmetric, we focus on the central and right detector arrays. Intuitively, $\alpha$ should be chosen so that as $\rho$ increases to the edge of the sampling provided by the central detector, the right detector's FOV sampling will compensate. Thus we want to choose a so that the midpoints of the short sides of their Radon space polygons are aligned at the same $\rho$ position. Let. $S_{L}$ and $S_{R}$ denote the left and right ends of the source array. Then these midpoints correspond to the rays $S_{R} D_{C}$ and $S_{i} D_{B R}$ (see Fig. 6).


Figure 6. $\alpha$ is chosen so that the two ravs shown have the same $\rho$ distance. Intuitively; the right detector picks up at the same $\rho$ at which that the center detector ends.

Since the correct $\alpha$ results in these rays having the same $\rho$ value, Eqns. 1 and 2 must be solved in $\alpha$ for both rays where $\rho_{1}=\rho_{2}, d_{1}-d_{2}-0, s_{1}=-s_{2}=\left|S_{R}-S\right|, S D D_{1}=S D D_{O}, S D D_{2}=S D D_{R}, \alpha_{1}-0$, and $\alpha_{2}=\alpha$.

We now examine the problom of choosing the best $S D D_{R}$ keeping a fixed. Incroasing $S D D_{R}$ means that the outcr detector arrays move outward away from the source and thus the FOV of the outer detector arrays increase slightly. Because the central and outer detectors are assumed to have the same number of detector elements, with an approximately cqual $\Delta \theta$ betwecn neighboring ray measurcmonts, $\rho$-uniform sampling is achieved when their respective FOV sizes are cqual (i.e. when cach detcctor "sees" the same amount of the total FOV). We can again use Eqns. 1 and 2 to solve for $S D D_{R}$ given $\alpha$ so that $F O V_{1}=\rho_{1, M A X}-\rho_{1, M I N}=\rho_{2, M A X}-\rho_{2, M I N}=F O V_{2}$.

Because the optimization involves only two sealar parameters, $\alpha$ and $S D D_{R}$, a combined solution can be solved for numerically by itcrating between marginal solutions until convorgence. The algorithm simply chooses an initial $\alpha=\alpha_{0}$, finds the best corresponding $S D D_{R}=S D D_{R, 0}$ then recalculates the best $\alpha$ and repcats. The results are detailed in Section 5.1.

## 4. MULTTPLE SOURCE ARRAY SYSTEMS

The secondary objective of this study is to analyze IGCT systems with multiple source arrays in an effort to reduce scan time. The idea is to replicate the entire system so that image acquisition may be done in parallel by two or more sets of detector arrays detecting x-rays from two or more source arroys. Figurc 7 illustrates a system with two source arrays, each aimed at their rospective set of three detector arrays.

There are two questions to consider: 1) At what angle should the two (or more) source arrays be situated rolative to each other? 2) What is the minimum rotation amount of the system to acquire a complete data set to fully reconstruct the volume?


Figure 7. System with two source arrays for parallel acquisition to reduce scan time.

### 4.1. Partial-scan analysis

Since the objective now is speed of acquisition, we consider the minimum partial-sean rotation angle $\gamma$. This is the smallest angle by which the system needs to rotate in order to acquire a complete $180^{\circ}$ data sel to fully reconstruct the volume. For a traditional 2-D fan-beam system with a point source and a linear detector, $\gamma=\pi+\phi_{F A N}$ where $\phi_{F A N}$ is the full fan-angle of the fan-beam system. ${ }^{3}$ In our case, the fan-angle is a little ambiguous since neither the source nor the detector is a point. We define the fan-angle for the 1GCT system in this analysis (with a single source array) to be $\phi_{F A N}=\theta_{M A X}-\theta_{M I N}=2 \theta_{M A X}$ (due to symmetry), whare $\theta_{M A X}$ is the Radon angle $\theta$ of the ray going from $S_{h}$ to the left-most detector element of the left detector array (i.e. the most oblique ray angle). We found that the minimum rotation angle is $\gamma \approx \pi \mid 2 \theta_{M i A X}$ for a system with one source array.

To see what is happening in Radon space, we make the usual assumption that two opposing rays are equivalent. That is, $(\rho, \theta)=(-\rho, 0+\pi)$. Figure 8 shows Radon space coverage with this symmetry for a single-source threedetector systen. To acquire a full $180^{\circ}$ data set then, a full $360^{\circ}$ range in this symmetric Radon space must be covered. Rotating the gantry by an angle $\gamma$ is equivalent to a vertical "smearing" of points in Radon space by the same vertical distance $\gamma$. So to cover the full space, a rotation of $\gamma \approx \pi+20_{M A X}$ is necessary.


Figure 8. Radon space coverage of a single source array system with the symmetry condition $(\rho, \theta)=(-\rho, 0+\pi)$. A rotation of $\pi+2 \theta_{M A X}$ is necessary to cover the space completely.

Therefore, for a system with two source arrays, the minimum partial-scan rotation angle is $\gamma_{2}=\frac{1}{2} \gamma \approx$ $\frac{\pi}{2}+\theta_{M A X}$ as long as we situate both source arrays to be exactly $\gamma_{2}$ apart. Then as the gantry rotates, each source array (and their corresponding detector arrays) will acquire data from complementary regions in Radon space. This would reduce the total scan time by $50 \%$.

We can innagine an even further reduction in scan time with three source arrays situated $\gamma_{3}-\frac{\pi}{3}+\frac{2}{3} \theta_{\text {MAX }}$ apart. Unfortunately the system gcometry prohibits this due to some source arrays occluding the view of detectors corresponding to other sonrce arrays.

## 5. RESULTS

### 5.1. Detector Placement

Itcrative joint optimization of the parameters $\alpha$ and $S D D_{R}$, characterizing the positions of the detector arrays, was performed. For the fixed system parameters outlined in Table 1 of Section 2.1, the best $\alpha$ and $S D D_{R}$ were $17.9^{\circ}$ and 113 cm , respectively, yielding a FOV of 44 cm . The algorithm converged alter 3 iterations and because the results show a uniform sampling histogram, wo can be sure that it converged to a ncarly optimal solution. Figure 9 shows the detector placement and corresponding Radon space coverage and sampling histogram.

(a) Final optimized system geometry with FOV of 44 cm .

(b) Radon space coverage.

(c) p-sampling histogram.

Figure 9. Optimal geometry for fixed $S D D_{C}=100 \mathrm{~cm}$.

### 5.2. Multiple Sources

Three different multiple-source geometries were analyzed, all of them using the FOV-optimized parameters derived in the previous section. The first was a system with two source arrays separated by $\gamma_{2}=\frac{\pi}{2}+\theta_{M A X}=115^{\circ}$.

This system has a minimum partial-scan rotation of $115^{\circ}$ and a full-scan ( $360^{\circ}$ dataset) minimum rotation of $360-115=245^{\circ}$. The other two geometrics were both systems with three source arrays. One had a separation between sources of $61^{\circ}$ which is the maximum separation allowed due to geometry limitations. The other system had a symmetric spacing of $120^{\circ}$ so that the full-scan time was minimized. All three geometrics are depicted in Figure 10.

(a) Two source arrays separated by $115^{\circ}$.

(b) Three source arrays separated by $61^{\circ}$ (linited by the system geometry).

(c) Three source arrays separated by $120^{\circ}$ to minimize the full-scan time.

Figure 10. Three different multi-source systems were analyzed.

Table 2 outlines the results from the geometries considered for multiple source array systems using the FOV-optimized parameters. Note that the rotation angle directly corrclates with scan time.

Table 2. Multi-source IGCT system mimimum rotation angles.

| Number of <br> Source Arrays | Angular Spacing <br> between Sources | Partial-Scan <br> Rotation Angle | Full-Scan <br> Rotation Angle |
| :---: | :--- | :--- | :--- |
| 1 | - | $229^{\circ}$ | $360^{\circ}$ |
| 2 | $115^{\circ}$ | $115^{\circ}$ | $245^{\circ}$ |
| 3 | $61^{\circ}$ | $107^{\circ}$ | $177^{\circ}$ |
| 3 | $120^{\circ}$ | $120^{\circ}$ | $120^{\circ}$ |

## 6. CONCLUSTONS

In extending the basic single-detector-array ICCT system to a three-detector-array system, we have increased the FOV by three times while maintaining uniform radial sampling of rays. We have also investigated possible multiple source array parallel gcometrics to reduce the total partial-scan time by $50 \%$ of the original partial-scan time using a two-source systom and by a little more with a three-source system.

This study focused on maximizing the FOV and minimizing scan time. Other factors such as image resolution, dose efficiency, system complexity, noise, and scatter performance need to be studied. Further multi-parameter optimization is underway.
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