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#### Abstract

We have proposed a CT system design to rapidly produce volumetric images with negligible cone beam artifacts. The investigated system uses a large array scanned source with a smaller array of fast detectors. The x-ray source is electronically steered across a 2D target every few milliseconds as the system rotates. The proposed reconstruction algorithm for this system is a modified 3D filtered backprojection method. The data are rebinned into 2D parallel ray projections, most of which are tilted with respect to the axis of rotation. Fach projection is filtered with a 2D kernel and backprojected onto the desired image matrix. To ensure adequate spatial resolution and low artifact level, we rebin the data onto an array that has sufficiently fine spatial and angular sampling. Due to firite sampling in the real system, some of the rebinned projections will be sparse, but we hypothesize that the large number of views will compensate for the data missing in a particular view. Preliminary results using simulated data with the expected discrete sampling of the source and detector arrays suggest that high resolution ( $<0.5 \mathrm{~mm}$ in all directions) images can be obtained in a single rotation with the proposed system and reconstruction algorithm.


Keywords: computed tomography (CT), volumetric CT, 3D reconstruction

## 1. INTRODUCTION

Faster scan times, large anatomic coverage with thin slices, and reduced motion artifacts have been made possible by the development of multidetector computed tomography (MDCT) systems. The volume covered by current multidetector scanuers is still relativcly small, for example these systems require many gantry rotations to acquire the full heart volume. One logical extension of this apyroach is a system capable of imaging the entire volume in a single rotation, volumetric CT (VCT). As the acquired volume thickness increases, by increasing the number of detector rows or by using flat-panel digital x-ray detectors, so does the divergence angle of the x -ray cone beam in the axial direction. The problem with VCT systems with a single circular orbit is that the acquired cone-beam data set is not sufficient for an exact reconstruction. ${ }^{1}$ For small cone angles the resulting artifacts are tolerable, but as the volume thickness increases, so does the severity of the artifacts.

We have proposed a VCT system that uses a large array scanned source and a smaller array of fast detectors. lu principle, the data set acquired by this reverse geometry system should be sufficient to prevent cone-bearn artifacts, as the source and detector arrays have the same axial extent.

The goal of this paper is to describe the proposed reconstruction algorithm for this system. The theoretical details of the algorithm will be presented, as well as the preliminary results.

## 2. PROPOSED SYSTEM GEOMETRY

The system we are proposing to acquire a sufficient VCT data set is a reverse geometry system with a large array scanned source and a smaller array of detectors. The basic system geometry is illustrated in Fig. 1.

The system is conceptnally similar to that used by NexRay, Inc. for their interventional cardiology Carm system. ${ }^{2}$ The proposed $x$-ray source has an electron beam that is clectromagnetically steered across a transmission target. An array of collimator holes limits the resulting small area x-ray bean so it is aimed towards the detector. The detector is comprised of a smaller array of fast photon counting detectors. During


Figure 1. Proposed system geometry showing the $x$-xay beam at one collimator position.
an acquisition, the $x$-ray beam dwells on each source position (i.e., adjacent to each collimator hole) and then is steered to the next source position in the array. For each source position, the entire detector array is read out producing a 2D divergent projection covering a fraction of the field of viow.

In order to use these components in a CT system, the source and detector would be mounted on a gantry and rotated around the patient.

The specifications for the preliminary CT geometry are summarized in Table 1.

Table 1. Specifications for proposed VCT geometry

| Source dimensions (transverse $\times$ axial) | $50 \mathrm{~cm} \times 15 \mathrm{~cm}$ |
| :--- | :--- |
| Number of sourcc locations | $200 \times 60$ spots |
| Detector dimensions (transverse $\times$ axial) | $5 \mathrm{~cm} \times 15 \mathrm{~cm}$ |
| Number of detector locations | $48 \times 144$ elements |
| Dwell time per source location | $1 \mu \mathrm{~s}$ |
| Move time between successive source locations | $0.28 \mu \mathrm{~s}$ |

## 3. RECONSTRUCTMON ALGORTTMM

The proposed 3D reconstruction algorithm can be broken down into a rebinning step followed by filtered backprojection. The basic idea of the algorithm is to view the data not as they are acquired, but instead as a set of 2 D parallel ray projections. Among the acquired rays are a set of parallel rays that are perpeadicular to the axis of rotation. These "in-plane" rays are equivalent to those collected in a normal CT scan. In addition to these in-plane rays, the acquired data set also contains cross plane rays that are tilted with respect to the axis of rotation. This concept is illustrated in Fig. 2. The reconstruction algorithm first rebins the acquired data into a set of 2 D parallel ray projections at numerous tilt angles, and then uses these 2 D projections to reconstruct a volume. Because the source and detector sampling is finite, some of these rebinned projections may be sparse. However, because of the large number sampled views, we hypothesize that missing data in one view can be compensated by nearby projections.

This reconstruction scheme is motivated by the Fourier domain interpretation of 2 D parallel ray projections. This analysis, based on the Central Slice Theorem, will be described in the filtcred backprojection section. It,


Figure 2. Rebiming acquired data into 2D parallel ray projections.
should also be noted that the rebimed data set resembles the data acquired in multi-ring Positron Emission Tomography (PET). Thercfore, techniques already developed for PET reconstruction can be utilized.

The following sections describe the theory involved in the two steps of the proposed reconstruction method, and also discuss the preliminary implementation.

### 3.1. Rebinning algorithm

Each ray from a source location to a detector location is described by four parameters, the rotation angle, $\phi$, the colatitude or tilt angle (the angle from the axis of rotation), $\theta$, and two distance measures, $\rho_{i p}$ and $\rho_{o p}$, describing the location of the line from the centrul ray. These parameters are illustrated in Fig. 3. The two distance parameters could be combined into one distance parameter, but are kept separate in this discussion.


Figure 3. Determining the four geometry parameters describing a ray in 3D space.

The four parameters can be determined geometrically. The rotation angle, $\phi$, and in-plane distance, $\rho_{i p}$,
depend on the in-plane source location, $s_{i p}$, and detector location, $d_{i p}$. As illustrated in Fig. 3(b), these two parameters can be found using the following equations.

$$
\begin{gather*}
\dot{\psi}=\arctan \left(\frac{s_{i p}-d_{i p}}{S D D}\right)  \tag{1}\\
\phi=\dot{\psi}+\dot{\phi}_{g a n t r y} \tag{2}
\end{gather*}
$$

where $\psi$ is the rotation angle of the ray without gantry rotation, and SDD is the source to detector distance. To find the total rotation, the gantry rotation, $\phi_{g a n t r y}$ is added to $\psi$ as shown in Eq. 2. The in-plane distance is

$$
\begin{equation*}
\rho_{i p}=d_{i p} * \cos (\psi)+D I D * \sin (\psi) \tag{3}
\end{equation*}
$$

where $D / D$ is the detector to isocenter distance. As shown in Eq. 3, $\rho_{i p}$ is independent of gantry rotation.
Similarly, $\theta$ and $\rho_{o p}$ depend on the axial source and detector positions, $s_{a}$ and $d_{a}$ respectively as shown in Fig. 3(c), and can be calculated using the following equations.

$$
\begin{gather*}
\theta=\frac{\pi}{2}-\arctan \left(\frac{s_{a}-d_{a}}{S D D}\right)  \tag{4}\\
\rho_{o p}=d_{a} * \sin (\theta)+D I D * \cos (\theta) \tag{5}
\end{gather*}
$$

The goal of the rebinning algorithm is to take each ray and place it inio a 2D parallel ray projection. The two angle parameters, $\phi$ and 0 , determine the gantry rotation angle and the gantry tilt augle of the corresponding projection, and the two distance parametcrs determine the ray's location within the projection. Therefore, these four parameters are sufficient for roorganizing the data into 2 D parallel ray projections. However, in a discrete implementation with a reasonable number of projections, especially projections that are equally spaced in each of the four parameters, nearby rays must be bimed together using some form of interpolation or gridding.

To better understand the rebiming algorithm, it is useful to visualize the data in Radon space. For 2D reconstruction with 1D projections, such as those acquired by conventional single slice CT systems, each acquired ray can be described by two parameters, the projection angle $\phi$ and the perpendicular distance of the ray to the axis of rotation, $\rho$. For single slice CT systoms, Radon space is two dimensional, with $\rho$ and $\phi$ as the two coordinate axes. Therefore, each ray acquired in a 1 D projection samples onc point, in the two dimensional Radon space. Each parallel projection samples one horizontal line in 2D Radon space. In a single slice fan-beam system, each fan-beann samples a tilted line in Radon space.

For our proposed system geometry, each ray is described by two angles and two distances, and this is represented by a four dimensional Radon space. Each ray samples one point in 4D Radon space, but the sample points from all the input rays are not distributed eveniy. The rebinning algorithm must, convert the nonuniformly sampled 4D Radon space data into uniformly spaced samples

The problem of resampling nonumiform data onto a uniform grid has come up in many different fields, and much work has been done too solve it. We are using the gridding approach. ${ }^{3}$

The first step in the gridding algorithm is to determine a bin width or kernel width for each of the four geometry parameters. Our current implementation is output-grid-driven. That is, for each output grid point in our miformly spaced 4D Radon space, the algorithm finds the input data points that fall within the 4D bin. Each input data point is weighted based on its distance to the grid point, where the weight is determined by a chosen 4D kernel shape. At the output grid point, the weighted values of all the contributing data points are accumulated as are the sum of all the weights.

One important step in the rebiming algorithm is to compensate for the nonumiform sampling density of the original data points. This can be done by pre-weighting the data according to the sampling density of the imput data points, by post-weighting the output data based on the total deposited weights at each grid point,
or by using a combination of both methods. In our preliminary implementation, we are using post-weighting compensation and have also been investigating more accuraie pre-weighting methods.

The important design parameters in the gridding algorithm are the bin widths, kernel shape, and output grid sampling density. For application in MRI reconstruction, the effect of each of these parameters on the rebinned data has been described in detail. ${ }^{4}$ For the prelininary VCT implementation of this algorithun, these parameters were chosen experimentally. For computational simplicity, the 4 D kernel was designed as four separable Hanning wiudow kernels in each dimension. The output grid spacing was chosen as the largest spacing that provided acceptably low artifacts. The bin widths were chosen to trade off the blurring caused by large bin widths while reducing the occurrence of emply output grid points which are caused by small bin widths.

### 3.2. Filtered backprojection

The key to accurate reconstruction for filtered backprojection is in the filter design. In the spatial domain, the filtering step can be seen as correcting the impulse response of the backprojection process. That is, the generally negative tails of the reconstruction kernel exactly cancel the positive tails (blurring) that results if a band limited impulse is backprojected.

Having the data organized into 2D parallel ray projections provides a useful method for designing the filter in Fourier space using the Central Slice 'L'heorem, which states that a 2D parallel ray projection of a 3D object samples the Fourier transform of the object along the plane perpendicular to the projection direction. So as mumerous 2 D projections are acquired, the Fourier transform of the object is sampled along the corresponding planes. As a result, 3D frequency space is not sampled uniformly, with certain regions sampled more than others. It can also be shown that the Fourier transform of the backprojection of a single 2D projection into a 3D volume is non-zero only on the same plane that was sampled by that projection. ${ }^{5}$

The role of the reconstruction filters is to weight the frequency content of each projection so that, when they are all superimposed, the 3D Fourier transform of the object is properly reconstructed. In our approach, the filter applied to each projection is the inverse of the density of measurements in frequency space on the plane sampled by that projection.

An analytical solution for this filter has been derived for 2 D parallel ray projections equally spaced over a range of tilt angles ${ }^{6}$ and will be stated without proof below.

The 2D filter for a 2D parallel ray projection at a colatitude angle $\theta$ is

$$
\begin{equation*}
G_{\theta}\left(k_{u}, k_{v}\right)=\frac{W(k)}{D_{\theta}(k, a)} \tag{6}
\end{equation*}
$$

where $k_{u}$ and $k_{w}$ are the coordinates of the 2 D Fourier transform of the projection, we define

$$
\begin{gather*}
k=\sqrt{k_{u}^{2}+k_{v}^{2}}  \tag{7}\\
\alpha=\arccos \left(\frac{k_{v} \sin \theta}{k}\right) \tag{8}
\end{gather*}
$$

and $W(k)$ is a window function used to control the impulse response. $D_{\theta}$ is the density of measurements on the plane in frequency space that is sampled by the projection. For our case, we assume that the projections are continuously and uniformly distributed between $\phi$ cqual to zero and $2 \pi$ and colatitude angle between $\theta_{\min }$ and $\pi / 2$, where $\theta_{\min }$ is the colatitude angle of the most oblique projection. This is a reasonable assumption if the distance between adjacent projections is small in both angular directions. The resulting $D_{\theta}$, without proof, is

$$
\begin{equation*}
D_{\theta}(k, \alpha)=\frac{M \arcsin \left(\frac{\cos \left(\theta^{\prime}\right)}{\sin (\alpha)}\right)}{\pi k \cos \left(\theta_{\min }\right)} \tag{9}
\end{equation*}
$$

where M is the total number of projections and $\theta^{\prime}$ is defined as

$$
\begin{equation*}
\theta^{\prime}=\max \left(\theta_{\min }, \frac{\pi}{2}-\alpha\right) \tag{10}
\end{equation*}
$$
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Using the expression for $D_{0}$, we can write the equation for the 2 D filter as

$$
\begin{equation*}
G_{\theta}\left(k_{u}, k_{v}\right)=\frac{\pi k \cos \left(\theta_{\min }\right)}{M \arcsin \left(\frac{\cos \left(\theta^{j}\right)}{\sin (\alpha)}\right)} * W(k) \tag{11}
\end{equation*}
$$

As can be seen, the filter depends on the colatitude or tilt angle of a given projection, but is the same for all projections at that colatitude angle.

To summarize the filkered backprojection step, for each rebinned 20 parallel ray projection, the 20 Fourier transform is calculated. The transform is then multiplied by the 2D filter described in Eq. 11. Finally the filtered projection is three dimensionally backprojected into the output volume.

## 4. METHODS

The 3D filtered backprojection algorithm has been implemented for reconstructing a volume from 2D parallel ray projections at multiple tilt angles. This algorithra has been tested with simulated ideal parallel ray projections and found to have ardifacts at levels below the CT noise floor.

The 4D Radon space rebiming algorithm has been implemented and is currently being tested.
To explore the image quality performance of the rebinuing algorithm, a simpler 2 D version was implementod to reconstruct 2D slices from the in-plane sampling of the source and detector illustrated in Fig. 4 (i.e, an inplane geometry). This algorithm takes the rays connecting one source row to one detector row and rebins them into 1 D parallel ray projections. Staudard filtered backprojection is used to reconstruct the in-plane slice from these $1 D$ projections. This in-plane reconstruction algorithm provides a method to test the in-plane resolution of the system, and also to investigate the effects of the rebinning algorithn on the output image quality.


Figure 4. the in-plane sampling is the rays connecting one source row and one detector row collected during a full rotation about the object.

The following section briefly describes the results obtained using the in-plane reconstruction algorithm. The two experiments described below use the simulated in-plane sampling of the available NexRay source and detector. The simulated source row had 100 elements over 25 cm , and the simulated detector row had 48 elements over 5 cm . Seventy-one projections over a 360 degree gantry rotation (each comprised of rays comecting all source locations in one source row with all the detector elements in one detector row) were simulated with the in-plane geometry, as this number of projections was found to sufficiently sample the 2D Radon space for the field of view (FOV) used. The projections were then rebimed into 1000 parallel ray projections with an output detector pitch of $1 / 8 \mathrm{~mm}$. For comparison, ideal 1D parallel ray projections were also generated. The ideal parallel ray projections had the same Radon space sampling as the rebined projections. The simulated detector aperture and source focal spot blurring were kept constant for both simulations, with the focal spot modeled as a 0.8 mm by 0.8 mm rect function and the detector aperture modeled as a 1 mm by 1 mm rect function. Standard filtered backprojection was then used to reconstruct the image.

For the rebinned in-plane projections, a second rcconstruction was performed where the backprojection filter was modified to undo the bhurring caused by the rebinning step. The correction was based on the Fourier transform of the $\rho$ gridding kernel. 'This deapodization function was thresholded so as not to greatly amplify any artifacts or noise.

In all cuses, the reconstructed FOV was $7 \times 7 \mathrm{~cm}$ with a pixel size of $1 / 8 \times 1 / 8 \mathrm{~mm}$.

## 5. RESULES

### 5.1. In-plane resolution

The in-plane reconstruction algorithm has made it possible to investigate the resolution capabilities of the system. The in-plane MTF was calculated by simulating a small sphere at iso-center with radius $1 / 16 \mathrm{~mm}$. Fig. 5 compares the MTF for the three simulated cases: the in-plane sampling, ideal parallel ray projections, and in-plane sampling with correction for the blurring from the gridding step. It is important, to note that for the first two cases the backprojection filter was windowed with a Haming window; filters with higher gain at high spatial frequencies could be used and would yield higher spatial resolution. Fig. 5 shows that slight blurring is introduced by the rebinning algorithm, but that most of this blurring can be recovered with the modificd reconstruction filter. For the in-plane sampling, the $10 \%$ point is approximately $14 \mathrm{~cm}^{-1}$ without the deapodization, and is approximately $18 \mathrm{~cm}^{-1}$ with the correction.


Figure 5. MTF comparison for ideal parallel ray projections, rebinned in-plane projections, and rebinned in-plane projections with correctod backprojection filter.

A resolution phantom was also simulated using small sphere objects. The resolution patterns ranged from $0.7 \mathrm{~mm}(7.1 \mathrm{lp} / \mathrm{cm})$ in the upper right hand corner, to $0.4 \mathrm{~mm}(12.5 \mathrm{lp} / \mathrm{cm})$ in the lower right hand corner. Fig. 6 shows the images resulting from the three reconstructions.

Comparing the images, the blurring caused by the rebinning algorithm is noticeable, but using the modified filter does improve the resolution. Looking at the corrected in-plane reconstruction, Fig. 6(c), some resolution loss can be seen towards the cdge of the FOV , which is likely due to the residual blurring in the $\phi$ direction introduced by the rebinning algorithm. An additional deapodization step, before filtered backprojection, could be implemented to reduce this. Despite the blurring caused by the rebinning step, for all three reconstructions, the 0.4 mm patiern can be rosolved.

### 5.2. Rebinning algorithm artifacts

To explore the accuracy of the rebinning algorithm, projections were simulated through an off-center uiform sphere of water.


Figure 6. Simulated resolution phantom. Tested frequencios are, counter-clockwise from the upper right hand quadrant, $0.7 \mathrm{~mm}, 0.6 \mathrm{~mm}, 0.5 \mathrm{~mm}, 0.4 \mathrm{~mm}$.

The sphere had a radius of 2.5 cm and was centered at ( $0.5 \mathrm{~cm}, 0.5 \mathrm{~cm}$ ). Fig. 7 shows images reconstructed using the rebinned in-plane projections, the ideal parallel ray projections, and the rebinned in-plane rays with correction. The images are windowed to the level of 0 HL and a width of $+/-1 \mathrm{HU}$ (i.e., values -1 and +1 HU are mapped to black and white, respectively). Comparing the images, the artifact level within the water sphere is similar for all images and is below 1 HU . The ideal and corrected reconstructions have ringing artifacts at the edge of the sphere that are not present in the inage with the umodified rebinued rays due to blurring introduced by the rebiming algorithm.


Figure 7. Simulated water sphere. These innages were windowed to a lovel of 0 HU and a width of $+/-1 \mathrm{HU}$ to show artifacts in the sphere.

Fig. 8 shows the three images windowed to a level of -1000 HU with a window width of $+/-1$ HU to show

[^0]

Figure 8. Simulated water sphere. These images were windowed to a level of -1000 HC and a width of $+/-1 \mathrm{HU}$ to show ratifacts outside the object
artifacts in air. The in-plane sampling has more view aliasing artifacts than the ideal parallel ray geometry, and these artifacts are amplified by the modified backprojection filter used in Fig. 8(c). Despite this amplification, the artifacts are on the order of 1 HU and thus are acceptably low.

## 6. CONCLUSIONS

Although the complete reconstruction algorithm has not yet been fully tested, preliminary results suggest that the proposed algorithm is feasible for the reverse geometry VCT system. Results using the in-plane reconstruction algorithm show that the rehiming step introduces no significant artifacts and only slight blurring, most of which can be recovered using a corrected reconstruction filler. Experiments using the in-plane reconstruction algorithm also demonstrate an in-plane resolution better than 0.5 mm .
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