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Abstract 
In this paper, the authors present optimal multichannel frequency domain estimators for minimum mean-

square error (MMSE) short-time spectral amplitude (STSA), log-spectral amplitude (LSA), and spectral phase 

estimation in a widely distributed microphone configuration. The estimators utilize Rayleigh and Gaussian 

statistical models for the speech prior and noise likelihood with a diffuse noise field for the surrounding 

environment. Based on the Signal-to-Noise Ratio (SNR) and Segmental Signal-to-Noise Ratio (SSNR) along with 

the Log-Likelihood Ratio (LLR) and Perceptual Evaluation of Speech Quality (PESQ) as objective metrics, the 

multichannel LSA estimator decreases background noise and speech distortion and increases speech quality 

compared to the baseline single channel STSA and LSA estimators, where the optimal multichannel spectral 

phase estimator serves as a significant quantity to the improvements, and demonstrates robustness due to time 

alignment and attenuation factor estimation. Overall, the optimal distributed microphone spectral estimators 

show strong results in noisy environments with application to many consumer, industrial, and military products. 

Keywords 
Acoustic arrays, Speech enhancement, Amplitude estimation, Phase estimation, Parameter estimation 

1. Introduction 
Over the past several decades, there has been a great deal of research in the signal processing community on 

the development and implementation of speech enhancement algorithms. Whereas the current state-of-the-art 

methods work reasonably well for some applications, the performance of the algorithms quickly deteriorates 

under noisy conditions. In order to decrease background noise and speech distortion and increase speech 

quality, which are measured by Signal-to-Noise Ratio (SNR) and Segmental Signal-to-Noise Ratio (SSNR) [1] along 

with the Log-Likelihood Ratio (LLR) [2] and Perceptual Evaluation of Speech Quality (PESQ) [3] as objective 

metrics [4], researchers have utilized multichannel (dual, array, and distributed) microphones to exploit all 

available acoustic and spatial information of the speech and noise sources [5]. While single channel microphone 

configurations require the speakers to be relatively close to the microphone and dual channel microphone 

configurations involve a reference noise microphone [6], microphone array [7] configurations necessitate close-

spacing of the microphones and a priori knowledge of the array geometry with the distances between individual 

array elements being small enough to allow for spatial signal processing techniques (e.g., beamforming) without 

aliasing and justify assumptions of noise correlation across the channels [6], [8], [9], [10], [11], [12]. By 

comparison, there has been relatively little research for distributed microphone configurations, where the 

microphones are spread throughout a large area of interest with unknown spacing and geometry and array 

assumptions do not hold anymore. In order to advance the current state-of-the-art speech enhancement 

methods for distributed microphones, it is important to generalize the existing work from single channel 

microphones, dual channel microphones, and microphone arrays. 

Depending on the noise correlations, there will be more appropriate microphone configurations and speech 

enhancement methods for a given noisy environment. In general, the majority of large area practical noisy 

environments (e.g., offices, cafeterias, and airport terminals) involve noise situations that are best characterized 

by a diffuse noise field, where the noise is approximately of equal energy and propagates simultaneously in all 

directions but has low correlation across the different microphones [8]. The magnitude-squared coherence 

(MSC) function, 𝐶𝑖𝑗(𝑓) = sin𝑐2(2𝜋𝑓𝑑𝑖𝑗/𝑐) [7], where 𝑑𝑖𝑗  is the distance between channels 𝑖 and 𝑗, and 𝑐 is the 

speed of sound, can be used to give an indication of noise correlation for a given microphone spacing. Since the 

primary energy of speech is mainly concentrated in the 300–3000 Hz frequency range, the MSC function 

suggests as examples that an assumption of incoherent noise (𝐶 < 0.1) is justified for microphone spacing 

above ∼14 cm and an assumption of coherent noise (𝐶 > 0.9) is justified only for microphone spacing below 
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∼0.4 cm, which is less than the distances in a typical array. For distributed microphone spectral amplitude and 

spectral phase estimators derived in this work, the noise field is assumed to be a diffuse noise field, which allows 

for estimation of the noise statistics at each of the corresponding microphones since the coherence is 

approximately small for high frequencies outside the primary energy of speech. 

In this paper, the goal is to derive optimal multichannel frequency domain estimators of the short-time spectral 

amplitude (STSA) and log spectral amplitude (LSA) with spectral phase for distributed microphone configurations 

using a minimum mean-square error (MMSE) estimation criterion. This theoretical work can be viewed as an 

extension of the seminal work for single channel STSA [9], LSA [10], and spectral phase [9], [10] estimation by 

Ephraim and Malah. Fundamentally, the statistical estimation [13], [14] approach employs the same Rayleigh 

and Gaussian models for the speech prior and noise likelihood and diffuse noise field as Lotter et al. [11] but 

generalizes the derivations to estimate the spectral amplitude of the source signal, not the source signal as seen 

at each individual microphone. Besides the multichannel STSA and LSA estimators for distributed microphone 

configurations, the key contribution is the development of the multichannel spectral phase estimator since a 

substantially improved estimate of the true source spectral phase can be calculated from multiple channels. 

The remainder of this paper is organized into the following sections: system and models (Section 2), spectral 

amplitude estimation (Section 3), log-spectral amplitude estimation (Section 4), spectral phase estimation 

(Section 5), experiments and implementation (Section 6), experimental results (Section 7), and conclusion 

(Section 8). 

2. System and models 
In a distributed microphone configuration, multiple microphones 𝑖 ∈ [1, … , 𝑀] capture the attenuated and time-

delayed coherent clean source signals 𝑐𝑖𝑠(𝑡 − 𝜏𝑖) corrupted by additive and uncorrelated noises 𝑛𝑖(𝑡) to 

produce the noisy signals 𝑦𝑖(𝑡). Assuming the system can accurately time align the 𝑀 noisy observations 

(investigated in Section 7), the time domain multichannel microphone model is 

(1)𝑦𝑖(𝑡) = 𝑐𝑖𝑠(𝑡) + 𝑛𝑖(𝑡), 

where 𝑠(𝑡) is the true source signal and 𝑐𝑖 ∈ [0,1] are time-invariant attenuation factors. This model 

corresponds to an assumption of a spatially stationary source signal. In the frequency-domain, (1) is expressed in 

a frame-by-frame basis as 

(2)𝑌𝑖(𝑙, 𝑘) = 𝑐𝑖𝑆(𝑙, 𝑘) + 𝑁𝑖(𝑙, 𝑘)𝑅𝑖(𝑙, 𝑘)𝑒𝑗𝜗𝑖(𝑙,𝑘) = 𝑐𝑖𝐴(𝑙, 𝑘)𝑒𝑗𝛼(𝑙,𝑘) + 𝑁𝑖(𝑙, 𝑘), 

where 𝑘 represents the frequency bin for each microphone 𝑖 and frame 𝑙. To simplify the notation, (2) is 

rewritten without the explicit dependencies as 

(3) 𝑅𝑖𝑒𝑗𝜗𝑖 = 𝑐𝑖𝐴𝑒𝑗𝛼 + 𝑁𝑖 , 

where 𝑅𝑖 and 𝐴 represent the noisy and clean spectral amplitudes, respectively, 𝜗𝑖 and 𝛼 represent the noisy 

and clean spectral phases, respectively, and 𝑁𝑖  represents the spectral noise. The fundamental goal is to 

determine the best estimate of the spectral amplitude 𝐴 and spectral phase 𝛼. 

Rayleigh distributions are assumed for the speech prior likelihood: 

(4)𝑝(𝐴, 𝛼) =
𝐴

𝜋𝜎𝑠
2 exp (−

𝐴2

𝜎𝑠
2), 

and Gaussian distributions are assumed for the noise likelihood: 
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(5)𝑝(𝑌𝑖|𝐴, 𝛼) =
1

𝜋𝜎𝑁𝑖
2 exp (−

|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2

𝜎𝑁𝑖
2 ), 

where 𝜎𝑆
2 and 𝜎𝑁𝑖

2  are the speech and noise spectral variances, respectively, and 𝐴 > 0. Based on the 

assumption of a diffuse noise field for the surrounding environment, the noises are independent at each of the 

microphone channels, which results in the conditional joint distribution of the noisy spectral 

observations 𝑌1, … , 𝑌𝑀 written as a product of the independent noisy spectral observations given by 

(6)𝑝(𝑌1, … , 𝑌𝑀|𝐴, 𝛼) = ∏ 𝑝(𝑌𝑖|𝐴, 𝛼)𝑀
𝑖=1 = ∏

1

𝜋𝜎𝑁𝑖
2 exp (− ∑

|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2

𝜎𝑁𝑖
2

𝑀

𝑖=1

)

𝑀

𝑖=1

. 

3. Spectral amplitude estimation 
Under the given statistical models and following the same method as in [11], the MMSE estimate of the STSA is 

(7)𝐴̂𝑆𝑇𝑆𝐴 = 𝐸[𝐴|𝑌1, … , 𝑌𝑀] =
∫ ∫ 𝐴𝑝(𝑌1, … , 𝑌𝑀|𝐴, 𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴

2𝜋

0

∞

0

∫ ∫ 𝑝(𝑌1, … , 𝑌𝑀|𝐴, 𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴
2𝜋

0

∞

0

. 

Through substitution of the statistical models of (4), (6) into (7), the closed-form solution (see Appendix A for 

details) for 𝐴̂𝑆𝑇𝑆𝐴 is 

(8)𝐴̂𝑆𝑇𝑆𝐴 = 𝛤(1.5) (
𝜎𝑆

2

1+∑ 𝜉𝑖
𝑀
𝑖=1

)
1 2⁄

exp (−
𝑣

2
) [(1 + 𝑣)𝐼0 (

𝑣

2
) + 𝑣𝐼1 (

𝑣

2
)], 

with 

(9) 𝑣 =
|∑ (√𝜉𝑖/𝜎𝑁𝑖

)𝑌𝑖

𝑀

𝑖=1
|

2

1+∑ 𝜉𝑖
𝑀
𝑖=1

, 

where 𝐼0(⋅) and 𝐼1(⋅) denote the modified Bessel functions of the first kind of the 0th order and 1st order, 

respectively, and 𝜉𝑖  is the a priori SNR. In more qualitative terms, 𝑣 is an SNR weighted sum of the noisy spectral 

observations 𝑌𝑖  that is normalized by the sum of the a priori SNR 𝜉𝑖. For the case of 𝑀 = 1, it can be seen that 

the multichannel STSA estimator in (8) simplifies to the single channel STSA estimator in [9]. With rescaling of 

the attenuation factors to make 𝑐𝑖 = 1 at a specific reference channel 𝑖, (8) reduces to the multichannel STSA 

estimator in [11] for estimating the spectral amplitude 𝐴𝑖  at each microphone 𝑖. The only difference between 

the multichannel STSA estimator given in [11] by Lotter et al. and the multichannel STSA estimator given in (8) is 

that (8) is an estimate of the original source STSA, not an estimate of the original source STSA at a particular 

channel. 

4. Log-spectral amplitude estimation 
To obtain a more perceptually relevant criterion [10], the MMSE estimate from Section 3 is extended as 

(10)𝐴̂𝐿𝑆𝐴 = exp(𝐸[ln(𝐴)|𝑌1, … , 𝑌𝑀]) = exp(𝐸[𝑍|𝑌1, … , 𝑌𝑀]), 

https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#bib11
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0020
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0030
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0035
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#s0085
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0040
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#bib9
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0040
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#bib11
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#bib11
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0040
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#eq0040
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#bib10
https://www.sciencedirect.com/science/article/pii/S0165168411002556?via%3Dihub#s0015


where 

(11)𝐸[𝑍|𝑌1, … , 𝑌𝑀] =
𝑑

𝑑𝜇
[𝛷𝑍|𝑌1,…,𝑌𝑀

(𝜇)]|𝜇=0, 

is the moment generating function: 

(12)𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) =

∫ ∫ 𝐴𝜇2𝜋

0
𝑝(𝑌1, … , 𝑌𝑀|𝐴, 𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴

∞

0

∫ ∫ 𝑝(𝑌1, … , 𝑌𝑀|𝐴, 𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴
2𝜋

0

∞

0

. 

By substitution of the statistical models of (4), (6) into (12), the closed-form solution (see Appendix B for details) 

for 𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) is 

(13)𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) =

𝛤((𝜇/2)+1)

(1/𝜆)𝜇 2⁄ 𝐹11
 (−

𝜇

2
; 1; −𝑣), 

where 

(14) 
1

𝜆
=

1

𝜎𝑆
2 + ∑

𝑐𝑖
2

𝜎𝑁𝑖
2

𝑀

𝑖=1

, 

and 𝐹11
 (⋅;⋅;⋅) denotes the confluent hypergeometric function as described by equation 9.210 in [15]. 

To complete the derivation of the multichannel LSA estimator, it is necessary to perform differentiation and 

then exponentiation on (13). After exponentiation of the derivative terms, the closed-form solution 

(see Appendix B for details) for 𝐴̂𝐿𝑆𝐴 is written as 

(15)𝐴̂𝐿𝑆𝐴 = (
∑ 𝜉𝑖 𝛾𝑖⁄𝑀

𝑖=1

∑ 𝑐𝑖
2 𝑅𝑖

2⁄
𝑀

𝑖=1

)

1 2⁄

(
|∑ (√𝜉𝑖/𝜎𝑁𝑖

)
𝑀

𝑖=1
𝑌𝑖|

1+∑ 𝜉𝑖
𝑀
𝑖=1

) exp (
1

2
∫

𝑒−𝑡

𝑡
𝑑𝑡

∞

𝑣

), 

where 𝑣 is defined in (9). For the case of 𝑀 = 1, it can be seen that the multichannel LSA estimator 

in (15) simplifies to the single channel LSA estimator in [10]. As with the estimate of the multichannel STSA 

estimator (8), the noisy spectral observations 𝑌𝑖  in the multichannel LSA estimator (15) that contain more clean 

spectral observations 𝑆 than noise spectral observations 𝑁𝑖  will be weighted higher than noisy 

observations 𝑌𝑖  that contain less clean spectral observations 𝑆 than noise spectral observations 𝑁𝑖. 

5. Spectral phase estimation 
The estimation of spectral phase is also an important component for constructing the enhanced true source 

signal. As shown for the single channel MMSE spectral phase estimator in [9], the MMSE estimation of the 

complex exponential estimator 𝑒𝑗𝛼
^

 results in a non-unity modulus, which produces an altered and a non-optimal 

estimate of the STSA and LSA. In order to prevent the optimal spectral phase estimator from affecting the 

optimal STSA and LSA estimates, the approach taken in this work is the same constrained optimization 

formulation as in [9] according to the minimum: 
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(16)

min
𝑒𝑗𝛼

ˆ
𝐸[|𝑒𝑗𝛼 − 𝑒𝑗𝛼

^

|2]

subjectto|𝑒𝑗𝛼
^

| = 1,

 

where the amplitude of the complex exponential is constrained to have unity modulus. Through the Lagrange 

multiplier optimization method, (16) is reformulated as 

(17) 
min
𝑔,𝜌

𝐸[|𝑒𝑗𝛼 − 𝑔|2|𝑌1, … , 𝑌𝑀] + 𝜌(|𝑔| − 1)

subjectto|𝑔| = 1,
 

with 

(18)𝑔 = 𝑒𝑗𝛼
^

= 𝑔𝑅 + 𝑗𝑔𝐼 , 

and 𝜌 serving as the Lagrange multiplier. 

Under the formulation in (17), the constrained MMSE spectral phase solution is 

(19)𝛼̂ = tan−1(𝑔𝐼/𝑔𝑅). 

From (19), the key relationship between the real and imaginary components in (18) is 

(20) 
𝑔𝐼

𝑔𝑅
=

𝐸[sin𝛼|𝑌1, … , 𝑌𝑀]

𝐸[cos𝛼|𝑌1, … , 𝑌𝑀]
. 

By solving and simplifying (20) with the attenuated spectral amplitude 𝐴𝑖 = 𝑐𝑖𝐴 and attenuated spectral 

variance 𝜎𝑆𝑖

2 = 𝑐𝑖
2𝜎𝑆

2, the closed-form solution for 𝛼̂ in (19) (see Appendix C for details) is 

(21)𝛼̂ = tan−1 (
∑ (√𝜉𝑖/𝜎𝑁𝑖

)Im(𝑌𝑖)
𝑀

𝑖=1

∑ (√𝜉𝑖/𝜎𝑁𝑖
)Re(𝑌𝑖)

𝑀

𝑖=1

), 

which is a quotient of two weighted sums of the noisy spectral observations [16]. As with the multichannel STSA 

and LSA estimators given in (8), (15), the multichannel spectral phase estimator simplifies in (21) to the well-

known single channel spectral phase MMSE estimator in [9] for the case of 𝑀 = 1, which is simply the noisy 

spectral phase 𝜗. 

6. Experiments and implementation 

6.1. Enhancement 
To evaluate the proposed optimal multichannel STSA, LSA, and spectral phase estimators derived in (8), (15), 

and (21), distributed multiple microphone noisy signals were simulated using the TIMIT [17] and 

NOISEX [18] corpora. The 10 speech signals, which averaged 2.4 ± 0.5 s in length, were sampled at 16 kHz and 

corrupted by white, pink, and babble noises with input SNRs of −10 dB, 0 dB, and +10 dB, respectively, for 1–24 

microphones and two different attenuation factor configurations, namely constant (𝑐𝑖 = 1) and linearly 

decreasing (𝑐𝑖 = (𝑀 − 𝑖 + 1)/𝑀), where 𝑀 and 𝑖 represent the total number of microphones and a specific 

microphone index, respectively. The noisy speech signals were truncated to produce an equal number of 
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samples in each frame. For each of the noisy spectral observations 𝑌𝑖, the analysis conditions consisted of 

frames of 256 samples (16 ms) with 50% overlap between the corresponding frames using Hanning windows. 

Noise estimation was performed on 5 initial silence frames without any subsequent updating of the time series 

or spectrum. The decision-directed (DD) [9] smoothing approach was utilized to recursively estimate the a 

priori SNR 𝜉𝑖  as 

(22)𝜉𝑖 =
𝜎𝑆𝑖

2

𝜎𝑁𝑖
2 =

𝑐𝑖
2𝜎𝑆

2

𝜎𝑁𝑖
2 = 𝛼𝑆𝑁𝑅 𝑐̂𝑖

2 𝐴̂2(𝑙−1)

𝜎𝑁𝑖
2 + (1 − 𝛼𝑆𝑁𝑅)𝑃[𝛾𝑖(𝑙) − 1], 

and the a posteriori SNR 𝛾𝑖  was calculated as 

(23) 𝛾𝑖 = 𝑅𝑖
2/𝜎𝑁𝑖

2 , 

for each channel 𝑖 and frame 𝑙 with 𝛼𝑆𝑁𝑅 = 0.98 using thresholds of 𝜉𝑚𝑖𝑛 = 10−25/10 for perceptual 

reasons [19] and 𝛾𝑚𝑎𝑥 = 40 (implemented as a floor on 𝜎𝑁𝑖

2 ) to avoid numeric overflows. 

6.2. Spectral phase estimation 
In order to evaluate the derived multichannel spectral phase estimator 𝛼̂ given in (21), which is a central 

contribution to the enhancement of the noisy spectral observations 𝑌𝑖, experiments were run comparing the 

SSNR of the new multichannel spectral phase estimator to the SSNR of the standard single channel spectral 

phase estimator, which is simply the noisy spectral phase 𝜗 of the reference channel 𝑖 = 1. The spectral phase 

estimation experiments were implemented for a 24 microphone scenario in white noise at 0 dB input SNR with 

constant attenuation factors. 

6.3. Time alignment 
For multiple microphones, initial time alignment is required of the channels. To implement alignment, time 

delays can be estimated through a variety of methods, which are similar to Time-Difference-of-Arrival (TDOA) 

methods used for source localization [20]. The method used here is to select the particular microphone channel 

with the largest overall signal power as a reference, perform a cross-correlation of the reference against each of 

the other channels, and use the peak lag of the cross-correlation between the two channels as the time shift for 

synchronization. 

To evaluate the impact of artificially added misalignment as well as the effectiveness of the selected time 

alignment method, the noisy observations were time shifted by a random number of samples selected from a 

zero-mean Gaussian distribution with gradually increasing variance. The time alignment experiments were 

implemented for a 24 microphone scenario in white noise at 0 dB input SNR with constant attenuation factors. 

6.4. Attenuation factor estimation 
To determine an estimate of the true source signal 𝑠(𝑡), the attenuation factors 𝑐𝑖 must be accurately estimated 

for calculating the a priori SNR 𝜉𝑖  in (22). Fundamentally, the attenuation factors 𝑐𝑖 represent the amplitude 

reduction between the original acoustic clean source signal 𝑠 and recorded noisy signals 𝑦𝑖  collected at each of 

the corresponding microphones 𝑖. They incorporate several physical and experimental factors such as 

environmental conditions, distance to the source, directionality and uniformity of the source waveform, and 

physical relationship between sound pressure level and quantized sample levels. If the source is unidirectional 

with uniform environment and known air pressure quantization level, then atmospheric models [21] and source 

localization can be exploited to directly estimate the attenuation factors, which results in an estimate of the true 

sound pressure level at the source. In most cases, estimation from physical and experimental factors will not be 
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feasible or accurate and the relative attenuation factor ratios between signals can be estimated directly from 

ratios of noisy signal energies, which leaves only a single degree of freedom. 

For the experiments, the reference microphone is defined as 𝑖 = 1 with 𝑐1 = 1. The remaining attenuation 

factors 𝑐𝑖 are estimated from the signal variances of the noisy observations 𝑦𝑖  under the assumed independence 

of the speech 𝑠 and noises 𝑛𝑖 using 

(24) 𝑐̂𝑖 = √𝜎𝑦𝑖
2 − 𝜎𝑛𝑖

2 𝜎𝑠⁄ = √𝜎𝑦𝑖
2 − 𝜎𝑛𝑖

2 √𝜎𝑦1
2 − 𝜎𝑛1

2⁄ , 

which is a ratio of two estimated clean signal powers. Thus, the value of attenuation factors can be determined 

by assuming a known 𝑐𝑖 at any arbitrary reference microphone. 

The impact of artificial error to the attenuation factor on enhancement was evaluated by adding random error 

selected from a zero-mean Gaussian distribution with increasing variance. As a flooring mechanism, errors that 

resulted in attenuation factors 𝑐𝑖 of less than 0 were discarded and randomly re-generated again. The 

attenuation factor experiments were implemented for a 24 microphone scenario in white noise at 0 dB input 

SNR with constant attenuation factors. 

7. Experimental results 
The baseline methods used for comparison of the results are the multichannel STSA estimator with single 

channel (noisy) spectral phase estimator (i.e., equivalent to the method of Lotter et al. [11]) as well as the single 

channel STSA estimator with single channel (noisy) spectral phase estimator [9] and single channel LSA estimator 

with single channel (noisy) spectral phase estimator [10], which are equivalent to the newly proposed optimal 

estimators for 𝑀 = 1. Objective measures of SSNR, LLR, and PESQ were utilized to measure the noise reduction, 

speech distortion, and overall quality of the enhanced signals, respectively, which were reconstructed using the 

overlap-add technique, at the arbitrary reference microphone 𝑖 = 1 with 𝑐1 = 1. At input SNRs of −10 dB, 0 dB, 

and +10 dB, the input LLR and input PESQ were 1.70, 1.64, and 1.34 and 1.15, 1.63, and 2.28, respectively. Due 

to the frequency analysis performed on each of the microphones along with estimation of the noise, a 

priori and a posteriori SNRs, and attenuation factors independently across the microphones, the computational 

complexity for the multichannel channel estimators is simply 𝑀 times the corresponding single channel 

estimator. 

7.1. Enhancement 
Fig. 1, Fig. 2, Fig. 3 show the SSNR improvement, LLR output, and PESQ output, respectively, as a function of the 

number of microphone channels in the array across the noises (white, pink, and babble) at −10 dB, 0 dB, and 

+10 dB input SNRs with constant and linear attenuation factors, where LLR has range of 0–2 (lower scores 

indicate better performance) and PESQ has range of 0.5–4.5 (higher scores indicate better performance). 
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Fig. 1. SSNR Improvement for multichannel STSA and LSA estimators with multichannel spectral phase estimator 
for constant and linear attenuation factors. 

 
Fig. 2. LLR output for multichannel STSA and LSA estimators with multichannel spectral phase estimator for 
constant and linear attenuation factors. 

 
Fig. 3. PESQ output for multichannel STSA and LSA estimators with multichannel spectral phase estimator for 
constant and linear attenuation factors. 
 

From the results, the constant attenuation factor scenario offered the most substantial increases in noise 

reduction, decreases in speech distortion, and increases in overall speech quality across the noises and input 

SNR levels for varying number of microphones. In terms of SSNR improvements, the multichannel LSA estimator 

with multichannel spectral phase estimator provided 2–4 dB (−10 dB), 5–6 dB (0 dB), and 7–8 dB (+10 dB) 

increase in noise reduction over the corresponding single channel baseline LSA estimator. Typically, the 

multichannel LSA estimator with multichannel spectral phase estimator had a 1–2 dB increase over the 

multichannel STSA estimator with multichannel spectral phase estimator with largest gains for white noise. For 

the LLR outputs, there were decreases in speech distortion of 0.2–0.6 (−10 dB), 0.4–0.6 (0 dB), and 0.3–0.6 

(+10 dB) for the multichannel LSA estimator with multichannel spectral phase estimator over the single channel 



baseline LSA estimator. In general, the multichannel STSA and LSA estimators with multichannel spectral phase 

estimator had similar decreasing curves with the best LLR outputs for babble noise. With PESQ outputs, the 

speech quality improved by 0.5–0.6 (–10 dB), 0.6–0.8 (0 dB), and 0.3–0.6 (+10 dB) multichannel LSA estimator 

with multichannel spectral phase estimator. The multichannel STSA estimator with multichannel spectral phase 

estimator had nearly identical PESQ outputs as the multichannel LSA estimator with multichannel spectral phase 

estimator showing the most pronounced gains involving white and pink noises. By comparing the multichannel 

STSA and LSA estimators with multichannel spectral phase estimator for linear attenuation factors, the SSNR 

improvement, LLR output, and PESQ output results were slightly worse than the analogous results for constant 

attenuation factors, which is a reasonable outcome since the noisy microphone channels with linear attenuation 

factors are not the same distant away from the source signal and consequently do not provide equally useful 

information as with the constant attenuation factors. 

7.2. Spectral phase estimation 
Fig. 4 presents the SSNR improvement difference between the single channel and multichannel spectral phase 

estimators with the multichannel LSA estimator as a function of the number of microphone channels in the array 

across the noises (white, pink, and babble) at −10 dB, 0 dB, and +10 dB input SNRs with constant and linear 

attenuation factors. 

 
Fig. 4. SSNR improvement difference between single channel spectral phase and multichannel spectral phase 
estimators with multichannel STSA estimator and multichannel LSA estimator for constant and linear 
attenuation factors. 
 

Based on the results, the derived multichannel spectral estimator in (21) surpassed the baseline single channel 

(noisy) spectral phase estimator by upwards of 5–6 dB (−10 dB), 3–4 dB (0 dB), and 1–2 dB (+10 dB) across the 

noises for the multichannel STSA and LSA estimators with constant attenuation factors. By contrast, there is less 

SSNR improvement between the multichannel and single channel spectral phase estimators using linear 

attenuation factors. Specifically, the SSNR improvement difference ranged from 2–3 dB (−10 dB), 1–2 dB (0 dB), 

and 0–1 dB (+10 dB) across the noises for the multichannel STSA and LSA estimators. In general, there is 

consistent SSNR improvement due to the multichannel spectral over the baseline single channel (noisy) spectral 

phase estimator with increasing number of microphone channels, which constitutes a significant portion of the 

overall improvement obtained when using all of the available acoustic and spatial information from the noisy 

signals in the surrounding environment. 

7.3. Time alignment 
Fig. 5 illustrates the impact of artificial misalignment, as measured by Mean-Square Error (MSE), and 

corresponding automatic time alignment of a 24 microphone channel configuration for the multichannel LSA 
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estimator with multichannel spectral phase estimator across white noise at 0 dB input SNR with constant 

attenuation factors. 

 
Fig. 5. SSNR improvement for multichannel LSA estimator with multichannel spectral phase estimator before 
and after artificial time misalignment compensation for constant attenuation factors. 
 

With the results, it is apparent that the SSNR improvement decreased rapidly with an artificial time 

misalignment; however, the simple cross-correlation method had good performance that was independent of 

initial time misalignment. In particular, the SSNR improvement averaged less than 2 dB degradation compared 

to perfect time alignment. After the cross-correlation compensation, the average remaining misalignment was 

0.2 samples (−10 dB), 0 samples (0 dB), and 0 samples (+10 dB). 

7.4. Attenuation factor estimation 
Fig. 6 demonstrates the effects of the artificial error, as measured by MSE, added to attenuation factors of a 24 

microphone channel configuration for the multichannel LSA estimator with multichannel spectral phase 

estimator across white noise at 0 dB input SNR with constant attenuation factors. 

 
Fig. 6. SSNR improvement for multichannel LSA with multichannel spectral phase estimator due to artificial error 
in attenuation factors for constant attenuation factors. 
 

Through the results, the misestimation of the constant attenuation factors due to artificially added error only 

causes a relatively small decrease of 1.3 dB in SSNR improvement. The actual computed error for the constant 

attenuation case was 31.5% (−10 dB input SNR), 2.4% (0 dB input SNR), and 0.31% (10 dB input SNR), which 

produces approximately 1–2 dB degradation. Theoretically, the worst-case impact for attenuation factor 

misestimation would occur when a single microphone channel has a dominatingly large attenuation factor, 

which reduces performance to the single channel estimator applied to that particular channel. Clearly, there is 

little SSNR improvement decrease from attenuation factor misestimation. 
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8. Conclusion 
In this paper, optimal MMSE estimators were developed and implemented for STSA, LSA, and spectral phase for 

distributed microphone speech enhancement. The focus was to generalize the existing single channel STSA, LSA, 

and spectral phase estimators and present the benefits of utilizing the additional microphone information for 

providing gains in noise reduction, speech distortion, and overall speech quality, which were measured by the 

SSNR, LLR, and PESQ as objective metrics. From the experimental results, the multichannel LSA estimator 

showed significant improvements in SSNR improvement, LLR output, and PESQ output across several different 

noises and input SNRs, particularly when coupled with the multichannel spectral phase estimator, and 

demonstrated robustness due to time alignment and attenuation factor estimation. For future work, the 

multichannel STSA and LSA estimator cost functions along with speech prior and noise likelihood statistical 

models could be modified to obtain further improvements. 
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Appendix A 
In this appendix, the MMSE STSA estimator is derived for distributed multichannel signals. After substitution of 

the statistical models of (4), (6), the result from (7) is 

(25) 𝐴̂𝑆𝑇𝑆𝐴 =

∫ 𝐴2exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ ( |𝑌𝑖 − 𝑐𝑖𝐴𝑒𝑗𝛼|2

)/𝜎𝑁𝑖
2

𝑀

𝑖=1
)𝑑𝛼𝑑𝐴

2𝜋

0

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ ( |𝑌𝑖 − 𝑐𝑖𝐴𝑒𝑗𝛼|2

)/𝜎𝑁𝑖
2

𝑀

𝑖=1
)

2𝜋

0

𝑑𝛼𝑑𝐴

. 

The integration over the spectral phase 𝛼 is performed by expansion of the term: |𝑌𝑖 − 𝑐𝑖𝐴𝑒𝑗𝛼|2 =

(𝑌𝑖 − 𝑐𝑖𝐴𝑒𝑗𝛼)𝑅
2 + (𝑌𝑖 − 𝑐𝑖𝐴𝑒𝑗𝛼)𝐼

2 and extracting the constants from the integral as 

(26) ∫ exp(− ∑
|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2

𝜎𝑁𝑖
2

𝑀

𝑖=1

)𝑑𝛼

2𝜋

0

= exp(− ∑
|𝑌𝑖|2+𝑐𝑖

2𝐴2

𝜎𝑁𝑖
2

𝑀

𝑖=1

) ∫ exp(𝑎cos𝛼 + 𝑏sin𝛼)𝑑𝛼
2𝜋

0
, 

where 

(27) 𝑎 = ∑
2𝑐𝑖𝐴

𝜎𝑁2
2 Re(𝑌𝑖)

𝑀

𝑖=1

, 

and 

(28) 𝑏 = ∑
2𝑐𝑖𝐴

𝜎𝑁𝑖
2 Im(𝑌𝑖)

𝑀

𝑖=1

. 

From trigonometric identities, the sum of cosine and sine terms with different spectral amplitudes and the same 

spectral phase is written as 
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(29) 𝑎cos𝛼 + 𝑏sin𝛼 = √𝑎2 + 𝑏2cos(𝛼 − arctan(𝑏/𝑎)), 

where 

(30) √𝑎2 + 𝑏2 = 2𝐴| ∑
𝑐𝑖𝑌𝑖

𝜎𝑁𝑖
2

𝑀

𝑖=1

|. 

Since the integral in (26) for the spectral phase 𝛼 is over one full period, the spectral phase shift of arctan(b/a) is 

removed from (29). By means of equation 8.431.1 in [15], the integral in (26) is rewritten as 

(31) ∫ exp (𝑎 cos 𝛼 + 𝑏 sin 𝛼)𝑑𝛼
2𝜋

0
= 2𝜋𝐼0 (2𝐴 |∑

𝑐𝑖𝑌𝑖

𝜎𝑁𝑖
2

𝑀

𝑖=1

|), 

which reduces (25) to 

(32) 𝐴̂𝑆𝑇𝑆𝐴 =

∫ 𝐴2exp (−𝐴2(1/𝜆))𝐼0(2𝐴| ∑ (
𝑐𝑖𝑌𝑖

𝜎𝑁𝑖
2 )

𝑀

𝑖=1

|))𝑑𝐴

∞

0

∫ 𝐴exp(−𝐴2(
1

𝜆
))𝐼0(2𝐴|∑ (

𝑐𝑖𝑌𝑖

𝜎𝑁𝑖
2 )

𝑀

𝑖=1

|)𝑑𝐴

∞

0

. 

Through substitution of equations 8.406.3 and 6.631.1 in [22] and [15], (32) is written as 

(33) 𝐴
ˆ

𝑆𝑇𝑆𝐴 =
𝛤(1.5)

(
1

𝜆
)

1 2⁄

𝐹11
 ((

3

2
);1;𝑣)

𝐹11
 (1;1;𝑣)

, 

where 𝑣 is defined as 

(34) 𝑣 =
|∑ (𝑐𝑖𝑌𝑖 𝜎𝑁𝑖

2⁄ )
𝑀

𝑖=1
|

2

1 𝜆⁄
, 

and 1/𝜆 is given in (14) with 𝐹11
 (⋅;⋅;⋅) denoted as the confluent hypergeometric function as described by 

equation 9.210 in [15]. Since the spectral amplitude 𝐴 and spectral variance 𝜎𝑆
2 are attenuated at each 

microphone 𝑖, giving 𝐴𝑖 = 𝑐𝑖𝐴 and 𝜎𝑆𝑖

2 = 𝑐𝑖
2𝜎𝑆

2, (34) simplifies to (9), which is the multichannel extension 

of v given in [9]. From the relationship given by equation 9.212.1 in [15], (33) is rewritten as 

(35) 𝐴̂𝑆𝑇𝑆𝐴 = 𝛤(1.5)(
𝜎𝑆

2

1+∑ 𝜉𝑖
𝑀
𝑖=1

) 𝐹11
 (−

1

2
; 1; −𝑣). 

For a more efficient implementation of the estimator, the confluent hypergeometric function in (35) can be 

replaced by the modified Bessel functions of the first kind of the 0th order and 1st order given by equations 

A.1.31a in [23] to produce the final closed-form solution of the multichannel STSA estimator 𝐴̂𝑆𝑇𝑆𝐴 given in (8). 
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Appendix B 
In this appendix, the MMSE LSA estimator is derived for distributed multichannel signals. After substitution 

of (4), (6), (12) is expressed as 

(36) 𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) =

∫ 𝐴𝜇+1exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)

2𝜋

0

𝑑𝛼𝑑𝐴

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)

2𝜋

0

𝑑𝛼𝑑𝐴

. 

The integration over the spectral phase α is performed exactly as in Appendix A. By 

employing (26), (27), (28), (29), (30), (31) from Appendix A, (36) is written as 

(37) 𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) =

∫ 𝐴𝜇+1exp(−𝐴2(1/𝜆))
∞

0
𝐼0(2𝐴| ∑ (𝑐𝑖𝑌𝑖/𝜎𝑁𝑖

2
𝑀

𝑖=1
)|)𝑑𝐴

∫ 𝐴exp(−𝐴2(1/𝜆))
∞

0
𝐼0(2𝐴| ∑ (𝑐𝑖𝑌𝑖/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
|)𝑑𝐴

. 

Through application of equations 8.406.3 and 6.631.1 in [22] and [15], the closed-form solution 

for 𝛷𝑍|𝑌1,…,𝑌𝑀
(𝜇) is established in (13). 

The differentiation of (13) with respect to 𝜇 results in three derivative terms that are written as 

(38) 𝐸[𝑍|𝑌1, … , 𝑌𝑀] =
𝑑

𝑑𝜇
[𝛷𝑍|𝑌1,…,𝑌𝑀

(𝜇)]|𝜇=0 = [
𝑑

𝑑𝜇
(𝛤(

𝜇

2
+

1))
1

(1/𝜆)𝜇 2⁄ 𝐹11
 (−

𝜇

2
; 1; −𝑣)]]𝜇=0 + [𝛤(

𝜇

2
+ 1)

𝑑

𝑑𝜇
(

1

(1/𝜆)𝜇 2⁄ ) 𝐹11
 (−

𝜇

2
; 1; −𝑣)]|𝜇=0 +

[𝛤(
𝜇

2
+ 1)

1

(1/𝜆)𝜇 2⁄

𝑑

𝑑𝜇
( 𝐹11

 (−
𝜇

2
; 1; −𝑣))]]𝜇=0, 

and evaluated at 𝜇 = 0. The derivative of the first term is evaluated exactly as in [10] using 

(39) 
𝑑

𝑑𝜇
(𝛤 (

𝜇

2
+ 1)) = 𝛤 (

𝜇

2
+ 1)

𝑑

𝑑𝜇
(ln (𝛤 (

𝜇

2
+ 1))). 

Through the series expansion given by equation 8.342.1 in [22], the last term in (39) is rewritten as 

(40)ln (𝛤 (
𝜇

2
+ 1)) = −𝑐

𝜇

2
+ ∑

(−𝜇)𝑟

2𝑟𝑟
𝛼𝑟

∞

𝑖=2
, 

where |𝜇| < 2, c is Euler's constant, and 

(41) 𝛼𝑟 ≜ ∑
1

𝑛𝑟

∞

𝑛=1
. 

By differentiating (40) term-by-term and evaluating (39) at 𝜇 = 0, the derivative of the first term in (38) is given 

as 

(42) 
𝑑

𝑑𝜇
[𝛤(

𝜇

2
+ 1)]]𝜇=0 =

𝑐

2
. 
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The derivative of the second term (1/𝜆)−𝜇/2 in (38) is computed in a straightforward manner by rewriting it in 

exponential form and evaluating at 𝜇 = 0 as 

(43) 
𝑑

𝑑𝜇
[

1

(1/𝜆)𝜇 2⁄ ]|𝜇=0 =
𝑑

𝑑𝜇
[𝑒(1/2)𝜇ln(𝜆)]|𝜇=0 =

1

2
ln(𝜆). 

For the computation of the third term, the confluent hypergeometric function 𝐹11
 (−𝜇/2; 1; −𝑣) is 

differentiated through its series expansion from equation 9.210.1 in [15] as 

(44) 𝐹11
 (𝑎; 𝑏; 𝑥) = ∑

(𝑎)𝑟

(𝑐)𝑟

𝑥𝑟

𝑟!

∞

𝑟=0
, 

where (𝑎)𝑟 = 1𝑎(𝑎 + 1) ⋯ (𝑎 + 𝑟 − 1) with (𝑎)0 ≜ 1. By differentiating (44) term-by-term and evaluating 

at 𝜇 = 0, the derivative is given as 

(45) 
𝑑

𝑑𝜇
[ 𝐹11

 (−
𝜇

2
; 1; −𝑣)]|𝜇=0 = −

1

2
∑

(−𝑣)𝑟

𝑟!

1

𝑟

∞

𝑟=1
. 

By combining the three derivative results of (42), (43), and (45), (38) reduces to 

(46) 𝐸[𝑍|𝑌1, … , 𝑌𝑀] =
𝑑

𝑑𝜇
[𝛷𝑍|𝑌1,…,𝑌𝑀

(𝜇)]|𝜇=0 = (−
𝑐

2
) 𝐹11

 (0; 1; −𝑣) +

ln(√𝜆) 𝐹11
 (0; 1; −𝑣) + (−

1

2
∑

(−𝑣)𝑟

𝑟!

1

𝑟

∞

𝑟=1
) = −

1

2
[𝑐 + ∑

(−𝑣)𝑟

𝑟!

1

𝑟

∞

𝑟=1
] +

1

2
ln(𝜆), 

where 𝐹11
 (0; 1; −𝑣) = 1. From equations 8.211.1 and 8.214.1 in [22], (46) is rewritten as 

(47) 𝐸[𝑍|𝑌1, … , 𝑌𝑀] = −
1

2
[− ∫

𝑒−𝑡

𝑡
𝑑𝑡

∞

𝑣

− ln(𝑣)] +
1

2
ln(𝜆) = −

1

2
ln(1/𝜆) +

1

2
[∫

𝑒−𝑡

𝑡
𝑑𝑡 + ln(𝑣)

∞

𝑣

]. 

After exponentiation of (47), the multichannel LSA estimator 𝐴̂𝐿𝑆𝐴 is written in (15) as 

(48) 𝐴̂𝐿𝑆𝐴 = (
𝑣

1 𝜆⁄
)1 2⁄ exp(

1

2
∫

𝑒−𝑡

𝑡
𝑑𝑡

∞

𝑣

). 

Since the spectral amplitude 𝐴 and spectral variance 𝜎𝑆
2 are attenuated at each microphone 𝑖 by 𝑐𝑖 as 𝐴𝑖 =

𝑐𝑖𝐴 and 𝜎𝑆𝑖

2 = 𝑐𝑖
2𝜎𝑆

2, the first term in (15) can be rewritten as 

(49) (
𝑣

1 𝜆⁄
)

1 2⁄

= (
∑ (𝜉𝑖 𝛾𝑖⁄ )𝑀

𝑖=1

∑ (𝑐𝑖
2 𝑅𝑖

2⁄ )
𝑀

𝑖=1

)

1 2⁄

(
|∑ (√𝜉𝑖 𝜎𝑁𝑖

⁄ )𝑌𝑖

𝑀

𝑖=1
|

1+∑ 𝜉𝑖
𝑀
𝑖=1

). 

The final closed-form solution of the multichannel LSA estimator is 

(50) 𝐴̂𝐿𝑆𝐴 = (
∑ (𝜉𝑖 𝛾𝑖⁄ )𝑀

𝑖=1

∑ (𝑐𝑖
2 𝑅𝑖

2⁄ )
𝑀

𝑖=1

)

1 2⁄

(
|∑ (√𝜉𝑖 𝜎𝑁𝑖

⁄ )
𝑀

𝑖=1
𝑌𝑖|

1+∑ 𝜉𝑖
𝑀
𝑖=1

) exp (
1

2
∫

𝑒−𝑡

𝑡
𝑑𝑡

∞

𝑣

). 
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Appendix C 
In this appendix, the MMSE spectral phase estimator is derived for distributed multichannel signals. After 

expanding the terms in the expectation with Euler's identity conditioned on the noisy spectral 

coefficients {𝑌1, … , 𝑌𝑀}, (17) is rewritten as 

(51) min
𝑔,𝜌

𝐸[|𝑒𝑗𝛼 − 𝑔|2|𝑌1, … , 𝑌𝑀] + 𝜌(|𝑔| − 1) = min
𝑔,𝜌

𝐸[|cos𝛼 − 𝑔𝑅|2|𝑌1, … , 𝑌𝑀] +

𝐸[|sin𝛼 − 𝑔𝐼|2|𝑌1, … , 𝑌𝑀] + 𝜌(𝑔𝑅
2 + 𝑔𝐼

2)1 2⁄ − 𝜌, 

which requires computation of the partial derivatives 𝜕(𝐸[⋅])/𝜕𝑔𝑅 = 0, and 𝜕(𝐸[⋅])/𝜕𝑔𝐼 = 0. The partial 

derivatives with respect to 𝑔𝑅 and 𝑔𝐼 are computed to find the solutions of 𝜕(𝐸[⋅])/𝜕𝑔𝑅 = 0 and 𝜕(𝐸[⋅

])/𝜕𝑔𝐼 = 0 as 

(52) 𝑔𝑅(2 + 𝜌) = 2𝐸[cos𝛼|𝑌1, … , 𝑌𝑀], 

and 

(53) 𝑔𝐼(2 + 𝜌) = 2𝐸[sin𝛼|𝑌1, … , 𝑌𝑀]. 

The fundamental relationship between the real and imaginary components is given in (20) with 

(54) 𝐸[cos𝛼|𝑌1, … , 𝑌𝑀] =
∫ ∫ cos𝛼𝑝(𝑌1,…,𝑌𝑀|𝐴,𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴

2𝜋

0

∞

0

∫ ∫ 𝑝(𝑌1,…,𝑌𝑀|𝐴,𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴
2𝜋

0

∞

0

, 

and 

(55) 𝐸[sin𝛼|𝑌1, … , 𝑌𝑀] =
∫ ∫ sin𝛼𝑝(𝑌1,…,𝑌𝑀|𝐴,𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴

2𝜋

0

∞

0

∫ ∫ 𝑝(𝑌1,…,𝑌𝑀|𝐴,𝛼)𝑝(𝐴,𝛼)𝑑𝛼𝑑𝐴
2𝜋

0

∞

0

, 

which closely resemble the integration performed in (7), (10) but with different arguments in the expectation 

operators. After substituting the statistical models for the speech prior (4) and noise likelihood (6), (54), (55) are 

rewritten as 

(56) 𝐸[cos𝛼|𝑌1, … , 𝑌𝑀] =

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ cos𝛼exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)𝑑𝛼𝑑𝐴

2𝜋

0

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)𝑑𝛼𝑑𝐴

2𝜋

0

, 

and 

(57) 𝐸[sin𝛼|𝑌1, … , 𝑌𝑀] =

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ sin𝛼exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)𝑑𝛼𝑑𝐴

2𝜋

0

∫ 𝐴exp(−𝐴2/𝜎𝑆
2)

∞

0
∫ exp(− ∑ (|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2/𝜎𝑁𝑖

2 )
𝑀

𝑖=1
)𝑑𝛼𝑑𝐴

2𝜋

0

. 
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By utilizing (26) from Appendix A, the inner integral over the spectral phase α in (56) is expanded as 

(58) ∫ cos𝛼 exp (− ∑
|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|2

𝜎𝑁𝑖
2

𝑀

𝑖=1

) 𝑑𝛼 ∝ ∫ cos𝛼exp (𝑎cos𝛼 + 𝑏sin𝛼)𝑑𝛼
2𝜋

0

2𝜋

0

. 

Through (29) from Appendix A, the integral over the spectral phase 𝛼 in (58) is further rewritten as 

(59) ∫ cos𝛼exp(𝑎cos𝛼 + 𝑏sin𝛼)𝑑𝛼
2𝜋

0
= ∫ cos𝛼cos(𝛼 − 𝜓)𝑑𝛼

2𝜋

0
, 

where 

(60) 𝜓 = tan−1(𝑏/𝑎), 

and 𝑎,  𝑏, and √𝑎2 + 𝑏2 are given in (27), (28), and (30), respectively, from Appendix A. Using the product-to-

sum cosine trigonometric identity, (59) simplifies to 

(61) ∫ cos𝛼 cos(𝛼 − 𝜓) 𝑑𝛼
2𝜋

0
=

√𝑎2+𝑏2

2
[cos(𝜓) ∫ 𝑑𝛼

2𝜋

0
+ ∫ cos(2𝛼 − 𝜓) 𝑑𝛼

2𝜋

0
] =

𝜋√𝑎2 + 𝑏2 cos(𝜓), 

since the spectral phase shift of 𝜓 in the second integral over the spectral phase 𝛼 in (61) is irrelevant for the 

limits of integration. From (26) in Appendix A and (61), (58) is written as 

(62) ∫ cos𝛼 exp (− ∑
|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|

𝜎𝑁𝑖
2

𝑀

𝑖=1

)

2𝜋

0

𝑑𝛼 ∝ 𝜋√𝑎2 + 𝑏2cos𝜓. 

In a similar manner, the inner integral over the spectral phase 𝛼 in (57) is given by 

(63) ∫ sin𝛼 exp (− ∑
|𝑌𝑖−𝑐𝑖𝐴𝑒𝑗𝛼|

𝜎𝑁𝑖
2

𝑀

𝑖=1

)

2𝜋

0

𝑑𝛼 ∝ 𝜋√𝑎2 + 𝑏2cos𝜃, 

where 

(64) 𝜃 = sin−1(𝑎 √𝑎2 + 𝑏2⁄ ). 

Through (62), (63), the expectations in (56), (57) are written as 

(65) 𝐸[cos𝛼|𝑌1, … , 𝑌𝑀] =
√𝑎2+𝑏2

2
cos𝜓

∫ 𝐴exp(−𝐴2(1/𝜆))𝑑𝐴
∞

0

∫ 𝐴exp(−𝐴2(1/𝜆))𝐼0(2𝐴| ∑ (𝑐𝑖𝑌𝑖/𝜎𝑁𝑖
2 )

𝑀

𝑖=1
|)𝑑𝐴

∞

0

, 

and 
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(66) 𝐸[sin𝛼|𝑌1, … , 𝑌𝑀] =
√𝑎2+𝑏2

2
cos𝜃

∫ 𝐴exp(−𝐴2(1/𝜆))𝑑𝐴
∞

0

∫ 𝐴exp(−𝐴2(1/𝜆))𝐼0(2𝐴| ∑ (𝑐𝑖𝑌𝑖/𝜎𝑁𝑖
2 )

𝑀

𝑖=1
|)𝑑𝐴

∞

0

, 

with 1/𝜆 given by (14). By utilizing the expectations from (65), (66) and employing the definitions (60), (64), the 

multichannel spectral phase 𝛼̂ estimator from (21) is written as 

(67) 𝛼̂ = tan−1(cos𝜃/cos𝜓) = tan−1(𝑏/𝑎), 

where 𝑎 and 𝑏 are specified in (27), (28) from Appendix A. Through simplification of the ratio 𝑏/𝑎 using 𝐴𝑖 =

𝑐𝑖𝐴 and 𝜎𝑆𝑖

2 = 𝑐𝑖
2𝜎𝑆

2, the final closed-form solution of the multichannel spectral phase estimator 𝛼̂ in (67) is given 

in (21). 
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