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Abstract

We proposed a novel spectrum allocation approach for distributed cognitive radio net-

works.

Cognitive radio systems are capable of sensing the prevailing environmental conditions

and automatically adapting its operating parameters in order to enhance system and net-

work performance. Using this technology, our proposed approach optimizes each individual

wireless device and its single-hop communication links using the partial operating parameter

and environmental information from adjacent devices within the wireless network.

Assuming stationary wireless nodes, all wireless communication links employ non-contiguous

orthogonal frequency division multiplexing (NC-OFDM) in order to enable dynamic spec-

trum access (DSA). The proposed approach will attempt to simultaneously minimize the

bit error rate, minimize out-of-band (OOB) interference, and maximize overall throughput

using a multi-objective fitness function. Without loss in generality, genetic algorithms are

employed to perform the actual optimization.

Two generic optimization approaches, subcarrier-wise approach and block-wise approach,

were proposed to access spectrum. We also proposed and analyzed several approaches im-

plemented via genetic algorithms (GA), such as quantizing variables, using adaptive variable

ranges, and Multi-Objective Genetic Algorithms, for increasing the speed and improving

the results of combined spectrum utilization/cross-layer optimization approaches proposed,

together with several assisting processes and modifications devised to make the optimization

to improve efficiency and execution time.
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Chapter 1

Introduction

1.1 Motivation

As the demand for high speed wireless transmission increases, in both industrial and

personal communication systems, researchers have sought to increase the overall through-

put of modern communication systems by alieviating the apparent spectrum scarcity issues

currently being faced by these systems. Recent measurements showed that wireless spec-

trum resource in terms of frequency and time is underutilized in most part of the whole

spectrum, and overutilized in a few sections, such as the cell phone band and the indus-

trial, scientific and medical (ISM) radio band[3]. According to the Federal Communications

Commission (FCC) , temporal and geographical utilization of the assigned spectrum varies

from 15% to 85%[3]. Such a huge difference is the consequence of fixed spectrum regulation

over almost the whole spectrum managed by the FCC or other federal regulators, under

which every section of the spectrum is allocated for a particular use alone, and the user

maintains exclusive rights across the specified range of frequencies within a geographical

area. One of the reasons for fixed spectrum regulation is the incapability of conventional

wireless transmitters to automatically change transmit parameters. However, this is no

longer the case as the techniques of software defined radios (SDR) are becoming mature,

with the help of cheaper, faster, and smaller DSP units.

Software defined radio enables wireless platforms to autonomously choose device oper-
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ating parameters. These wireless devices have the potential to revolutionize how society

performs wireless networking. Moreover, cognitive radios add an onboard intelligence to

the software defined radio technologies so as to learn from the current wireless operating

environment and to explore more possibilities of efficient spectrum utilization.

Cognitive radio technologies can be used to improve spectrum access and efficiency of

spectrum use under several possible scenarios:

• A licensed user can employ cognitive radio technologies within its own network to

increase efficiency.

• Cognitive radio technologies can facilitate automated frequency coordination among

several primary licensees. Such coordination could be done voluntarily by the licensees

under more general coordination rules imposed by FCC rules.

• Cognitive radio technologies can facilitate secondary markets in spectrum use, imple-

mented by voluntary agreements between licensees and secondary users. For instance,

a licensee and secondary users could sign an agreement allowing secondary spectrum

uses given no interference on the licensee, which is made possible only by deployment

of cognitive radio technologies. Ultimately cognitive radio devices could be developed

to negotiate with a licensee and use spectrum only if agreement is reached between a

device and the system.

• Cognitive radio technologies can coordinate secondary uses in either licensed or un-

licensed spectrum bands. For instance, given the heterogeneity of primary uses, sec-

ondary users can form a sub-network in a cooperative way utilizing the idle wireless

resources, or in a non-cooperative way for several secondary sub-networks to compete

for available resources.

As a result, FCC is considering relaxing the fixed spectrum regulation by adopting the

idea of “borrowing” spectrum, which means unlicensed users can use licensed bands when

they are not used by licensed users, i.e., as long as not to interfere with licensed users.
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1.2 Brief Overview of the Current State-of-the-art

The advancement of software defined radio provides a platform with reconfigurability

on which we build cognitive radios. Software defined radio is a convergence of digital radio

and computer software as defined in [4]. One of the most popular definitions of cognitive

radio is: “A cognitive radio is an SDR that is aware of its environment, internal state, and

location, and autonomously adjusts its operations to achieve designated objectives.”[5].

Furthermore, a cognitive cycle was defined to summarize the necessary steps composing

a cognitive radio [6, 7]. These steps in a cognitive cycle are the required tasks for adaptive

operation:

• Spectrum Sensing is the part where a radio monitors the wireless environment and

detects spectrum holes. Note that in this part the radio does not generate spectrum

opportunity information.

• Spectrum Analysis is the part where the characteristics of the spectrum hole are esti-

mated, including the channel-state estimation and the prediction of channel capacity.

• Spectrum Decision and Management is the part where a cognitive radio determines

transmission parameters such as data rate, transmission mode, and bandwidth ac-

cording to spectrum characteristics and user requirements.

In 2002, the FCC published a report [8] prepared by the Spectrum-Policy Task Force.

Among the findings and recommendations of the report, there is one: “In many bands,

spectrum access is a more significant problem the physical scarcity of spectrum, in large part

due to legacy command-and-control regulation that limits the ability of potential spectrum

users to obtain such access.” This leads to one of the most desirable functionalities of

cognitive radio, Dynamic Spectrum Access.

Dynamic spectrum access (DSA) was first demonstrated in 2006 by the Defense Ad-

vanced Research Projects Agency (DARPA) and Shared Spectrum Company (SSC) of Vi-

enna, VA, which enables users of virtually any modern radio device to utilize dynamic

spectrum access techniques and thereby dramatically improve spectrum efficiency, commu-

nications reliability, and deployment time. The idea of spectrum pooling and cognitive
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Figure 1.1: Cognitive Cycle

radio were first introduced in [9] by Mitola, which outlines the basic factors in determining

the pooling strategy and in designing the radio etiquette. Further insight into the notion

of spectrum pooling is provided by another paper by Weiss and Jondral[10].

Similar to [10], the dynamic spectrum access problem was first tackled in a centralized

manner, where most, if not all, decisions and negotiations are made at some base stations

that have full control over the network resources. For instances, in [11], dynamic spectrum

access protocol (DSAP) enables a centralized entity to lease spectrum to users, and in

[12], DIMSUMnet uses a centralized, regional network level brokering mechanism and lease

a contiguous spectrum chunk reserved by regulating authorities according to secondary

requests.

The Center for Wireless Telecommunications (CWT) in Virginia Tech has built and

demonstrated the operation of a heterogeneous cognitive radio network which enabled dis-

similar cooperative spectrum sensing, dynamic spectrum access, and interoperability among

legacy radios and a Wi-Fi network [13]. They used a centralized broker system and WiFi

control channel to notify all the nodes about channel assignments.

Zhao and Zheng looked into the distributed coordination in dynamic spectrum allocation
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networks in [14] based on the assumption of fully cooperative secondary users and that

each user can use one channel at a time in a channel-based wireless resource management.

However, given the technology of NC-OFDM, a secondary user can be more flexible in

utilizing wireless spectrum.

NC-OFDM-based transceiver systems have been proposed to be a viable solution for

building a spectrum pooling system [10]. The advantages of using NC-OFDM in a spectrum

pooling based cognitive radio include the flexibility in filling up the spectral gaps left behind

by the licensed users in their idle periods, high data rate, and being robust to narrowband

interference and frequency-selective fading. However, an important challenge in the physical

layer design of an OFDM-based cognitive radio is the out-band power leakage caused by

high sidelobe.

In wireless networks, especially distributed networks, conventional layered networks

will encounter disturbances and performance degradation more frequently due to unsta-

ble noise, interference levels, and topology changes. Variations in noise and interference

levels, together with the distance changes among nodes, will result in fluctuating signal-

to-interference-and-noise-ratio (SINR) values at the receiver. The SINR values and the

modulation schemes together can be used to determine the bit error rate (BER) at the re-

ceiver1. Moreover, the requirements on the BER may vary when employing different error

correction schemes and transmission applications. Therefore, it has been suggested in many

articles [6, 4] that cross-layer design should better be employed in dynamic spectrum access.

This is also enabled by the development of software defined radio.

Cross-layer design has been a hot research topic [15]. Vineet Srivastava et al. in [16]

summarized several variations of cross-layer design and a few common problems such as

cross-layer couplings and coexistence of cross-layer design proposals. Most researchers fo-

cus on cross-layer design considering a couple of OSI layers, using techniques such as creating

new interfaces between non-adjacent layers and merging adjacent layers. A more compli-

cated method adjusting all layers, namely vertical calibration, has not been widely looked

into.

1We would measure the actual BER and send it back to the transmitter via overhead channel.
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1.3 Thesis Contributions

This thesis makes the following novel contributions to the wireless research community:

• A novel spectrum allocation approach for distributed cognitive radio networks. This

proposed approach optimizes each individual wireless device and its single-hop com-

munication links using the partial operating parameter and environmental information

from adjacent devices within the wireless network.

• Two optimization approaches based on genetic algorithms (GAs), namely subcarrier-

wise GA and block-wise GA. Designed quantization and fine-tunning processes to be

applied to the raw results of these two optimization approaches.

• An analysis of several assisting approaches, such as quantizing variables and using

adaptive variable ranges, for increasing the speed and improving the results of com-

bined spectrum utilization/cross-layer optimization approaches

• Implementation of the optimization engine to solve the multi-objective problem using

single-objective GA and Multi-Objective GA. Analyzed and compared the results of

the two algorithms.

1.4 Thesis Organization

This thesis is organized as follows: Chapter 2 briefly introduces the background of this

research, including general concept of cognitive radio, dynamic spectrum access, genetic

algorithms, orthogonal frequency division multiplexing (OFDM), and cross-layer multi-

objective optimization. In Chapter 3, the proposed distributed optimization framework

for dynamic spectrum access is explained in detail. Chapter 4 describes the proposed op-

timization approaches based on genetic algorithms, starting with the generic framework to

implementation details. Cahpter 4 also includes simulation results showing the compari-

son of the proposed approaches and insights on how to improve performance. Finally, in

Chapter 5, several conclusions are drawn and directions for future research are presented.
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Chapter 2

Dynamic Spectrum Access in

Wireless Cognitive Radio Network

and Optimization

This chapter will give a tutorial on the following subjects. First, this chapter reviews the

cognitive radio technologies, from the concept to implementation issues, and then its appli-

cation in dynamic spectrum access to improve efficiency. Then the transmission technology

of non-contiguous OFDM is discussed as a candidate for agile transmission in cognitive ra-

dio networks. Finally, cross-layer and multi-objective optimization using genetic algorithms

are talked about as the optimization tool for a cognitive radio device as well as cognitive

radio network.

2.1 Cognitive Radio Systems

Cognitive radios are highly agile wireless platforms capable of autonomously choosing

device parameters based on prevailing operating conditions [6, 4]. Consequently, these wire-

less devices have the potential to revolutionize how society performs wireless networking.

For instance, during emergency and natural disaster scenarios, centralized wireless networks

may not be available due to disabled, damaged, or unpowered access points and base sta-
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tions. Consequently, distributed cognitive radio networks can potentially establish wireless

access in areas without an active wireless infrastructure.

The advancing of software defined radio provides a platform with reconfigurability on

which we build cognitive radios. A cognitive radio device can be considered as something

like in Figure 2.1. Software defined radio is a convergence of digital radio and computer

software as defined in [4]. One of the most popular definitions of cognitive radio is: “A

cognitive radio is an SDR that is aware of its environment, internal state, and location, and

autonomously adjusts its operations to achieve designated objectives.”[5].

“Knobs”

“Dials”

Metrics

Library of radio

functions

Cognitive Radio

Figure 2.1: An visual illustration of a cognitive radio device

Two main characteristics of the cognitive radio can be defined as in [6, 17, 7]

• Cognitive capability: Cognitive capability refers to the ability of the radio technol-

ogy to learn from its radio environment. This capability cannot be realized simply

by monitoring the power in some frequency band of interest but more sophisticated

techniques are required in order to capture the temporal and spatial variations in

the radio environment while not interfering other users. Through this capability, the

portions of the spectrum that are unused at a specific time or location can be identi-

fied. Consequently, the best spectrum and appropriate operating parameters can be
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selected.

• Reconfigurability: The cognitive capability provides spectrum awareness whereas re-

configurability enables the radio to be dynamically programmed according to the radio

environment. More specifically, the cognitive radio can be programmed to transmit

and receive on a variety of frequencies and to use different transmission access tech-

nologies supported by its hardware design.

The reconfigurability enables the simultaneous optimization of multiple operating pa-

rameters across the different OSI layers of a device. This is known as cross-layer optimiza-

tion [15], which facilitates the cognitive capability allowing the discovering and transmit-

ting in unoccupied wireless spectrum while minimizing interference with other signals in

the spectral vicinity, i.e., dynamic spectrum access (DSA) [7].

2.2 Distributed Wireless Networks

Distributed network architectures also require the agility found in cognitive radio in order

to self-organize and communicate in the absence of centralized coordination and control [18].

Cognitive radios can also be deployed in a centralized manner with the support of

infrastructure. The infrastructure-based cognitive radio network also has a central entity

such as a base station or an access point. In an infrastructure-based cognitive radio network,

cognitive radio base stations collect observations from cognitive radio user terminals and

make decisions after analyzing the observations on how to avoid interference with primary

networks and on resource management.

Distributed Cognitive Radio Ad Hoc Network requres each cognitive radio to be respon-

sible for not only observation, analyzing, and reconfiguring parameters, but also determining

its actions based on local observation.

2.3 Dynamic Spectrum Access

Dynamic spectrum access (DSA) was first demonstrated in 2006 by the Defense Ad-

vanced Research Projects Agency (DARPA) and Shared Spectrum Company (SSC) of Vi-
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enna, VA, which enables users of virtually any modern radio device to utilize dynamic

spectrum access techniques and thereby dramatically improve spectrum efficiency, commu-

nications reliability, and deployment time. The idea of spectrum pooling and cognitive

radio were first introduced in [9] by Mitola, which outlines the basic factors in determining

the pooling strategy and in designing the radio etiquette. Further insight into the notion

of spectrum pooling is provided by another paper by Weiss and Jondral in [10].

Dynamic spectrum access techniques allow the cognitive radio to operate in the best

available channel. In order to achieve this, the users need to (1) determine (detect or predict)

which portions of the spectrum is available and detect the presence of licensed users when

a user operates in a licensed band (spectrum sensing), (2) select the best available channel

(spectrum management), (3) coordinate access to this channel with other users (spectrum

sharing), and (4) vacate the channel when a licensed user shows up and move to another

portion of the spectrum (spectrum mobility).

According to [19], dynamic spectrum access can be categorized into three groups, which

are dynamic exclusive use model, open sharing model (spectrum common model) , and hi-

erarchical access model.

The dynamic exclusive use model maintains the basic structure of current spectrum

regulation and introduce flexibility. This can be further divided into spectrum property

rights, where licensees are allowed to sell or trade spectrum[20], and dynamic spectrum

allocation, where the spectrum allocation is simply much faster than the current policy.

The open sharing model employs open sharing among peer users as the basis for manag-

ing a portion of spectrum. Such model is based on the successful wireless service regulation

in the unlicensed industrial, scientific, and medical radio band. Game theory has been pop-

ularly used particularly in this model to analyze the competitive and cooperative behavior

of individual or groups of wireless users in aspects such as power control[21, 22]. However,

a number of critics have pointed out that implementing the open sharing model poses diffi-

cult challenges that have not been well addressed. A successful spectrum common will not

be unregulated. Lehr et al.. in [23] discussed some features that a suitable management

protocol or etiquette will need to incorporate in open spectrum common model.

The hierarchical access model adopts a heterogeneous access structure composed of pri-
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mary users and secondary users. The basic idea is to open licensed spectrum to secondary

users while limiting the interference caused on primary users. There are two approaches

for this model, which are the underlay approach, where the secondary users operate below

the noise floor of primary users, and the overlay approach (opportunistic spectrum access),

where secondary users only transmit in temporal and spatial spectrum holes. The hier-

archical access approach is the easiest to implement in the current spectrum management

polices. Examples are:

• The European Union funded DRiVE project[24] (Dynamic Radio for IP Services in

Vehicular Environments) aims at enabling spectrum-efficient high-quality wireless IP

communication in a heterogeneous multi-radio environment to deliver in-vehicle mul-

timedia services. Key issues are spectrum efficiency and dynamic spectrum allocation

within different radio networks, the IPv6 based network infrastructure with inter-

working of cellular and broadcast radio networks, as well as adaptive services for the

vehicular environment with a high degree of mobility.

• KNOWS[25] is a hardware-software platform that includes a spectrum-aware Medium

Access Control (MAC) protocol and algorithms to deal with spectrum fragmentation.

The Open Spectrum approach to spectrum access can achieve near-optimal utilization

by allowing devices to sense and utilize available spectrum opportunistically. However, a

naive distributed spectrum assignment can lead to significant interference between devices.

Thus, the fairness in both centralized and distributed channal allocation would make large

difference in the utilization of spectrum resources [26, 27].

2.4 Non-Contiguous Orthogonal Frequency Division Multi-

plexing (NC-OFDM)

Known in wireless applications as orthogonal frequency division multiplexing (OFDM) or

in wireline applications as discrete multitone (DMT), these systems employ discrete Fourier

transform (DFT) basis functions to create the synthesis and analysis filterbanks. The filters

in the filterbanks are uniformly distributed throughout the frequency domain, with one
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(b) OFDM Receiver with cyclic prefix remover.

Figure 2.2: Schematic of an OFDM system employing a cyclic prefix.[1]

filter centered at ω0 = 0 rad/s. Practical implementations of OFDM employ the FFT and

IFFT, which results in a significant complexity reduction. As a result, OFDM/DMT has

become a popular choice in many multicarrier applications, including digital audio broadcast

(DAB), digital subscriber line (DSL), digital video broadcast (DVB), and wireless local area

networks (WLAN) such as the IEEE 802.11a/g, the ETSI HiperLAN/2, and the MMAC

HiSWAN. Without loss of generality, in OFDM, a speed data stream is modulated using

M-ary phase shift keying. Than the modulated data stream is split into many slower data

streams using a serial-to-parallel (S/P) converter.

A schematic of an OFDM transceiver is shown in Figure 2.2. A high-speed input stream

x(n) is first demultiplexed into N data streams, x(k)(n), k = 0, . . . , N − 1, using a serial-to-

parallel converter, where x(k)(n) is the subcarrier data for subcarrier k. These streams are

then individually modulated using M -QAM constellations, to yield y(k)(n), k = 0, . . . , N−1,

where y(k)(n) is the M -QAM-modulated subcarrier data for subcarrier k. The inverse DFT
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(IDFT) is then applied to the subcarriers, defined as [28]

s(l)(n) =
1

N

N−1
∑

k=0

y(k)(n)ej2πkl/N (2.1)

where l = 0, . . . , N − 1, resulting in the subcarriers being modulated to one of N evenly

spaced center frequencies in the range [0, 2π).

Before the subcarriers are converted to form the composite signal, s(n), it is necessary to

add some redundancy in order to compensate for one of the main disadvantages of OFDM:

low spectral selectivity. Since OFDM employs the DFT and its inverse, the filters applied

to the subcarriers have a low stopband attenuation since the frequency response of the

filters are of the form sinc(x). Therefore, the performance of the OFDM system would

significantly decrease if it were operating in a time-dispersive environment. To counteract

the time-dispersiveness of the channel, a cyclic extension is employed either before the

symbol (i.e., cyclic prefix) or after it (i.e., cyclic suffix) to capture this effect (the details of

how the cyclic extension works will be discussed in the following subsection). Without loss

of generality, the system will add a cyclic prefix to the OFDM symbol.

At the receiver, the cyclic prefix is removed from the received composite signal, r(n), and

converted from a serial stream into a collection of parallel streams using a serial-to-parallel

converter. The DFT is applied [28]

ŷ(k)(n) =
N−1
∑

l=0

r(l)(n)e−j2πkl/N (2.2)

for k = 0, . . . , N − 1, where r(k)(n), k = 0, . . . , N − 1, are the parallel input streams to the

DFT. The subcarriers are then equalized with w(k)(n), k = 0, . . . , N − 1, to compensate for

the distortion introduced by the channel. The equalized subcarriers are then demodulated

before being multiplexed together using the parallel-to-serial converter, forming the output

x̂(n).

NC-OFDM is a non-contiguous form of OFDM with some inactive subcarriers, namely

carriers with zero power. Such transmission technique is designed to transmit data in

non-contiguous spectrum, and has been shown to be a suitable candidate for agile trans-

mission [29, 30]. Using NC-OFDM, secondary users can easily turn off subcarriers where
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primary users occupy and use the left subcarriers to transmit data. Figure 2.3 gives an

example of this flexibility.
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Figure 2.3: An illustration of a secondary user employing NC-OFDM in the presence of a
primary user

2.5 Radio Resource Optimization Methods

2.5.1 Genetic Algorithms

Genetic algorithms are searching techniques that utilize a series of evolutionary tech-

niques, such as inheritance, mutation, selection, and crossover, to find exact or approximate

solutions to optimization or search problems [31, 32]. A genetic algorithm maintains multi-

ple solutions. Each solution is represented by a sequence of variables. Each variable is then

encoded as a part of the chromosomes as shown in Figure 2.4, either as several bits or as a

floating number.

The computation usually starts with randomly generating a group of parameter tuples

as the first generation. Then, in each generation, the fitness of every individual (solution)
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Figure 2.4: An example of encoded parameters used in Genetic Algorithms

Figure 2.5: An example of how a new population is selected and generated from a pool of
chromosomes

in the population is evaluated, multiple individuals are selected from the current population

based on their fitness, and recombined (crossover) and possibly randomly mutated to form

a new population of solutions as in Figure 2.5. The new population is then used in the next

iteration of the algorithm. Commonly, the algorithm terminates when either a maximum

number of generations has been passed, or a satisfactory fitness level has been reached.

If the algorithm has terminated due to a maximum number of generations, a satisfactory

solution may or may not have been reached.

Genetic algorithm is a generic candidate for solving most multi-dimensional single-

objective or multi-objective optimization or search problems, especially for complicated

non-linear problems. Such as in [33], Hauris used genetic algorithms in cognitive radio for

autonomous vehicle communications. Rondeau et al. also used genetic algorithm in solving

problems in cognitive radio network[34]. Thus, genetic algorithms would be a attractive

tool in this research.

However, generic algorithm of the general mode takes a long time to converge. In order

to put genetic algorithms to practical use, we need careful modification. Modifications

can be developed in all levels of genetic algorithms including the divide-and-conquer of
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the original problem, modifying the solution space, and adding adaptivity to some steps

of the evolution cycle, etc. More discussion about the acceleration of genetic algorithms is

presented in Chapter 4.4.

2.5.2 Cross-Layer Optimization Technologies

In wireless networks, especially distributed networks, conventional layered networks

will encounter disturbances and performance degradation more frequently due to unsta-

ble noise, interference levels, and topology changes. Variations in noise and interference

levels, together with the distance changes among nodes, will result in fluctuating signal-

to-interference-and-noise-ratio (SINR) values at the receiver. The SINR values and the

modulation schemes together can be used to determine the bit error rate (BER) at the re-

ceiver1. Moreover, the requirements on the BER may vary when employing different error

correction schemes and transmission applications.

In a wireless network, besides the above dependencies among layers, there are depen-

dencies between link layer and other layers as well. Routing stability and link availability

depend on the BER and positions of nodes, and the hop number and congestion over a route

determines the delay value for the transmission application. Table 2.1 gives an example of

several dependencies in a wireless network.

Due to the numerous dependencies between the operating parameters and the perfor-

mance objectives of the system, it is more efficient to configure across the traditional layers

in order to better utilize the available resources.

Numerous researchers have looked into cross-layer optimization techniques. Lai-U Choi

applied it to video streaming in [15]. A primal and dual approach was used by Mung

Chiang to balance transport and physical layer in multi-hop network in [35] and by Bjrn

Johansson in distributed network in [36]. Atilla Eryilmaz combined the queue-length-based

resource allocation algorithm implemented at the MAC and network layers and a primal-

dual congestion controller in transport layer in [37].

The general layout of a cross-layer optimization architecture is shown in Figure 2.6. Each

node has a cross-layer optimization engine that takes as input a set of internal and external

1We would measure the actual BER and send it back to the transmitter via overhead channel.
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Table 2.1: Dependencies of several performance objectives on operating parameters

Center Bit rate TX Subcarrier

frequency power bandwidth

Minimizing
X X X

Bit error rate

Maximizing
X

Troughput

Minimizing Power
X

Consumption

Minimizing
X X X

Interference

parameters obtained either by sensing environment or via overhead channels. The engine

is responsible for deciding on a set of internal operating parameters across the different

layers of the wireless device in order to avoid contention with other users and to satisfy user

requirements with as little resource as possible.

For example, when a radio device using the framework in Figure 2.6 starts operating,

it will gather external parameters through scanning the spectrum, and based on internal

parameters such as modulation type and source data rate, the optimization engine will

compute the possibilities and positions of spectrum holes. Then, it will report maximum

data rate to application layer, choose modulation parameters in physical layer, and choose a

congestion window size based on the degree of crowdiness in the spectrum and a retry limit

based on the available energy on this radio device. After handshake with the receiver, the

radio can get more external parameters from the receiver including bit-error-rate, noise level

at the receiver, routing cost and delay to the receiver. Based on these external parameters,

the optimization engine can further optimize the choices of internal parameters, such as

adjusting source data rate, adjusting route selection metrics, and transmit power.

We are not focusing on incorporating many layers in this work, although this basic

framework can be extended to include higher layers.
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Figure 2.6: Framework of a generic cross-layer optimization architecture. The cross-layer
optimization engine uses operating parameter information from the various network layers,
as well as environmental parameters external to the wireless platform, in order to decide on
an appropriate device configuration. This configuration is applied to the network layers of
the platform.

2.5.3 Multi-Objective Optimization

There are numerous approaches for solving a multi-objective optimization [38]. Some

conventional operational research methods of obtaining solutions or approaching the Pareto

front are:

• Stochastic - very general, but inefficient (e.g. random walk, simulated annealing,

Monte Carlo & tabu)

• Linear Programming - fast, but restricted to linearised situations only

• Gradient Based/Hill Climbing - nonlinear, applicable to smooth (differentiable) func-

tions

• Simplex Based - nonlinear for discontinuous functions. The Simplex algorithm works

by moving along adjacent bases until an optimal one is found. It works for two

objectives only.
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• Sequential Optimisation - ranks objectives by preference and optimises them in order

(lexicographic)

• Weighting Objectives - creating a single scalar vector function to optimise, multiple

runs needed

• Constraint - optimises preferred objective with others treated as constraints

• Global Criterion - minimises the distance to an ideal vector

• Homotopy techniques - Homotopy techniques aim to trace the complete Pareto curve

in the bi-objective case (n=2). By tracing the full curve, they overcome the sampling

deficiencies of the weighted-sum approach. The main drawback is that this approach

does not generalize to the case of more than two objectives.

• Goal Programming - minimises deviation from target constraints. In the goal pro-

gramming approach, we minimize one objective while constraining the remaining ob-

jectives to be less than given target values. This method is especially useful if the user

can afford to solve just one optimization problem. However, it is not always easy to

choose appropriate “goals” for the constraints. Goal programming cannot be used to

generate the Pareto set effectively, particularly if the number of objectives is greater

than two.

• Normal-Boundary Intersection (NBI) - The normal-boundary intersection method

uses a geometrically intuitive parametrization to produce an even spread of points

on the Pareto surface, giving an accurate picture of the whole surface. Even for

poorly scaled problems (for which the relative scalings on the objectives are vastly

different), the spread of Pareto points remains uniform. Given any point generated

by NBI, it is usually possible to find a set of weights such that this point minimizes

a weighted sum of objectives, as described above. Similarly, it is usually possible to

define a goal programming problem for which the NBI point is a solution. NBI can

also handle problems where the Pareto surface is discontinuous or non-smooth, unlike

homotopy techniques. Unfortunately, a point generated by NBI may not be a Pareto
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point if the boundary of the attained set in the objective space containing the Pareto

points is nonconvex or ‘folded’ (which happens rarely in problems arising from actual

applications). NBI requires the individual minimizers of the individual functions at

the outset, which can also be viewed as a drawback.

• Multilevel programming is a one-shot optimization technique and is intended to find

just one “optimal” point as opposed to the entire Pareto surface. The first step in

multilevel programming involves ordering the objectives in terms of importance. Next,

we find the set of points for which the minimum value of the first objective function is

attained. We then find the points in this set that minimize the second most important

objective. The method proceeds recursively until all objectives have been optimized

on successively smaller sets.

• Game Theory - searches for Nash equilibria

• Multiattribute Utility Theory (MAUT) - maximises preferences or fitnesses

These mostly focus on the first stage of ranking the objectives, i.e. trying to reduce the

design space to a more easily managed mathematical form (since most such problems are

far too complex to enumerate and evaluate all the possible combinations in any reasonable

time).

Since genetic algorithms are mainly used in this research, evolutionary multi-objective

optimization is of more interests, which is discussed in detail in Chapter 4.2.2.

2.6 Summary

In this chapter, we reviewed several concepts related to this research, namely cognitive

radio systems, distributed wireless networks, dynamic spectrum access, and NC-OFDM.

And we talked about some popular techniques suitable for radio resource optimization,

which are genetic algorithms, cross-layer optimization, and multi-objective optimization.

We also discussed how they can be applied to distributed wireless networks.
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Chapter 3

Proposed Distributed Optimization

Framework

We proposed a novel distributed cross-layer optimization approach for cognitive radio

wireless networks1. Given the lack of a centralized intelligence to control the operating pa-

rameters of all the wireless devices in a distributed network, the proposed approach employs

cross-layer optimization of individual wireless devices using partial operating parameter and

environmental information from adjacent devices. Given all wireless links employing non-

contiguous orthogonal frequency division multiplexing (NC-OFDM) and assuming station-

ary nodes, the proposed distributed optimization approach will attempt to minimize the

bit error rate, minimize out-of-band (OOB) interference, maximize overall throughput, and

minimize power consumption using a multi-objective fitness function derived in this work.

3.1 Previous Work

Distributed optimization in wireless networks has recently been an area of active re-

search. In [26], a distributed approach for spectrum assignment was devised and it was

shown that the performance of the heuristic-based algorithms is similar to the centralized

1This was published in parts at Fifth Annual IEEE Communications Society Conference on Sensor, Mesh
and Ad Hoc Communications and Networks – SECON 2008 [2] and Elsevier Computer Communications
Journal in 2009 [39]



22

approach. A distributed optimization algorithm for multi-hop routing and scheduling is

proposed in [40], where a conservative approach and an aggressive approach are incorpo-

rated to optimize network resource utilization. In [41], a distributed channel assignment

mechanism in multi-radio multi-hop network is proposed where each node is equipped with

multiple IEEE 802.11 wireless transceivers.

3.2 Role of the Optimization Engine

The engine is responsible for deciding on a set of internal operating parameters that are

distributed across the different layers of the wireless device in order to achieve maximum

performance and to coexist with other wireless devices. In our case, the engine will gather

the transmit power, modulation type, and source data rate of the radio itself, and external

parameters including noise level, center frequencies of other users if applicable, and scanned

interference level over the spectrum. Afterwards, based on these information, the engine will

compute how many NC-OFDM subcarriers are needed, their center frequencies, modulation

types, and power level. Then the engine will configure the radio device accordingly.

Presently we are using genetic algorithms to implement our optimization engine. And

the engine will conduct the computation based on 4 objective functions including mini-

mizing bit-error-rate, achieving data rate requirement, minimizing power consumption, and

minimizing interference with other uesers.

3.3 Optimization Framework for Distributed Cognitive Ra-

dio Networks

Since contention greatly impairs network performance, cooperation and optimization

across several network nodes can be employed in order to minimize the occurrences of

these events. In a distributed network, performance optimization and resource utilization

is a more challenging task when compared to a centralized network due to the increased

number of variables and the need for increased coordination between nodes. Approaches

using a “super node” in order to take care of all optimization activities within the network
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rely on the ability and stability of the super nodes. Consequently, the robustness of the

network in terms of these optimization activities can be affected. Hence, we instead consider

network optimization within a distributed optimization framework.
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Figure 3.1: Proposed distributed optimization architecture in [2]. Overhead channels are
used to share a few necessary device parameters that cannot be sensed by other devices
directly, such as receiving interference level.

Figure 3.1 presents an example of the proposed distributed network architecture con-

sisting of four wireless nodes, where adjacent nodes share overhead (OH) information about

their current operating parameters and environmental conditions. We are not considering

a large mesh network now, but just adjacent transmission pairs. In this context, each node

represents a wireless user that possesses its own set of operating parameters (e.g., modula-

tion, power, bandwidth, center frequency), as well as its own optimization engine employing

a genetic algorithm that resides on each node. The overhead channels among these four

nodes are used to exchange information (e.g., spectrum usage) needed by other nodes to

calculate interference level among nodes in a DSA scenario.

In our work, we consider a wireless node employing non-contiguous orthogonal frequency
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division multiplexing (NC-OFDM) [42] to transmit when it find a spectrum hole. NC-OFDM

is widely considered to be a suitable candidate for spectrally-agile wireless transmission

due to subcarrier scalability and robustness in frequency selective fading environments.

Given the numerous operating parameters available for optimization, we have selected four

variables for our framework: (i) normalized transmission power p, (ii) modulation index

b, (iii) center frequency f , and (iv) bandwidth w. Given the divide-and-conquer nature of

multicarrier transmission schemes, including NC-OFDM, each subcarrier may possess its

own set of these four variables. Consequently, the optimization engine of each wireless node

would simultaneously configure these operating parameters across all active subcarriers.

In order to simplify our work, we made following initial assumptions on the network we

simulated. We assumed that the network parameters, such as noise level and interference

profile, are time-invariant and that each node can communicate with many other nodes

using NC-OFDM transmission. Note that we are not assuming unidirectional links but

rather bidirectional communications.

Regardless of the choice of optimization approach employed in this work, a fitness score

is required in order to assess the resulting system performance for a specific set of device op-

erating parameters. In the following subsection, we present the mathematical development

of the fitness function derived for this work.

3.3.1 Overall Multi-Objective Function

The objective of this research is to enhance the performance of a cognitive radio network

using a multi-objective formulation per cognitive radio node, which includes minimizing the

bit error rate, maximizing the throughput, minimizing the power usage, and minimizing

the interference with other nodes. A weighted sum of the objectives is used to solve the

multi-objective optimization problem. Note that one disadvantage of this method is the

dependency of the weights on the performance objectives of specific applications. Most of

the time, applications have requirements on measurements such as BER and throughput

instead of weight values. The conversion from such measurements to weights requires extra

efforts. Multi-Objective Genetic Algorithms (MOGA) resort to Pareto dominance to avoid

the use of weights. However, MOGA usually needs more time to execute for the same
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number of generation, making it less desirable in real-time applications.

Assuming M nodes each using N NC-ODFM subcarriers, the fitness function of a cog-

nitive radio node is defined as [43, 44, 45]:

f(x̄) =
∑

i∈{Pe,TP,P,Int}

wi · fi(x̄) (3.1)

where wi are the weights and fi are the separate fitness functions, “Pe” is the probability

of bit error, “TP” stands for throughput, “P” for transmission power, and “Int” for inter-

ference, x̄ is a vector of all radio parameters, including internal parameters which a radio

has complete control and external parameters which a radio can only observe, i.e., if M is

the number of nodes in a wireless network, then:

x̄ =
⋃

i=1,...,M





⋃

n=1,...,N

(

{pi,n, bi,n, fi,n, wi,n}

)



 . (3.2)

Suppose each node is using NC-OFDM and has the same upper limit on number of sub-

carriers. Node j has L other nodes within transmission range, and it wants to communicate

with node k. Subcarriers of this link are indexed by n. To simplify the equations, we only

present the case when each node has only one outgoing link and one incoming link. Note

that for the case with multiple outgoing and incoming links, the equations are similar as

are in this simplified case except for some more summations. We just need to sum up all

the links.

For some special cases where there are hard constraints on some of the four measure-

ments (on BER, throughput, power level and interference) mentioned above, the fitness

function can be modified to maximizing a few performance measurements while subject to

the constraints. For instance, when there are strict requirements on Pe and the throughput,

the fitness function can be modified to the following:

maximize f(x̄) =
∑

i=P,Int

wi · fi(x̄),

subject to fi(x̄) > τi, i = Pe, TP.

where τi is constraint value we want for a specific measurement.
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3.3.2 Bit Error Rate Fitness Function

We define the first term fPe
(x̄) as:

fPe
(x̄) =



















1 if log(Pej) < τ̌Pe

τ̂Pe−log(Pej)
τ̂Pe−τ̌Pe

if τ̌Pe
< log(Pej) < τ̂Pe

0 if log(Pej) > τ̂Pe

where Pej is the average bit error rate (BER) of all the subcarriers of this link between

node j and node k. Since Pe has a range from 0 to 0.5, this definition maps Pe to [0,1].

There are two thresholds used in this definition. When Pej falls below τ̌Pe
, this means

that the receiver can recover the transmitted information completely, such that we can

consider Pej lower than this threshold as zero bit error rate. When Pej is greater than

τ̂Pe
, it means we cannot recover anything from the corrupted receiving signal. These two

threshold can be set according to modulation and error correction techniques used in a

particular transmission. Not likethe weight values in this weighted sum method, these two

thresholds are simply the BER requirements of applications. Applications usually have

straightfoward BER requirements, thus it is clear how to set these thresholds. The same

applies to other thresholds described in the following sections.

In general, Pe is calculated from symbol error rate (SER) by:

(1 − Pe)
b = 1 − SER.

The SER can be estimated either through direct detection or calculation using noise,

modulation index, and (γ(j,k))n, where (γ(j,k))n is the interference caused by all the existing

radios on subcarrier n of radio j [46]. The value of (γ(j,k))n can be sensed from environment

by the node.
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3.3.3 Throughput Fitness Function

This function measures the throughput of a transmission. fTP can be defined as:

fTP(x̄) =







































0,
N−1
∑

n=0
bn < τ̌TP

N−1
P

n=0

bn−τ̌TP

τ̂TP−τ̌TP
, τ̌TP <

N−1
∑

n=0
bn < τ̂TP

1,
N−1
∑

n=0
bn > τ̂TP

where bn is the modulation index of subcarrier n of the link between node j and k, and

bmax is the maximum achievable modulation index. Given that Pe is considered in fPe
,

this separate fitness function only considers the data rate by measuring b, i.e., the number

of bit per symbol. Then, fPe
and fTP will balance with each other to satisfy the different

application requirements. For example, in data transmission, if a relatively low Pe is granted,

the fitness score will depend primarily on data rate. Conversely in a voice transmission, a

higher Pe can be acceptable if constant data rate is satisfied.

Note that τ̌TP and τ̂TP are two thresholds that define an interval of realistic throughput

values. For instance, τ̂TP defines the target throughput that is aimed by this transmission.

When the total throughput exceeds this threshold, more throughput will not bring any

larger performance improvement. Furthermore, if throughput falls below τ̌TP, no utility

can be obtained from this transmission. The τ̂TP can be set to be either greater than or

lower than N × bmax, which is the maximal achievable throughput of this transmission pair.

3.3.4 Transmission Power Fitness Function

This function is a necessary component in the optimization when considering portable

devices, whose energy supply is limited. We can express fP as:

fP (x̄) = 1 −

N−1
∑

n=0
Pjn

N × Pmax

where Pjn is the part of transmitting power of subcarrier n of link (j,k) beyond the min-

imum power consumption, Pmax is the maximum achievable transmitting power for one

subcarrier of radio j. We are trying to minimize power consumption, therefore the larger
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the transmission power, the lower the fP . However, we do not consider the energy issue in

this work.

3.3.5 Interference Fitness Function

The last term, fInt(x̄), addresses the interference caused by radio j on other radios in

the network. In reality, this measurement cannot be sensed directly by radio j. This value

can be obtained either by overhead channel between radio j and other radios or estimating

through other environmental parameters such as central frequencies and transmission power

of other radios. In our simulator, its calculation is expanded as:

fInt(x̄) =



















1,
∑

Int < τ̌Int

τ̂Int−
P

Int
τ̂Int−τ̌Int

, τ̌Int <
∑

Int < τ̂Int

0,
∑

Int > τ̂Int

where
∑

Int =
L−1
∑

l = 0

l 6= k

l 6= j

I(j,l)

Pl

and I(j,l) is the interference caused by radio j on radio l and Pl is receiving signal power

level of radio l. Note that τ̌Int is the lower threshold on interference. Interference below

this threshold will be considered as no interference, while interference greater than τ̂Int is

considered as non-acceptable.

Not all the thresholds (τ) are actually used. If no thresholds are set by an application,

they can be easily removed. The values of BER and interference all depend on the frequency

locations of subcarriers. The choice of subcarrier frequency locations will be determined by

the fitness functions when attempting to maximize the performance objectives.

3.3.6 Initial result

Figure 3.2 is an initial result using all these fitness functions in a genetic optimization

framework to get the solution. We used a weighted sum to combine all the four fitness

functions. The population size is set to 200. After 200 generations, the total fitness score
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grows from 0.68 to 0.84. In this result, no threshold τ is used, thus it is impossible to

achieve a total fitness score of 1.

Figure 3.2: Improvement of fitness score over generations. The four fitness functions are
combined in a weighted sum

3.4 Dynamic Spectrum Access Iteration

When another transmission appears, current transmissions will suffer more interference.

Reallocating the whole bunch of subcarriers for each transmission requires too much time

and causes delay. In this architecture, to deal with such situation, radios will keep track

of the BER of each subcarrier. When an unacceptable BER is detected, radio will turn off

that subcarrier and reallocate it to another available place on spectrum using either SCGA

or BGSA. Those subcarriers that are in good conditions will remain unchanged. To obtain

another available place on the spectrum, this radio can either use blank space recorded from

last spectrum scanning if the data has not expired, or do another genetic algorithm based

search on the spectrum if otherwise.
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3.5 Summary

In this chapter, we concluded the cross-layer distributed optimization framework we

proposed. We particularly described the optimization engine and the derivation of the

four fitness functions, namely bitrate function, throughput function, transmission power

function, and interference function. We also briefly talked about a simple approach to

apply this framework dynamically into wireless resource sharing iterations. But advanced

dynamic spectrum access mechanism is left for future work.
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Chapter 4

Proposed Implementation of

Optimization Approaches

In this chapter, we present our proposed implementation of two optimization approaches

based on genetic algorithms (GAs), namely subcarrier-wise GA and block-wise GA. And we

analyzed several approaches implemented via genetic algorithms (GA), such as quantizing

variables, using adaptive variable ranges, and Multi-Objective Genetic Algorithms, for in-

creasing the speed and improving the results of combined spectrum utilization/cross-layer

optimization approaches proposed, together with several assisting processes and modifica-

tions devised to make the optimization to improve efficiency and execution time.

4.1 Generic Framework

In this section, we will talk about the generic framework of the optimization process1.

We designed two approaches to solve the optimization problem. And these two approaches

are independent of the method to solve a more detailed multi-objective problem, which will

be discussed later in this chapter. These two approaches are the interfaces between the

more general optimization framework and the more detailed multi-objective optimization

techniques.

1This was published in parts at 4th International Conference on Cognitive Radio Oriented Wireless
Networks and Communications – CrownCom 2009 – CrownCom 2009[47]
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4.1.1 Proposed Serial Subcarrier-Wise Genetic Algorithm Optimization

Approach (SCGA)

Initially, the most simple approach using genetic algorithm would be to code all variables

into a chromosome. However, this result in a huge solution space where the converge of

genetic algorithm is very slow. Therefore, we proposed this algorithm based on a divide-and-

conquer paradigm, which exploits the multicarrier structure of NC-OFDM transmission.

Consequently, the input variables consist of just one subcarrier.

One difference with respect to a conventional genetic algorithm is that we need a fitness

function per subcarrier rather than across the entire transmission. Since there is some

correlation between subcarriers, the SINR partly depends on the transmission power levels

of other subcarriers within the same link, making it difficult to implement parallel genetic

algorithms in this case. Therefore, we designed this optimization approach using a serial

genetic algorithm optimization approach as shown in Figure 4.1. The allocation process

of all subcarriers is executed in a cascading fashion, with the latter subcarriers having to

take into account the optimization results of previous subcarriers so as to avoid interference

with them. It is inevitable that the latter subcarriers are faced with fewer resources and

more constraints than the previous ones. Ideally, allocation of latter subcarriers shall not

cause an unacceptable performance degradation with the previous subcarriers since the GA

engine will take into account of maintaining all the previous allocated subcarriers. However,

given the limited running time, a GA engine may not always find a solution that meets all

requirements.

In case we should continue the optimization processes afterwards to achieve better fitness

scores, we would need to save a population file for each subcarrier in order to continue. In

this method, a single GA optimization engine is still executed by the node, but the task for

the engine is narrowed down to a single subcarrier at one time.

Data Rate Oriented Approach: Since wireless applications usually have requirements

on data rates instead of number of subcarriers, it is important to design optimization ap-

proaches that is data rate oriented. As for the serial subcarrier-wise optimization approach,

it is relatively simple to be data rate oriented. The idea is to load bits on subcarriers serially
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f

f

f

f

Primary users

1 subcarrier allocated

The second subcarrier allocated

The fourth subcarrier allocated

The third subcarrier allocated

Figure 4.1: Illustration of SCGA process to allocate secondary subcarriers in the presence
of primary users.

until the sum of bit rates per subcarrier meets the requirement.

4.1.2 Proposed Block-Wise Genetic Algorithm Optimization Approach

(BGSA)

When the number of subcarriers is large, coupled with a significant amount of available

wireless spectrum, employing the subcarrier-wise optimization serially would result in a

very lengthy search for a final solution, and even longer for a final solution. Moreover, a

conventional genetic algorithm optimization would result in the fragmentation of secondary

user spectrum allocation. Consequently, we developed a block-wise genetic algorithm opti-

mization approach.

The basic idea of BGSA is a binary recursion algorithm as shown in Figure 4.2. First,

the algorithm searches for a continuous space of spectrum for the whole set of secondary user

subcarriers. If the attempt succeeds, the search is finished. Otherwise, the algorithm divides

the set of secondary user subcarriers into two halves and try to allocate a continuous space

for each of them one after the other. If any of the two half-bandwidth allocation processes

cannot identify an available band of spectrum, divide those unallocated subcarrier blocks
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lower level.

Attempt to allocate 
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allocate ¼ of the 

whole block

If fails, descend

Step 1

Step 2

Step 3

Figure 4.2: Binary recursion for BGSA approach.

into two halves and iterate. When an allocation attempt fails at some level, all the following

attempts will start from the lower level to save time. In the end, if the available spectrum

resource is not adequate, this approach will ultimately search for unoccupied spectrum that

would accommodate a single subcarrier, and the algorithm will degenerate to SCGA. If

any one allocation process for a single subcarrier fails, this algorithm ends since no more

subcarriers can be accommodated in the target spectrum band.

Since the numbers of decision variables at each level are different, several genetic algo-

rithm parameters need to be adjust before each run. Moreover a global variable is used to

record the block size of last successful allocation attempt. This would avoid vain attempts

of allocating large blocks.

Data Rate Oriented Approach: Similar to that in serial subcarrier-wise GA approach,

here we also designed a datarate oriented modification for block-wise GA approach. For the

sake of spectrum efficiency, we want our radio to use as little spectrum as possible, which

means we want to squeeze as many bits into as less subcarriers. Figure 4.3 shows how this

approach works. We start from the largest value of bits per symbol per subcarrier and

proceed until all bits are loaded and the requirements on bit error rate are satisfied.
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Figure 4.3: A flowchart of a “noble” approach to data rate-oriented BGSA.

4.1.3 Constraint Handling

For some special cases where there are hard constraints on some of the four measure-

ments (on BER, throughput, power level and interference) mentioned above, the objective

function can be modified to maximizing a few performance measurements while subject to

the constraints. For instance, when there are strict requirements on Pe and the throughput,

the objective function can be modified to the following:

maximize f(x̄) =
∑

i=P,Int

wi · fi(x̄),

subject to fi(x̄) > 0, i = Pe, TP.

4.2 Multi-Objective Optimization Algorithms

There has been extensive research with respect to multi-objective optimization prob-

lems. In this section, we will talk about two methods we chose that are suitable for this

particular problem, which is not linear, without strict preference on objectives, and without

a continuous solution space.
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4.2.1 Weighted-Sum Method

Weighted sum method is also called the method of aggregating functions. In this method,

a weighted sum of the objectives is used to convert a multi-objective optimization problem

to a single-objective optimization problem. One disadvantage of this method is that the

weights of these objectives depend on specific application requirements and need to be

adjusted carefully. Another controversial disadvantage of such method is that a linear

weighted sum may not be capable of describing a non-convex solution space regardless of

the weight combination used.

The weighted sum of objective functions of a cognitive radio node is defined as [43]:

f(x̄) =
∑

i=Pe,TP,P,Int

wi · fi(x̄) (4.1)

where wi are the weights and fi are the separate objective functions, ”TP” stands for

throughput, ”P” for transmission power, and ”Int” for interference, x̄ is a vector of all radio

parameters, including internal parameters which a radio has complete control and external

parameters which a radio can only observe, i.e. if M is the number of nodes in a wireless

network,

x̄ =
⋃

i=1,...,M





⋃

n=1,...,N

{pi,n, bi,n, fi,n, wi,n}





4.2.2 Pareto Optimization

90% of the approaches to multi-objective optimization aimed to approximate the true

Pareto front for the underlying problem. Although we are not aiming at generating the

full Pareto front for this distributed spectrum utilization problem, Pareto based Multi-

Objective Genetic Algorithm (MOGA) is still a good candidate for the solution technique

of the problem. Therefore, we propose to use MOGA so solve this combined spectrum

utilization/cross-layer optimization problem.

Among many variations of MOGA, we chose the non-dominated sorting genetic algo-

rithm II (NSGA-II) as a representative [48]. This method includes fast non-dominated

sorting approach, elitism, and diversity preservation.



37

Figure 4.4: Non-dominated sorting is shown
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Pareto dominance says a vector x strictly dominates a vector y if each parameter of x

is no greater than the corresponding parameter of y and at least one parameter is strictly

less. The optimal solutions to a multi-objective optimization problem are non-dominated

solutions. In NSGA, before the selection is performed, the population is ranked on the basis

of nondomination of all individuals as shown in Figure 4.4. Non-dominated individuals

are identified to constitute the first non-dominated front and are assigned the same large

dummy fitness value. Then in order to maintain diversity, sharing is performed through

selection operation using degraded fitness values obtained by dividing the original fitness

value of an individual by a quantity proportional to the number of individuals around it.

After sharing, same procedures are applied on the rest of the population until the entire

population is classified into several fronts. Then the population is reproduced according to

dummy fitness values. Individuals with higher dummy fitness values get more copies. This

results in convergence of the population towards non-dominated regions and sharing helps

to distribute it over this region.

4.3 Implementation of Optimization Approaches

4.3.1 Quantization of Subcarrier Spacing for One-FFT Implementation

In order to facilitate NC-OFDM implementation using one fast Fourier transformation

(FFT), the frequency locations of the subcarriers in one transmission have to be uniformly

spaced. This uniform spacing also helps reduce the interference among subcarriers within

one transmission because such that each subcarrier has a center frequency located at the

zero crossing point of the sidelobes of other subcarriers. An example showing the difference

is given in Figure 4.5.

Given the subcarrier center frequencies obtained from GA search, we first quantize them

to a grid with a spacing equal to subcarrier bandwidth and an arbitrary offset. Then we

shift the grid and the quantized frequency locations to find the offset with the lowest bit

error rate. This process is likely to introduce more interference between transmissions on

some area of the spectrum, since it will move subcarriers out of their optimal locations.

Consequently, we add another modification called fine-tuning.
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(a) Example of subcarriers with non-quantized centerfrequencies
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(b) Example of subcarrier with quantized center frequencies

Figure 4.5: Comparison of spectrum when subcarrier frequencies are not quantized and
when they are quantized
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In fine-tuning process, for each subcarrier whose BER is above threshold, we “wiggle”

it to its several adjacent quantized frequency locations to see whether there is a better

frequency location with lower BER and interference. This requires some more environment

sensing, and the reason for quantized frequencies is to make one-FFT implementation pos-

sible. If it fails to find a better location in the most adjacent region, we will try looking

at some further regions. If that does not work either, we have to reduce its value of bit

per symbol in an hope to reduce BER. After several such iteration, if the value of bit per

symbol drops to zero, the radio has to give up allocating subcarriers in this region and

look at somewhere else. In Figure 4.6 is the flowchart for the quantization, shifting and

fine-tuning. The initial solution from GA optimization engine is quantized and modified to

a frequency offset with less interference. Then the solution is processed by the fine-tuning

process, which re-arrange the subcarriers to reduce interference even more. Some steps can

be skipped if quick solutions are needed.

4.4 Approaches to Accelerate Optimization

Genetic algorithms have been criticized for being time-consuming and numerical inten-

sive. Many modifications, most of which focusing on MOGA, have been proposed on how

to manipulates the population and to conduct evolutional operations to improve speed and

optimality. However, through exploring various possibilities to improve the performance of

these genetic algorithm based optimization approaches, we found that how to apply genetic

algorithms is more critical than how genetic algorithm works. In this section, we propose

several approaches to accelerate the optimization and to achieve a better result at the same

time.

4.4.1 Quantized Variables

Genetic algorithms are capable of finding optimal on a solution space of integers as well

as floating numbers. To find the optimal, it is tempting to make variables floating numbers.

However, integer variables tremendously reduce the size of solution space and consequently

increase the speed of search. The distributed spectrum utilization problem is a real time
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Figure 4.6: Flowchart of quantization and fine-tuning.

search in a possibly dynamic wireless environment. Consequently we have to sacrifice some

degree of optimality for the sake of speed. Integer, in other words quantized, variables are

especially desirable when the 100% optimal is unstable while a 95% suboptimal is acceptable

for users.

4.4.2 Adaptive Variable Ranges

There has been research work on improving the performance of genetic algorithms by

having adaptive population size and adaptive mutation rates. Here we look into adaptive
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variable ranges.

Making variable ranges adaptive is another way to reduce solution space. It is desirable

to have large variable ranges when little is known about the wireless environment, such as

the noise level, primary user occupancy statistics, and channel fading profile. However, after

we have obtained some knowledge about the wireless environment, we can reduce variable

ranges to smaller ranges where the optimal are more likely to be found. For example, if

we known from previous searches that the receiving SNR is too high for 256-QAM and

low enough for modulations higher than 4-QAM, we can eliminate these two modulation

candidates from our solution space. Figure 4.7 shows an example of difference between

non-adaptive variable ranges and adaptive variable ranges. When using adaptive variable

ranges, we can reduce the number of possible modulation schemes from four down to two,

i.e. eliminating 256-QAM and 4-QAM, leaving 16-QAM and 64-QAM.
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Figure 4.7: Example of comparison of searches using non-adaptive variable ranges and
adaptive variable ranges (Using NSGA, BGSA, 5 objectives and 0 constraints)

4.4.3 Manipulating Constraints and Objectives

Genetic algorithms allow the use of constraints on selecting valid individuals. Each

new individual is subject to some tests when generated. Valid individuals are allowed to

enter the following evolutional operations such as crossover and mutation. In the multi-

objective optimization of real distributed spectrum utilization problems, objectives and

constraints are sometimes interchangeable. For example, the goal of minimizing interference

can be implemented as either an minimizing objective or a constraint that the interference
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level cannot surpass a threshold, or both together. It would be interesting to know what

combination of objectives and constraints leads to the best result.

4.5 Simulation Results

4.5.1 Simulation Parameters

Four nodes are positioned at corners of a square with a diagonal of 20 meters. Path gain

is calculated as 1/d2, where d is the distance. Primary and secondary user transmissions

are deployed among those four nodes. Each subcarrier is supposed to be 1 kHz wide.

Transmission power is normalized to [0.1,1]. Allowed values of bit/symbol are 2, 4, 6, and

8.

4.5.2 Optimization Results

Simple case

The available bandwidth for these four nodes is 20 kHz, and each subcarrier is assumed

to be 1 kHz wide.

The solution space for a conventional GA over 200 generations is intractable, all the

paramaters are employed at the same time. As a result, we only compare the proposed

SCGA and BGSA here. Figs. 4.8 and 4.9 show the optimization results of SCGA and

BGSA when trying to maximize throughput with constraints that maximum BER has to

be less than 0.001 and maximum interference has to be less than -30 dB down from the

preimary user in Scenario 1.

The constraints on the BER and interference are set since these requirements are usually

specified tightly in wireless transmission. The top figures in Figs. 4.8 and 4.9 show the

resulting spectrum after the optimization, and the bottom figures show the numbers of bits

per symbol allocated to those corresponding subcarriers. The sum of bits per symbol of

each subcarrier in each figure indicates the total throughput performance of that approach.

Both approaches provide results satisfying the two constraints, but their throughput

performances are different. This depends on whether they can find the most optimal lo-
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Figure 4.8: Simple case: Optimization results of SCGA trying to maximize throughput
when BER constraint is 0.001 and interference constraint is -30 dB

cations on the spectrum to accommodate subcarriers. SCGA achieves a larger throughput

than conventional GA, and BGSA achieves an even larger throughput.

Since these optimization approaches are implemented using genetic algorithms, there

is uncertainty in the results. Sometimes the SCGA does well when foregoing subcarriers

happen to pick good positions making situation easy for latter subcarriers. However, the

BGSA always finds a results with all subcarriers having similar power levels.

In the above simulation, the optimization engine is supposed to allocate eight 1 kHz

subcarriers given blank spectrum of totally 12 kHz. From Figure 4.8 and Figure 4.9, we can

see that spectrum fragmentation is more severe in the result SCGA. The eight subcarriers

are segregated into 8 parts. The segregation phenomenon is a minus in spectrum allocation

because it increases the complexity for latter users to find available spectrum. A defrag-

mentation process will be needed to improve the tidiness of spectrum. A similar concept

to this is the memory fragmentation in multi-task problem in computer engineering. This

result highlights the importance of the propose of BGSA algorithm, which greatly allevi-
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Figure 4.9: Simple case: Optimization results of BGSA trying to maximize throughput
when BER constraint is 0.001 and interference constraint is -30 dB

ates spectrum fragmentation. The spectrum fragmentation problem is more severe when

the available spectrum is large.

Figs. 4.10 and 4.11 show the sequence of power level and bit per symbol of subcarriers

in the results of SCGA and BGSA in Scenario 2. It can be observed that the transmission

power and bits per symbol per subcarriers in the result for the SCGA algorithm drop much

faster. The drop in bits per symbol means the algorithm cannot find a good position to

accommodate high data rate for the subcarrier. Since power efficiency is not considered

in this simulation, the drop in power level means the algorithm cannot accommodate the

subcarrier to meet the interference constraint without sacrificing signal power. As a result,

they have to sacrifice the number of bit per symbol to satisfy their own BER constraints.

Due to the lack of collaboration among subcarriers, the latter subcarriers are faced with

more harsh situation. The fast drop in the result for the SCGA algorithm can be seen as

the consequence caused by spectrum fragmentation.
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Figure 4.10: Scenario 2: Comparison of transmission power of subcarriers in the results of
SCGA and BGSA

More complicated scenario

Available bandwidth for these nodes is 100 kHz, and each subcarrier is assumed to

be 1 kHz wide. Since each node is using NC-OFDM, there exists the potential for high

out-of-band side lobes [49].

In Figs. 4.12 and 4.13, we show two results of the spectrum allocation process using

SCGA and BGSA, respectively. The dashed lines indicate primary user spectrum, and the

solid lines indicates secondary user spectrum. The top figures show the resulting spectrum,

while the bottom figures show the numbers of bit per symbol allocated to those correspond-

ing subcarriers; the sum of bit per symbol of each subcarrier in each figure indicates the

total throughput performance of that approach.

In the results for the BGSA, the secondary users are able to achieve a total throughput

of 256 kbps given a a segmented spectrum of 50 kHz in total, while SCGA only achieves

210 kbps. Moreover, spectrum fragmentation is more severe in the result of SCGA, which

partly results in the lower throughput. Subcarriers are more separated and subcarriers of

different secondary users are more mingled than in the result of BGSA. The segregation

phenomenon is a minus in spectrum allocation because it increases the complexity for latter



48

0 2 4 6 8 10 12 14 16
0

2

4

6

8

Subcarrier sequence

B
it/

sy
m

bo
l

 

 
SCGA

BGA

Figure 4.11: Scenario 2: Comparison of bit per symbol of subcarriers in the results of SCGA
and BGSA

users to find available spectrum, and creates lots of thin slices of spectrum that are too

small to allocate to a subcarrier or have too much interference in it.

Figs. 4.14 and 4.15 shows a comparison of throughput performance and demand satis-

faction of SCGA and BGSA with different throughput demand from secondary users. The

comparison is performed in the same wireless environment as shown in Figure 4.12 and

Figure 4.13. Due to the guard bands of the primary users, the maximum throughput for

secondary user is 284 kbps, as indicated by the blue dashed line. The highest throughput

that can be achieved by BGSA is about 260 kbps. BGSA starts to outperform SCGA when

the throughput demand gets higher and closer to the maximum achievable throughput.

Refering to Figure 4.12 and Figure 4.13, such a difference is the result of spectrum frag-

mentation. In addition, BGSA also runs faster than SCGA when the throughput demand

gets closer to the maximum achievable throughput.

4.5.3 Effects of Quantization, Shifting and fine-tuning

Because of the nature of NC-OFDM, a small shift in center frequency location can result

in dramatic drop in SINR. And since different parts of spectrum may have different noise

and interference profiles, to quantize subcarrier frequencies over the whole spectrum will

definitely pull subcarriers out of optimal positions. This BER increase can be as large as

30dB.
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Figure 4.12: Sample result of spectrum allocation using SCGA, where 210kbps is achieved.

The afterward fine-tuning process regains the loss in quantization. It achieves lower

BER by searching the spectrum again on a quantized grid. This search is much faster than

the initial GA based search because the using of grid reduces the size of searching space.

Figure 4.16 is a sample of numeric solution before and after the processes of quantization,

shifting and fine-tuning. In order to show the impact more clearly, here we are using SCSA.

After quantization, subcarriers are placed at a unified distance of 1k Hz, and shifted to

a frequency offset of 437 Hz to avoid interference. The fine-tuning process moves several

subcarriers aside to nearby locations with same offset to further reduce interference, such

as moving a subcarrier at 1095437 Hz to 1096437 Hz.
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Figure 4.13: Sample result of spectrum allocation using BGSA, where 256kbps is achieved.

4.5.4 NSGA-II

In figure 4.17, we compared a few combination of objectives and constraints when using

NSGA-II and BGSA to do the optimization.

The two constraints are on the maximum values on interference level and BER. In the

cases with three objectives, we have maximizing throughput, minimizing average BER, and

minimizing the width of spectrum usage. In the cases with five objectives, we have two

more, which are minimizing the maximum BER and minimizing the maximum interference

to other users. Performance are compared in terms of secondary user throughput achieved

and time usage. We run simulations in 3 scenarios with secondary user throughput demands

being 192 kbps, 256 kbps, and 320 kbps.

Results show that using constraints causes poor performance. The achieved throughput

is less, and the time consumption is two times larger in average. A possible explanation

for the large time consumption is that constraints are implemented using comparisons, and

comparisons in programs are time-consuming. The reason for less throughput achievement

may be that such method of setting constraints is not good for diversity preservation, and

consequently results in poor performance.

Another observation is that the performance using three objectives is similar to that
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Figure 4.15: Demand satisfaction of SCGA and BGSA in the senario of Figure 4.12 and
Figure 4.13.

using five objectives, with or without constraints. Therefore we can conclude that the

two extra constraints of minimizing maximum BER and minimizing maximum interference

are redundant in the presence of the constraint of minimizing average BER. However, this

conclusion is based on the assumption that all users are using NC-OFDM.

4.5.5 Weighted Sum

Figure 4.18 shows a similar comparison in the case of using weighted sum method to

solve this multi-objective optimization problem. The three objectives here are maximiz-
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Figure 4.16: A numeric sample result demonstrating the effects of quantization and fine-
tuning processes on a NC-OFDM transmission. The required total bits per subcarrier is
80. Quantization regularizes the spacing of subcarriers, and fine-tuning reduces number of
bits per subcarrier and shifts location for those subcarriers with high BER.

ing throughput, minimizing average BER, and minimizing maximum interference. Their

weights are 0.6, 0.2, and 0.2. In the case of using one objective, only maximizing throughput

is considered. The two constraints are on the maximum values on interference level and

BER.

It is interesting to see that we get some different result compared to using NSGA.

Here, using constraints does help to achieve higher throughput. And the penalty in time

consumption is much more severe compared to using NSGA. When secondary user demand

is high and the optimization engine needs to search longer, the time consumption is nearly

a hundred times of that without using constraints.

4.5.6 MOGA or Weighted Sum

Figure 4.17 and 4.18 provide a comparison between MOGA and Weighted Sum Method

in solving a multi-objective optimization problem. The most notable difference is the time

usage. Weighted sum method is much faster than MOGA, with or without using constraints.

This is true especially when secondary user demands are low, in which case it is easy to find
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a spectrum hole to satisfy them. Thus, if a secondary user is looking for a quick small part of

spectrum, weighted sum method without constraints is enough. MOGA without constraints

can achieve a little more throughput than weighted sum method with constraints, and the

time consumption of these two methods are also similar. Thus at least in this scenario,

their performance are the same.

However, the need for setting weights manually is still a minus of weighte sum method.

If the weights are unfortunately set to be misleading, the weighted sum method will have

poor performance.

4.6 Summary

In this chapter, we summarized the implementation of our optimization approaches

from the most general generic framework, to more specific multi-objective optimization

algorithms, and then to more specific assisting techniques to accelerate the optimization.

And we provide a bunch of results demonstrating the effects of these techniques and provide

comparison and analysis.
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Chapter 5

Conclusions and Future Work

In this thesis, we looked into dynamic spectrum access in cognitive radio networks, re-

viewed somep popular classification of the problem, and some techniques to solve these

problem and to optimize the solutions, including genetic algorithms, cross-layer optimiza-

tion, and multi-objective optimization.

We also proposed several techniques to solve primarily the distributed optimization in

spectrum access:

• A novel spectrum allocation approach for distributed cognitive radio networks. This

proposed approach optimizes each individual wireless device and its single-hop com-

munication links using the partial operating parameter and environmental information

from adjacent devices within the wireless network.Through several tests, the fitness

function we developed can be used in thisframework to guide wireless users to opti-

mize coexistence with others. This kind of distributed networks possess significant

potential in numerous applications, both commercial and military. Global spectrum

usage problems in these scenarios are solved through our distributed optimization.

• Two optimization approaches based on genetic algorithms (GAs), namely subcarrier-

wise GA and block-wise GA. Designed quantization and fine-tunning processes to be

applied to the raw results of these two optimization approaches. Serial subcarrier-

wise genetic algorithms works better than conventional genetic algorithms in terms of

throughput and execution time, but both of them cause severe spectrum fragmenta-
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tion. Block-wise GA can avoid the fragmentation problem and has better throughput

performance than SCGA.

• Proposed and analyzed several assisting approaches, such as quantizing variables and

using adaptive variable ranges, for increasing the speed and improving the results of

combined spectrum utilization/cross-layer optimization approaches. The quantization

and fine-tuning serve to be a good afterward process of GA optimization in terms of

practical one-FFT implementation of NC-OFDM and further reducing BER. And

BGSA still have its advantage over SCGA with these afterward processes following.

• Proposed to implement the optimization engine to solve the multi-objective problem

using single-objective GA and Multi-Objective GA. Analyzed and compared the re-

sults of the two algorithms. Through tests on several ideas on how to accelerate the

multi-objective optimization in distributed spectrum search, it can be concluded that

adaptive variable ranges largely improve the performance of optimization. In terms of

choosing optimization technique, we see that genetic algorithms using weighted sum

method without constraints is the fastest approach for the search, but does not yield

the best results. We also found that constraints are good for weighted sum method,

but bad for MOGA. MOGA without constraints appears to have similar performance

with weighted sum method with constraints.

The folloing publications have been produced based on the above research work:

• Chen, S., Wyglinski, A. M. Distributed Optimization of Cognitive Radios Employed

in Dynamic Spectrum Access Networks Proc. Fifth Annual IEEE Communications

Society Conference on Sensor, Mesh and Ad Hoc Communications and Networks –

SECON 2008, 2008

• Chen, S., Wyglinski, A. M. Cognitive Radio-Enabled Distributed Cross-Layer Opti-

mization Via Genetic Algorithms 4th International Conference on Cognitive Radio

Oriented Wireless Networks and Communications – CrownCom 2009, 2009

• Chen, S., Wyglinski, A. M. Efficient Spectrum Utilization via Cross-Layer Optimiza-

tion in Distributed Cognitive Radio Networks Elsevier Computer Commun., 2008
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5.1 Future Work

Possible future research of the material covered in this thesis can be found in the following

aspects:

• When comparing the subcarrier-wise allocation approach and the block-w ise alloca-

tion approach, we already saw the effects of spectrum fragmentation . The quantized

influence of spectrum fragmentation in dynamic spectrum access is yet to be looked

into. We will also search for possible solutions to spectrum fragmentation. Insights

may come from the memory fragmentation in computer architecture.

• In this work, we designed some optimization approaches for a fully cooperative net-

work, but we have not derived mathematical analysis for these approaches. An imme-

diate extension would be to apply these approaches to non-cooperative networks. We

will also use game theory to analyze the non-cooperative and cooperative behavior of

radios in the dynamic spectrum access in cognitive radio networks.

• In our Wireless Innovation Lab (WILab), we have already collected amounts of mea-

surement of real life spectrum usage. With this resource, we can test the dynamic

spectrum access on software testbeds to show its practical effects. WILab is contin-

uing building autonomous spectrum measurement facility to enable fast and flexible

spectrum data collection.

• To test the above approaches in practise, it is necessary to implement these algorithms

on SDR testbeds. There have been several attempts on making SDR testbeds. We

will use the Universal Software Radio Peripheral (USRP) as the hardware testbeds

to load our algorithms on. The Universal Software Radio Peripheral product family

allows you to create a software radio using any computer with a USB2 or Gigagbit

ethernet port. Various plug-on daughterboards allow the USRP and USRP2 to be

used on different radio frequency bands. Daughterboards are available from DC to

5.9 GHz at this time. The entire design of the USRP family is open source. [50]
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