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AbstratThe Low-Density Parity-Chek (LDPC) odes, whih were invented by Gallagerbak in 1960s, have attrated onsiderable attentions reently. Compared with othererror orretion odes, LDPC odes are well suited for wireless, optial, and mag-neti reording systems due to their near-Shannon-limit error-orreting apaity,high intrinsi parallelism and high-throughput potentials. With these remarkableharateristis, LDPC odes have been adopted in several reent ommuniationstandards suh as 802.11n (Wi-Fi), 802.16e (WiMax), 802.15.3 (WPAN), DVB-S2and CMMB.This dissertation is devoted to exploring e�ient VLSI arhitetures for high-performane LDPC deoders and LDPC-like detetors in sparse inter-symbol inter-ferene (ISI) hannels. The performane of an LDPC deoder is mainly evaluatedby area e�ieny, error-orreting apability, throughput and rate �exibility. Withthis work we investigate tradeo�s between the four performane aspets and developseveral deoder arhitetures to improve one or several performane aspets whilemaintaining aeptable values for other aspets.Firstly, we present a high-throughput deoder design for the Quasi-Cyli (QC)LDPC odes. Two new tehniques are proposed for the �rst time, inluding parallellayered deoding arhiteture (PLDA) and ritial path splitting. Parallel layereddeoding arhiteture enables parallel proessing for all layers by establishing dedi-ated message passing paths among them. The deoder avoids rossbar-based largeinteronnet network. Critial path splitting tehnique is based on artiulate ad-justment of the starting point of eah layer to maximize the time intervals betweenadjaent layers, suh that the ritial path delay an be split into pipeline stages.



Furthermore, min-sum and loosely oupled algorithms are employed for area e�-ieny. As a ase study, a rate-1/2 2304-bit irregular LDPC deoder is implementedusing ASIC design in 90 nm CMOS proess. The deoder an ahieve an inputthroughput of 1.1 Gbps, that is, 3 or 4 times improvement over state-of-art LDPCdeoders, while maintaining a omparable hip size of 2.9 mm2.Seondly, we present a high-throughput deoder arhiteture for rate-ompatible(RC) LDPC odes whih supports arbitrary ode rates between the rate of motherode and 1. While the original PLDA is lak of rate �exibility, the problem is solvedgraefully by inorporating the punturing sheme. Simulation results show thatour seleted punturing sheme only introdues the BER performane degradationof less than 0.2dB, ompared with the dediated odes for di�erent rates spei�edin the IEEE 802.16e (WiMax) standard. Subsequently, PLDA is employed for highthroughput deoder design. As a ase study, a RC-LDPC deoder based on therate-1/2 WiMax LDPC ode is implemented in CMOS 90 nm proess. The deoderan ahieve an input throughput of 975 Mbps and supports any rate between 1/2and 1.Thirdly, we develop a low-omplexity VLSI arhiteture and implementation forLDPC deoder used in China Multimedia Mobile Broadasting (CMMB) systems.An area-e�ient layered deoding arhiteture based on min-sum algorithm is inor-porated in the design. A novel split-memory arhiteture is developed to e�ientlyhandle the weight-2 submatries that are rarely seen in onventional LDPC de-oders. In addition, the hek-node proessing unit is highly optimized to minimizeomplexity and omputing lateny while failitating a reon�gurable deoding ore.Finally, we propose an LDPC-deoder-like hannel detetor for sparse ISI han-nels using belief propagation (BP). The BP-based detetion omputationally de-pends on the number of nonzero interferers only and are thus more suited for sparse2



ISI hannels whih are haraterized by long delay but a small fration of nonzerointerferers. Layered deoding algorithm, whih is popular in LDPC deoding, is alsoadopted in this paper. Simulation results show that the layered deoding doublesthe onvergene speed of the iterative belief propagation proess. Exploring thespeial struture of the onnetions between the hek nodes and the variable nodeson the fator graph, we propose an e�etive detetor arhiteture for generi sparseISI hannels to failitate the pratial appliation of the proposed detetion algo-rithm. The proposed arhiteture is also reon�gurable in order to swith �exibleonnetions on the fator graph in the time-varying ISI hannels.
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Chapter 1
Introdution
This hapter �rst introdues the history of error orretion odes and LDPC odesand then desribes the motivation, related works, ontributions and outline of thisdissertation.1.1 BakgroundA major onern in designing reliable data transmission and storage systems isthe ontrol of data errors indued by a noisy hannel or storage medium. In 1948,Shannon demonstrated that if the information rate is less than the hannel apaity,introdued errors an be orreted by proper enoding and deoding of the infor-mation [63℄. From then on, various types of error orretion odes were designedby adding some redundanies to the original data (known as enoding), whih thereeiver an use to hek onsisteny of the delivered message, and to reover datadetermined to be erroneous (known as deoding). Classial and widely used errororretion odes inlude Hamming Code (1950), BCH Code (1959) [34, 8℄, Reed-Solomon Code (1960) [59℄, Convolutional Code (1955) [20, 74℄, Turbo Code (1993)[6℄ and LDPC Code (1962) [24℄. 1



Firstly disovered by Gallager in 1962 [24℄, LDPC odes were a lass of Shannon-limit-approahing odes in whih two innovative ideas were exploited: iterative de-oding and onstrained random ode onstrution. However, LDPC odes weremostly negleted by ode theorists for more than 30 years due to the tremendousomputational e�orts in implementing their enoder and deoder and the intro-dution of Reed-Solomon odes [59℄. Shortly after the debut of another Shannon-limit-approahing ode, Turbo ode [6℄, in whih both the above ideas are explored,LDPC odes were redisovered by MaKay and Neal in 1996 [50℄. LDPC odes haveseveral advantages over Turbo odes: no error �oors at high SNRs, more inherentdeoding parallelism, higher throughput potentials, lower hardware omplexity dueto the elimination of long interleavers.LDPC odes are spei�ed by sparse parity hek matries H and an be fullyrepresented by bipartite graphs (known as Tanner graph) with two sets of nodes,alled the hek nodes and the variable nodes. LDPC odes an be e�etivelydeoded using the standard BP algorithm, also alled sum-produt algorithm (SPA).Two phases of messages, the hek-to-variable (CTV) messages and the variable-to-hek (VTC) messages, are transmitted along the edges of the Tanner graph [69℄ toupdate eah other iteratively.Good LDPC odes that have been found are largely long, random and om-puter generated odes with BP-based iterative deoding and an ahieve an er-ror performane as lose as 0.0045 dB away from the theoretial Shannon limit[50, 49, 60, 61, 14℄. In despite of exellent error performane, these odes are im-pratial for hardware implementation due to the following reasons: (1) they arevery long (up to 100,000 bits) and thus a large memory is required to store theiterative messages, as well as the on�guration of the H matrix; (2) their enod-ing iruitry would be very large in order to ful�ll the omplex matrix and vetor2



multipliations; (3) their large lateny and lak of parallelism when deoding on arandom Tanner graph; (4) randomly onstruted LDPC odes also require a om-plex routing network, whih not only onsumes a large amount of hip area, butalso signi�antly inreases the omputation delay.In order to make LDPC odes hardware-friendly, strutured LDPC odes thathave elegant regularity in the struture of their H matries and an provide ompa-rable or even better error performane were introdued in by algebrai onstrution[40, 39, 75, 35, 73, 53, 19, 57℄. It has been demonstrated in [48℄ that strutured,algebrai-onstruted odes an outperform random ones for medium length LDPCodes (up to a few thousand bits). Besides, their enoding an be simply imple-mented by linear shift registers. That is why LDPC odes are widely adopted byseveral reent ommuniation standards suh as 802.11n (Wi-Fi), 802.15.3 (WPAN)802.16e (WiMax), DVB-S2, CMMB, 802.3an (10G-BaseT) and et. Quasi-Cyli(QC) LDPC odes, a speial lass of strutured LDPC odes, deompose the large
H matrix into small sub-matries whih are either identity matrix or its permutation[22, 43, 11℄. Therefore, QC LDPC odes are best suited for hardware implementa-tion sine the regular strutures of their H matries make simple message swithingand memory aessing possible.1.2 Related WorksThis dissertation is devoted to high-performane VLSI arhiteture design and im-plementation for LDPC odes. Generally, state-of-art LDPC deoder arhiteturesan be divided into three ategories: fully parallel method, serial method and partlyparallel method.Blanksby et al. [7℄ diretly mapped the BP algorithm into hardware and imple-3



mented a fully parallel irregular LDPC deoder. This method, through with highthroughput, requires huge amount of interonnetions to omplete the messagespassing within a random Tanner graph, leading to the average net length of 3nmand the total hip area of 52.5 mm2. On the other side, Yeo et al. [80℄ designed aserial deoder by sharing the omputation units and updating messages in sequen-tial. Serial method results in very simple hardware arhiteture but low deodingthroughput, whih is usually unaeptable by real-world appliations, due to thelarge lateny of ten-thousand yles needed for deoding a odeword.Sine strutured LDPC odes are arhiteture-aware, their deoders an be im-plemented by partly parallel method to explore potential parallelism and improvethe throughput [85, 12, 51, 86, 37, 87, 77, 36℄. Compared with random LDPC odes,the H matrix of strutured LDPC an be easily stored by storing only permutationvalues of eah small sub-matrix instead of the entire H matrix. Also, regularity inthe H matrix of strutured LDPC odes enables easy ontrol over the read/writeoperations of VTC and CTV messages when deoding by employing a simple bitwiseounter, thus avoiding the huge interonnetion network in [7℄. QC LDPC deodersproposed in [77, 79, 78, 17, 66, 28, 45, 70, 9, 25, 27, 67℄ also belong to the partlyparallel ategory.1.3 Summary of Motivations and ContributionsThis researh is motivated by desires to explore high-performane LDPC deoderarhitetures in terms of area e�ieny, error-orreting apability, throughput andrate �exibility. Although LDPC deoder has been an extensive researh topi foralmost a deade, there are still many unresolved problems. With this dissertation,we have onsidered existing VLSI design issues and developed various deoder ar-4



hitetures to improve throughput, enhane �exibility and redue omplexity of anLDPC deoder.The spei� motivations for the work and the orresponding ontributions willbe summarized as follows.1.3.1 Ultra-High-Throughput LDPC Deoder ArhitetureDesignMotivation: With the inreasing demand for high-data-rate wireless appliations,many reent ommuniation systems employ ultra-high throughput hannel odesto math the data-rate requirements. For example, 802.15.3 standard is targetedfor the data rate of multi-giga bits per seond (Gbps). However, onventional high-throughput LDPC deoders proposed in [7, 46, 54℄ were implemented by employingmore hardware resoures to operate at a higher parallelism, whih onsumed a largeamount of hip area. For example, the deoder in [46℄ ahieves an equivalent inputthroughput of 1 Gbps with a lok rate of only 200 MHz, an undoubtedly highparallelism of 512 and a large hip area of 14.5 mm2 under 90 nm proess. Thus itis desirable to investigate other methods to improve throughput.Contribution: We proposed a parallel layered deoding arhiteture to ahieveultra high throughput. Parallel layered deoding arhiteture not only keeps theadvantage of onventional layered deoding algorithm that an redue the onver-gene required number of iterations by half and thus double the throughput, butalso avoids the serial operations existing in onventional layered deoding algorithmwhih limits overall throughput. Two other tehniques were also applied: ritialpath splitting and �xed message passing. The former optimizes the deoder's ritialpath and divides it into several pipelined stages. The latter avoids rossbar-basedlarge interonnet network, whih usually bottleneks an LDPC deoder to ahieve5



high lok rate. Both tehniques improve the lok rate and thus the throughput ofan LDPC deoder without inreasing parallelism and hardware resoures. As a asestudy, a rate-1/2 2304-bit irregular LDPC deoder was implemented using ASICdesign in 90 nm CMOS proess. The deoder an ahieve an input throughput of1.1 Gbps, that is, 3 or 4 times improvement over state-of-art LDPC deoders, whilemaintaining a omparable hip size of 2.9 mm2.1.3.2 Flexible-Rate High-Throughput LDPC Deoder Arhi-teture DesignMotivation: In wireless ommuniation systems, it is desirable to adjust ECCode rate aording to the hannel state information (CSI) to meet various servierequirements and hannel onditions. For example, WiMax standard provides 6di�erent LDPC ode patterns in 4 di�erent rates (1/2,2/3A,2/3B,3/4A,3/4B,5/6) [4℄. Al-though there have been some researh works on the design of �exible rate LDPCdeoders [68, 84, 52, 46, 66℄, none of them an provide arbitrary ode rate. More-over, these deoders usually employ ompliated interonnetion network to swithbetween di�erent ode patterns [84, 46, 66℄, suh as Benes networks used in [52℄,whih leads to signal ongestion problem, large delay and low throughput. How todesign a �exible rate LDPC deoder with high throughput remains hallenging.Contribution: With the dissertation we proposed a rate-ompatible (RC) LDPCdeoder arhiteture that an provide arbitrary ode rate between the rate of themother ode and 1. Codes with �exible rates were generated by punturing the par-ity bits of the mother ode with negligible error performane degradation. Parallellayered deoding arhiteture was also adopted to ahieve high throughput whereompliated interonnet network was replaed by �xed wires. The proposed RCLDPC deoder also helps solve the rate in�exibility problem existing in previous6



parallel layered deoding arhiteture. As a ase study, a RC-LDPC deoder basedon the rate-1/2 WiMax LDPC ode is implemented in CMOS 90 nm proess. Thedeoder an ahieve an input throughput of 975 Mbps and supports any rate between1/2 and 1.1.3.3 E�ient Deoder Arhiteture Design for LDPC Codeswith Speial StrutureMotivation: Although urrent LDPC deoders an handle QC LPDC odes ef-fetively and e�iently, it is still a problem when dealing with some speially on-struted odes, suh as the LDPC odes in CMMB standard whose sub-matriesare weigh-2 superimposed matries instead of identity matries. The design of anarea-e�ient LDPC deoder that supports multiple ode patterns is essential forwireless appliations suh as CMMB.Contribution: We proposed a low-omplexity LDPC deoder for CMMB systems.An area-e�ient layered deoding arhiteture based on min-sum algorithm is in-orporated in the design. A reon�gurable arhiteture, whih an support dualrate LDPC odes spei�ed in the CMMB standard, is onstruted with minimaloverhead. A novel split-memory arhiteture is developed to e�iently handle theweight-2 submatries that are rarely seen in onventional LDPC deoders. In ad-dition, the hek-node proessing unit is highly optimized to minimize omplexityand omputing lateny while failitating a reon�gurable deoding ore.
7



1.3.4 E�ient Arhiteture Design in LDPC-Like BP-BasedCirumstanesMotivation: Besides LDPC deoding, a large variety of algorithms in ommunia-tion and signal proessing an be viewed as instanes of BP algorithm, whih oper-ates by iterative message passing on a bipartite graph [47℄. For example, reent re-searh has foused on the appliation of the BP algorithm to deteting over a knownISI hannel [15, 62, 5℄. The omputational omplexity of the BP-based detetion in-reases exponentially only with the number of the nonzero interferers, with respet tothe optimal maximum a posterior (MAP) algorithms or maximum-likelihood (ML)algorithms whose omputational omplexity are exponential in hannel length. BP-based hannel detetor is needed espeially in the sparse ISI hannel with long delayspreads and only a few nonzero interferers, suh as the underwater aousti (UWA)hannels [62℄. Thus it is desirable to investigate LDPC-like VLSI arhitetures forappliations under these irumstanes.Contribution: In this dissertation, we provided a feasible solution of detetor arhi-teture for random sparse ISI hannels. A reon�gurable arhiteture was developedin order to swith �exible onnetions on the fator graph in the time-varying ISIhannels. Layered deoding and task resheduling one used in LDPC deoding werealso inorporated to aelerate the iterative proess. All of the tasks are managed bythe ontrol unit implemented as a �nite state mahine (FSM). The proposed dete-tor is implemented using ASIC design in 90 nm CMOS proess and also prototypedon an FPGA.1.4 OutlineThis dissertation is outlined as follows. 8



Chapter 2 reviews the fundamentals of LDPC odes and their deoding algo-rithms that are used throughout this dissertation. Besides standard BP, other de-oding algorithms suh as loosely oupled algorithm, min-sum algorithm and layereddeoding algorithm are also presented.Chapter 3 develops a ultra-high-throughput LDPC deoder arhiteture imple-mentation with parallel layered deoding. We �rst explain how parallel layered de-oding works and then presents how it an help split the ritial path and eliminatethe interonnet network.In Chapter 4, a punturing-based RC LDPC deoder arhiteture that supportsany ode rate 1/2 to 1 is designed and implemented. First we investigate variouspunturing shemes and pik up the optimal one in term of error performane.Then we modify the parallel layered deoding arhiteture developed in Chapter 3by adding a ontrol blok to arry out punturing.Chapter 5 presents a low-omplexity LDPC deoder for CMMB systems. Split-memory arhiteture is proposed to e�iently handle the weight-2 sub-matries. Areon�gurable arhiteture, whih an support dual rate LDPC odes spei�ed inthe CMMB standard, is then onstruted with minimal overhead;Chapter 6 presents VLSI implementation of a BP-based detetor for sparse ISIhannels, suh as underwater aousti hannel. Cahe-like arhiteture is developedby storing only the messages that urrent node interferes with.Chapter 7 draws the onlusion.
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Chapter 2
LDPC Codes and DeodingAlgorithms
In this Chapter, we reviews some fundamentals of LDPC odes, QC LDPC odes andtheir deoding algorithms, inluding standard BP algorithm, min-sum algorithm,loosely oupled algorithm and layered deoding algorithm.2.1 Introdution of LDPC CodesThe LDPC odes an be desribed by a M × N sparse parity hek matrix H, inwhih most of the elements are 0's and only a few are 1's. M denotes the numberof parity hek equations, that is, number of the hek nodes, while N is the bloklength, that is, the number of variable nodes. Fig. 2.1(a) shows a rate-1/2 4Ö8parity hek matrix of a regular (8,4) LDPC ode. In the deoding aspet, a parityhek matrix an be mapped into a bipartite graph, alled the Tanner graph, with allof the variable nodes on one side and hek nodes on another. Loations of the non-zero elements in the H matrix indiate the straight onnetions between variable10
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Figure 2.1: Regular (8,4) LDPC odes: (a) Parity-hek matrix (b) Tanner graphnodes and hek nodes, as illustrated in Fig. 2.1 (b). These onnetions an be alsoonsidered as the messages (CTV messages and VTC messages) transmitting pathswhen deoding using the iterative BP algorithm.2.2 Quasi-Cyli LDPC CodesQC LDPC odes are a speial lass of the LDPC odes with strutured H matrixwhih an be generated from an mb × nb base matrix Hb.
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P0,0 P0,1 · · · P0,nb−1

P1,0 P1,1 · · · P1,nb−1... ... . . . ...
Pmb−1,0 Pmb−1,1 · · · Pmb−1,nb−1



















(2.1)
Eah nonzero element Pi,j in the base matrix is a z × z submatrix that anbe expanded by irularly right-shifting an identity matrix with the shift valuede�ned by Pi,j. The struture of the parity hek matrix makes it onvenient to11



determine the loations of the nonzero elements. Random onnetions betweenCNUs and VNUs now beome well-regulated and easy to handle. Therefore, QC-LDPC odes are welomed by several advaned ommuniation standards, suh as802.11n, 802.15.3 and 802.16e.2.3 Belief Propagation AlgorithmThe BP algorithm provides an e�ient and powerful method to deoding LDPCodes. Standard BP algorithm in [24℄ is usually transformed into logarithmi domainwhere additions an be used instead of the omplex multipliation. Before presentingthe BP algorithm, we �rst make some de�nitions as follows: Let cn denote the n-thbit of a odeword and yn denote the orresponding reeived value from the hannel.Let rmn[k] (qmn[k]) be the CTV (VTC) message from hek node m to variable node
n at the k-th iteration. Let N (m) denote the set of variables that partiipate inhek m and M (n) denote the set of heks that partiipate in variable n. The set
N (m) without variable n is denoted as N (m) \ n and the set M (n) without hek
m is denoted as M (n) \ m.1. Initialization:Under the assumption of equal priori probability, ompute the hannel prob-ability pn (intrinsi information) of the variable node n, by:

pn = log
P (yn | cn = 0)

P (yn | cn = 1)
(2.2)The CTV message rmn is set to be zero.2. Iterative Deoding:At the k-th iteration, for the variable node n, alulate VTC message qmn [k]12



by
qmn [k] = pn +

∑

m′∈{M(n)\m}

rm′n [k − 1] (2.3)Meanwhile, the deoder an make a hard deision by alulating the APP(a-posterior probability) by
Λn [k] = pn +

∑

m′∈M(n)

rm′n [k − 1] (2.4)Deide the n-th bit of the deoded odeword xn = 0 if Λn > 0 and xn = 1otherwise. The deoding proess terminates when the entire odeword x =

[x1, x2, · · · · · · xN ] satisfy all of the M parity hek equations: Hx = 0, or thepreset maximum number of iteration is onsumed.If the deoding proess does not stop, then, alulate the CTV message rmnfor the hek node m, by
rmn [k] =

∏

n′∈{N(m)\n}

sign (qmn′ [k])

×Ψ−1





∑

n′∈{N(m)\n}

Ψ (|qmn′ [k]|)



 (2.5)
Ψ (x) = Ψ−1 (x) = log

1 + e−x

1 − e−x
(2.6)2.4 Min-Sum AlgorithmThe nonlinear log − tanh funtion in the hek node updating step is usually im-plemented by Look-Up Table (LUT), whih seriously inreases the omplexity andoperating lateny of the CNU. In paper [78℄, the author proposed a method to bal-ane the path lateny of CNU and BNU by transferring one of the two log-tanh13



funtions from CNU to BNU. Another e�etive method is to use the min-sum al-gorithm to lower the CNU omplexity by approximating the CTV message with aminimum operation, as shown in (2.7).
rmn [k] =

∏

n′∈{N(m)\n}

sign (qmn′ [k])

×

(

min
n′∈{N(m)\n}

{|qmn′ [k]|} × α

) (2.7)Here, a normalized fator α is introdued to ompensate for the performane lossexiting in the min-sum algorithm without ompensation ompared to BP algorithm[23, 26, 10℄. In this dissertation, α is set to be 0.75.Using the min-sum algorithm, the look-up tables (LUTs) whih implement theintriate non-linear funtion in standard BP algorithm are now replaed by rathersimple omparators, resulting in simpler omputation omplexity of CNU. Besides,storage resoures an also be redued, as only the minimum and seond minimumvalue of all of the VTC messages within a hek node need to be stored.2.5 Loosely Coupled AlgorithmIn the BP algorithm, messages are transmitted between hek nodes and variablenodes iteratively to update eah other. VTC messages are renewed by hannel prob-abilities and CTV messages from the hek nodes. Then, these renewed messagesneed to be passed again to update the VTC messages. Every VTC and CTV messageshould be transmitted immediately after they are renewed along the edges on theTanner graph. This large amount of transmitted messages auses an interonne-tion problem. Large hip area is oupied by interonnetions and an area-e�ientdeoder beomes a hallenge. 14



Loosely oupled algorithm [36℄ was introdued to solve the omplex interonne-tion problem. The deoder does not exhange the CTV and VTC messages betweenthe hek nodes and variable nodes. Instead, it delivers only the hek and variablesummation ∆m and Λn. At a variable node, given the hek summation values ∆m,a VNU would �rst reover individual CTV message rmn and then alulate the nextvariable summation Λn whih will be transmitted to CNUs. As a result, (2.3) and(2.4) an now be modi�ed as:
rmn [k − 1] = (sign (∆m [k − 1]) × sign (qmn [k − 1]))

×Ψ−1 (Ψ (|∆m [k − 1]|) − Ψ (|qmn [k − 1]|)) (2.8)
Λn [k] = pn +

∑

m′∈M(n)

rm′n [k − 1] (2.9)
qmn [k] = pn +

∑

m′∈{M(n)\m}

rm′n [k − 1] (2.10)Similarly, at a hek node, given the variable summation values Λn, a CNU would�rst reover individual VTC message qmn and then alulate the next hek summa-tion ∆mwhih will be transmitted to VNUs. As a result, (2.5) an now be modi�edas:
qmn [k] = Λn [k] − rmn [k − 1] (2.11)

∆m [k] =
∏

n′∈N(m)

sign (qmn′ [k])

×Ψ−1





∑

n′∈N(m)

Ψ (|qmn′ [k]|)



 (2.12)
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rmn [k] =
∏

n′∈{N(m)\n}

sign (qmn′ [k])

×Ψ−1





∑

n′∈{N(m)\n}

Ψ (|qmn′ [k]|)



 (2.13)If the min-sum algorithm is also applied, then we only need to transmit the variablesummation Λn, leading to further simpli�ation in interonnetion omplexity [70℄.2.6 Early Termination StrategyAs presented in the BP algorithm, the deoding proess an be terminated by twogeneral onditions: one is the parity hek equations Hx = 0, another is the atualnumber of iterations exeeds the prede�ned maximum number. For regular LDPCode deoding in paper [85℄, parity hek equations beome easy to verify, beauseevery lok yles the deoded bits from the VNUs are within a same hek and par-ity hek an be ompleted immediately after the deoded bits are deided. However,for irregular odes suh parity hek method would lead to larger hardware resoure,longer deoding lateny and lower deoding throughput, beause extra storage re-soures and lok yles are required to save the hard deision bits and to verify tosee if the parity hek equations are satis�ed.Another onventional termination method is to only set the maximum numberof iterations and stop at the preset number without onsidering if the parity hekequations are satis�ed. The method will have little hurt to the error-orretionperformane of the LDPC odes if the maximum number if su�iently large. Iniruit level design, a simple ounter will be �ne to fully implement this terminationmethod. Thus, less hardware omplexity is employed, ompared with the parityhek equation method. However, the method annot arbitrarily adjust the num-16



ber of iterations and will ause a waste in high SNR hannels suh as wire-lineenvironments where fewer errors our.In order to address the drawbaks of the two existing termination riteria, wepropose a more onvenient and robust �early termination� strategy [66℄ to balanethe throughput requirements and hardware usage. The early termination strategyan not only dynamially adjust the number of iterations when dealing with om-muniation hannels of di�erent SNRs, but also be su�ient for the low-ost andlow-power hardware implementation.The pivot of the early termination strategy lies in that hard deisions fromprevious iteration are stored and ompared with newly generated hard deisions. Ifall of the deoded bits at urrent iteration are idential with those of the previousiteration, then the deoder indiates a suessful deoding of urrent odeword andjumps out of the iterative proess. Otherwise, the deoding proess would ontinueuntil two suessive hard deisions beome the same or the maximum number ofiterations is satis�ed. As indiated in [66℄, for the LDPC ode used in this paper,we only need to hek 1152 information bits instead of 2304 bits, beause it is arate-1/2 systemati linear blok ode.Fig. 2.2 shows the hardware arhiteture of the early termination strategy. Itmainly onsists of XOR gates, OR gates and registers whih are used to save thehard deisions. At every iteration yle, hard deisions of previous iteration areretrieved from registers and XORed with urrent deisions to generate an arrayof intermediate signals same_diff . Then eah bits of the same_diff signal areORed to generate the flag signal. A high-level flag signal indiates di�erene ofhard deisions between the two suessive iterations and then the deoding proesswill ontinue if the prede�ned number of iteration is not satis�ed. Otherwise, a low-level flag signal tells identity of the two suessive hard deisions and the proess17



�������� ���� 	

�� ����
�������� ������������ ��

���� ��� !"#! $$%&
$$%&$$%& $$%& '()*+ ,-..

./(0Figure 2.2: Implementation of early termination strategywill stop.2.7 Layered Deoding AlgorithmIn BP algorithm [24℄, the two-phase mutual messages, namely VTC messages qmnand CTV messages rmn, are updated by separate proessing units and passed to eahother iteratively. qmn updates will not start until all of the rmn are prepared and vieversa. In horizontal layered deoding, the CTV message from the urrent layer willbe passed vertially to all other unproessed layers that belong to the same variablenode. In eah iteration, the horizontal layers are proessed sequentially from thetop to the bottom layer.As an example, the H matrix of rate-1/2 LDPC ode from 802.16e standard isquasi-yli, whih onsists of sub-matries that are generated by irularly shiftingan identity matrix, as shown in Fig. 2.3. Suh struture is well suited for horizontallayered deoding as eah sub-matrix has the olumn weight of one and we an treateah row of the base matrix as a layer. Message passing �ow of layered deoding forthe seleted H matrix is illustrated in Fig. 2.4.18
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Figure 2.3: Parity-hek matrix for the seleted rate-1/2 LDPC ode in 802.16estandard.
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Figure 2.4: Message passing �ow in horizontal layered deoding.
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Loosely oupled algorithm is also adopted in this work to redue the interon-netion omplexity. As illustrated in Fig. 2.5, at the j-th layer, the VTC mes-sages are �rst reovered from the variable summations Λn and the CTV messagefrom memories, as in (6). At the output of CNUj, the updated CTV messages
{

rj,nj
| nj ∈ N (j)

} in (7) are stored bak to the CTV memories. Variable summa-tion {Λnj
| nj ∈ N (j)

} are renewed as in (8) and sent bak to the APP memory.The entire �ow an be expressed as follows:
qj,nj

= Λnj
− rj,nj

(2.14)
rj,nj

=





∏

n′

j∈{N(j)\nj}

sign
(

qj,n′

j

)





×

(

min
n′

j∈{N(j)\nj}

{∣

∣qj,nj

∣

∣

}

× α

) (2.15)
Λnj

= qj,nj
+ rj,nj

(2.16)Compared with onventional layered deoding algorithm, it an be observedthat loosely oupled algorithm does not require variable node operations. In otherwords, VNUs an be eliminated sine their main funtion of updating the variablesummations Λn an be done by CNUs using VTC messages rj,nj
[k] from previouslayers, as indiated in (2.16).
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Chapter 3
High-Throughput LDPC DeoderArhiteture with Parallel LayeredDeoding
3.1 High Throughput StrategiesWith the inreasing demand for high-data-rate wireless appliations, many reentommuniation systems employ ultra-high throughput hannel odes to math thedata-rate requirements. For example, 802.15.3 standard is targeted for the datarate of multi-giga bits per seond (Gbps), thus LDPC odes are preferred omparedwith onvolutional odes and Turbo odes. However, it is a great hallenge to designa high-through LDPC deoder due to the omplexity of deoding algorithm. SineQC-LDPC odes are inreasingly popular in emerging ommuniation standards, wefous on the design and arhiteture of QC-LDPC deoder in this paper.

22



The throughput of an LDPC deoder an be alulated as
Throughput =

Freq × Block Length

Cycles per Iter × Num of Iter
(3.1)Therefore, three strategies an be attempted in order to improve the throughput:reduing the number of iterations required for onvergene, reduing the deod-ing lateny per iteration and improving the operating frequeny. Correspondingly,three arhiteture-aware shemes are studied in this paper, inluding layered de-oding algorithm, parallel layered deoding arhiteture, and ritial path splittingtehnique.First, layered deoding algorithm is adopted to redue the required number ofiterations by a fator of two for any given SNR, ompared with the standard BPalgorithm. Hene, the deoding throughput is supposed to be doubled withoutany bit error performane loss. Generally, there are two layered deoding methods:horizontal layered deoding [51, 33, 45, 9, 25, 28℄ and vertial layered deoding[82℄. It has been proved these two methods are theoretially equivalent and bothan onverge twie as fast as the BP algorithm [65℄. In this paper, we employthe horizontal layered deoding strategy beause it is favorable for the min-sumalgorithm.Seondly, we propose a novel sheme namely parallel layered deoding arhi-teture that enables onurrent proessing among all layers. In traditional layereddeoding arhiteture, the layers are proessed sequentially whih leads to longer de-oding lateny per iteration [33℄. In parallel layered deoding arhiteture, preiselysheduled message passing among di�erent layers guarantees that all updated mes-sages are passed to their designated loations in onneted layers. The parity-hekmatrix optimization proedure adds spei� o�sets to eah layer (row) in the base23



parity hek matrix, making the idle time intervals between onneted layers su�-iently large for message passing. Moreover, parallel layered deoding arhiteturesupports the deoding arhiteture in whih hek node updates unit (CNU) andvariable node updates unit (VNU) are ombined into a single funtional unit. Thus,no extra lok yles are needed to omplete the variable node update as they havebeen merged into the CNU. As a result, the number of lok yles per iterationin parallel layered deoding arhiteture an be redued by 75% ompared with theexisting arhitetures.Finally, the tehnique of reduing ritial path delay is proposed to improve theoperating frequeny at iruit-level. The ombination of CNU and VNU results along ritial path in the deoder implementation [66℄, whih limits the maximumlok speed. Fortunately, there are idle time intervals among di�erent layers whihallows the iterative messages to be proessed and passed to the next layer withinseveral lok yles. Therefore, we an insert registers to split the CNU (inludingthe VNU) into several pipelined stages. Consequently, the ritial path is split intomultiple stages and the lok speed an be improved dramatially, on onditionthat the number of stages does not exeed the idle time intervals. In pratie, thisritial path splitting method an inrease the maximum frequeny of the deoderby a fator of 3 or higher.To demonstrate the aforementioned three tehniques, a rate-1/2 2304-bit QC-LDPC ode is seleted from 802.16e standard as a ase study. In addition, existingtehniques suh as min-sum algorithm and loosely oupled algorithm are also em-ployed to simplify deoding omplexity and to redue the hip area of the deoderdesign.
24



3.2 Parallel Layered Deoding ArhitetureAs disussed above, the essential reason that layered deoding algorithm an reduethe number of iterations is that the latest extrinsi messages are passed to andemployed by the subsequent layers within the urrent iteration. Therefore, layereddeoding requires layers to be proessed sequentially, whih results a large deodinglateny per iteration. A method of inreasing parallelism inside a layer is proposedin [51, 45℄, but all layers are still proessed in series. Although deoding throughputan be improved, this method introdues rossbar-based interonnetion networksthat inrease the hardware omplexity.Motivated by the partly parallel mehanism mentioned in [85℄, we propose theparallel layered deoding arhiteture that allows all layers to be proessed onur-rently. Eah layer generates and sends updated messages and at the same time italso reeives the updated messages from other layers. Unlike the method proposedin [51, 45℄, parallel layered deoding arhiteture uses parallel proessing among alllayers and serial proessing within eah layer. Detailed message proessing �ow atthe j-th layer (CNU) an be summarized as1. Feth the orresponding variable summations {Λnj
| nj ∈ N (j)

} from theAPP memory and CTV messages {rj,nj
| nj ∈ N (j)

} from loal CTV memory.2. Calulate the VTC messages {qj,nj
| nj ∈ N (j)

} in the same row using (2.14).3. Calulate horizontally to obtain new CTV messages {rj,nj
| nj ∈ N (j)

}, as in(2.15).4. Immediately update the variable summations {Λnj
| nj ∈ N (j)

} using (2.16).5. Deliver the new variable summation Λnj
to the same loation at another layer.25
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Hereby, we explain how to pass Λnj
messages in parallel layered deoding arhi-teture. Instead of passing Λnj

to all unproessed layers as in onventional layereddeoding, parallel layered deoding arhiteture only sends Λnj
to the layer thatwill use it next. Let us take the �rst olumn of the H base matrix as an example.None-zero entries are at the 4th, 9th and 12th layer whose permutation numbersare 61, 12 and 43, respetively. Now we suppose that at yle 0 eah of these threeorresponding CNUs starts to proess from the �rst row of the sub-matrix, orre-sponding to the 62th, 13th and 44th olumn indies. In general, orresponding rowand olumn indies of the entry being proessed at yle l an be alulated as

rindex = l (3.2)
cindex = mod (l + 1 + s (i, j) , 96) (3.3)In Fig. 3.1, it illustrates the message passing routes in parallel layered deodingarhiteture using the the �rst olumn of the parity hek matrix in Fig. 1 as anexample. The operation sequene in time of these three layers is desribed as thefollowing:1. At yle 0, CNUs at layers 4, 9 and12 start to proess simultaneously fromrow 1 of eah sub-matrix, orresponding to olumn 62, olumn 13 and olumn

44 aording to (3.3).2. At yle 18, all three layers are proessing at row 19, orresponding to olumn
80 (in layer 4), olumn 31 (in layer 9) and olumn 62 (in layer 12). Layer 12alls for the latest summation message of olumn 62 whih has already beenupdated by layer 4. Therefore, the updated variable summations at layer 4should be sent to layer 12 (Layer 4 →Layer 12).27
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at least 5. It means eah layer needs to read, update, store and pass the message tothe next onneted layer with 5 lok yles. The detail steps for the proessing ina layer are shown in in Fig. 3.4. In other words, eah CNU has a period of 4 ylesto omplete the task of reading old message and update new message, as indiatedin (2.14) to (2.16). The message passing rule remains the same, exept that theupdated permutation values should be used to determine the onnetions in PLDA.From Fig. 3.3, we an see that the row weight of eah layer is either 6 or 7, whihrequires 6 or 7 messages to be ompared in the CNU. Combined with other ne-essary funtions suh as adding, rounding and memory read/write, CNU beomesthe ritial path that limits the maximum operating frequeny of the deoder. Tak-ing advantage of the 4-yle time intervals, we an split the ritial path of CNUinto 4 pipelined stages by inserting 3 levels of registers. An optimal splitting yieldsbalaned delays among the pipeline stages. The implementation of ritial pathsplitting will be given in Setion 3.4.2.3.4 Proposed Deoder ArhitetureIn order to prove the onept of our proposed parallel layered deoding arhitetureand high-throughput strategies, a rate-1/2 2304-bit QC-LDPC ode seleted from802.16e standard is designed based on the o�set-modi�ed H matrix. The size ofeah sub-matrix is hosen to be 96 × 96. Before onstruting the funtional unitsof the deoder, we �rst perform �xed-point analysis to quantize the word-length ofmessages. In fat, word-length quantization is a tradeo� between memory resouresand bit-error-rate performane. Fig. 3.5 shows the BER performane of the seletedrate-1/2 LDPC ode using message word-length (3, 2). As demonstrated in [?℄, 5bits (3 bits for the integer part and 2 bits for the frational part) are adequate30
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Figure 3.5: BER performane omparison of di�erent deoding algorithms.for representing the absolute values of the extrinsi messages. Considering oneadditional sign bit, we hoose 6 bits �xed-point representation for messages in thisimplementation.3.4.1 Overall Deoder ArhitetureThe overall arhiteture of the QC-LDPC deoder is shown in Fig. 3.6. It onsistsof hek node proessing units (CNUs), APP memory banks, CTV memory banksand hard-deision units. The entire H matrix is divided into 12 layers and eahlayer employs a dediated CNU. APP memory banks and CTV memory banksare used to store variable summations and CTV messages. Eah non-zero sub-matrix orresponds to one APP memory unit and one CTV memory unit. In layereddeoding, eah APP memory exports a summation message to the CNU and importsa new summation message from the CNU of another layer. Similarly, eah CTVmemory exports a CTV message to the CNU and imports a new CTV messagefrom the same CNU for eah layer. As a result, single-port memories that support31
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onurrent read and write operations are used in the design. Sine there are 76 sub-matries in total, the APP memory bank and the CTV memory bank eah onsistsof 76 small single-port memory units.Eah layer in the parallel layered deoding arhiteture orresponds to 6 or 7APP memory units, whih means that the updated variable summations of the j-th layer Λj,nj
will be delivered to APP memory units in other layers based on themessage passing sheme desribed in Setion ?? and Fig. 3.2. Therefore, thesevariable summations are passed to their destinations through �xed onnetion wiresinstead of rossbar-based networks.3.4.2 Pipelined Arhiteture for CNUFor hek node update, eah layer employs a CNU to perform a series of funtionsinluding subtration, omparison and addition. Consequently, the CNU beomesthe longest delay path in timing. In min-sum algorithm, a CNU needs to ompare

6 or 7 numbers to �nd the minimum value and its loation as well as the seondminimum value. Thus, the omparator beomes a key omponent in a CNU. A
2-input omparator onsists of an adder and a multiplexer. A 3-input ompara-tor an be implemented with three adders, �ve multiplexers and some basi logigates. Based on omparison units of 2-input and 3-input omparators, 6-input or 7-input omparator an be onstruted by ombining three levels of 2-input or 3-inputomparators, as shown in Fig. 3.7.Fig. 3.7 shows detailed arhiteture of CNU and its funtional blok inside. Thesubtrator and adder bloks ful�ll the funtions de�ned in (2.14) and (2.16), respe-tively. Two quantizers are inserted to prevent the CTV and variable summationsfrom over�ow during omputation. The abs blok alulates the absolute valuesof VTC messages and the ompare & selet blok determines the values of CTV33
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Figure 3.8: Register alloation in eah setion of the hard deisions.messages.As explained in Setion 3.3, in order to redue the ritial path delay and improvelok speed, a CNU an be split into 4 pipelined stages by inserting 3 set of registers.Registers are arefully inserted suh that all 4 pipeline stages have approximatelythe same delay, sine maximum frequeny is determined by the longest delay path.Delays of eah funtional unit and the pipeline stages are also shown in Fig. 3.7.3.4.3 Deision UnitsThe output bits of the LDPC deoder are deided by the signs of the variable sum-mations. In traditional horizontal layered deoding, deisions an be made duringthe variable node proessing at the bottom layer. Parallel layered deoding arhi-teture operates in a slightly di�erent way in whih every layer generates variablesummations during eah iteration, as CNUs in di�erent layers are working onur-35



rently. As illustrated in Fig. 3.8, let us take the �rst olumn of the modi�ed H basematrix with o�set as an example. CNU 4, CNU 9 and CNU 12 start to operatefrom row 13, row 1 and row 81, respetively, as de�ned by the o�set values shownin Fig. 3.3, whih orrespond to olumn 74, olumn 13 and olumn 28, respetively.Aording to the message passing rule derived in Setion 3.4.2, variable summationspassing routes of the �rst olumn is Layer 4→Layer 12→Layer 9→Layer 4, alsoshown in Fig. 3.8. After ompletion of eah iteration, the �nal variable summationsfor olumns 13 through 27 are stored at layer 12. Variable summations for olumns
28 through 73 are stored at layer 4. Similarly, variable summations for olumn 74through 12 are stored at layer 9. Therefore, the hard deision bits for olumns 1through 96 are stored in the memories distributed in 3 di�erent layers.In this design, we employ a onvenient and robust �early termination� strategy,similar to [64, 66℄. The pivot of the early termination strategy lies in that the harddeision bits from previous iteration are stored and ompared with the deision bitsfrom urrent iteration. If all deoded bits are idential, then the deoder indiatessuessful deoding of a odeword and the iterative deoding terminates. Otherwise,the deoding proess ontinues until the maximum number of iterations is reahed.3.5 Implementation ResultsIn order to evaluate the performane of our proposed parallel layered deoding ar-hiteture, we implement a rate-1/2 2304-bit QC-LDPC deoder in TSMC 90nm
1.0V CMOS tehnology with 8-layer metals. We omplete synthesis and ore areaplae and route using Synopsys tools.Implementation results show that the deoder an operate at a maximum fre-queny of 950MHz after synthesis, orresponding to 2.2Gbps deoding throughput36



Figure 3.9: Layout of the deoder ore area.using 10 iterations. A total of 152 single-port memory units eah with size of 96×6bits (inluding one sign bit for eah message) are employed, whih sums up to
87, 752 bits of memory use and oupies more than 75% of the ore area. Parallellayered deoding arhiteture only needs (p + 3)×Iter lok yles for the deodingproess and p is the size of the sub-matrix. In [66℄ and [70℄, this number rises to
p × (4 × Iter + 1) and p × (5 × Iter) + 12, respetively. Hene, under the samenumber of iterations, parallel layered deoding arhiteture ould redue the deod-ing lateny by approximately 75%. Moreover, the implementation results show thatthe maximum operating frequenies with and without ritial path splitting methodare 950MHz and 305MHz, respetively, whih demonstrates an improvement of thedeoder speed by a fator of 3. Combined with layered deoding algorithm thatdoubles the onvergene speed, our proposed arhiteture an signi�antly improvethe throughput of the QC-LDPC deoder up to multi-Gbps.Fig. 3.9 shows the layout view of the deoder ore area of 1.8mm × 1.6mmand the logi density of 70%. The design does not have a rossbar interonnetionnetwork, sine parallel layered deoding arhiteture employs �xed message passingpaths Single-port memories are generated by Synopsys DesignWare tool and thus37



Table 3.1: Overall omparison between proposed deoder and other existing LDPC deoders.C. Liu [45℄ X. Shih [66℄ T. Brak [9℄ G. Gentile [25℄ Y. Ueng [70℄ M. Karkooti [?℄ Proposed DeoderCode Length 576~2304 576~2304 576~2304 576~2304 2304 1944 2304Frequeny 150MHz 83.3MHz 333MHz 400MHz 200MHz 412MHz 950MHzIterations 20 2~8 10, 15 15 4.6 (average) 15 10Throughput 105Mbps 60~220Mbps 133-928Mbps 128-746Mbps 106Mbps 736MHz 2.2GbpsTehnology 90nm 130nm 130nm 65nm 180nm 130nm 90nmArea 6.25mm2 8.29mm2 3.83mm2 0.59mm2 - 2.4mm2 2.9mm2Power 264mW 52mW - - - 502mW 870mW
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�attened during synthesis and plae and route design �ow. The ore area of thedeoder is 2.9mm2 and the estimated power onsumption is 870 mW.Table 3.1 shows the deoder implementation results ompared with the existingQC-LDPC deoders. Note that the throughput values from [9, 25℄ are realulatedbased on the deoded bits for fair omparison to other implementations listed in Ta-ble 3.1. We show that the proposed deoder an ahieve higher deoding throughputwith omparable or smaller hip area. The deoder onsumes more power mainlydue to its high operating frequeny.3.6 SummaryLDPC odes are widely used in reent ommuniation systems due to their superiorerror-orretion performane. In this hapter, we proposed a new arhiteture toimprove the throughput of QC-LDPC deoders. With parallel layered deoding ar-hiteture and ritial path splitting tehnique, the deoder implementation, whihuses TSMC 90nm tehnology, an ahieve 2.2 Gbps deoding throughput for seletedrate-1/2 irregular QC-LDPC odes. In addition, min-sum and loosely oupled algo-rithms are employed for area e�ieny and the ore size is 2.9mm2. The proposedparallel layered deoding arhiteture is suitable for the near-apaity hannel odesand to meet the inreasing demand of high data rate ommuniation systems.
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Chapter 4
High-Throughput Rate-CompatibleLDPC Deoder Arhiteture
4.1 IntrodutionReently, there is a growing interest in rate-ompatible (RC) LDPC odes and theirappliations. On time-varying hannels, it is desirable to adjust the FEC ode rateaording to the hannel state information (CSI). Rate ompatibility is also de-sirable for ommuniations in the type-II hybrid automati-repeat-request (ARQ)protools [42℄. The onept of RC LDPC odes was �rst proposed in [32, 30, 31℄ bypunturing the parity bits of a low-rate randomly onstruted LDPC ode (alledthe mother ode). The puntured odes showed good error performane, but theompliated punturing algorithm and large blok size were not pratial for hard-ware implementation. Later, �nite-length punturing patterns were proposed in [29℄by introduing the de�nition of k-step reovery (k-SR) variable node. Based on the
k-SR theory, several studies were presented on punturing shemes for QC LDPCodes with dual-diagonal parity struture [13, 58℄. Nevertheless, the hardware design40



of RC LDPC deoder has not yet been well studied.From the hardware implementation prospetive, there are many existing researhwork on VLSI implementation of LDPC deoders for single-rate odes [85, 12, 51,86, 77, 17, 16℄ and multi-rate odes [52, 44, 81, 68, 84, 46, 66℄. With the inreasingdemand for high-data-rate wireless appliations, high-throughput LDPC deoderarhitetures are in need. In our previous work presented in Chapter 3 (also see[83℄), we proposed a parallel layered deoding arhiteture that an provide up to 1Gbps input throughput owing to the onurrent proessing of all layers and the splitritial path resulting muh faster lok speed. However, the parallel layered de-oding arhiteture has a major drawbak. Beause it uses �xed onnetions amonglayers, the ustom designed deoder only �ts one spei� ode. That provides themotivation for us to ondut further researh to solve the �exibility problem.In this paper, we investigate the punturing shemes for rate-ompatible LDPCodes and their hardware implementations. For QC LDPC odes with dual-diagonalparity struture, an e�ient punturing sheme is seleted whih inludes the weight-3 vertial sub-matrix in the punturing blok. As a ase study using the rate-1/2WiMax LDPC ode, we show that the seleted punturing sheme results in thebit-error-rate (BER) performane degradation of less than 0.2dB ompared withdediated WiMax odes at four di�erent ode rates. Subsequently, we inorporatethe punturing sheme into the parallel-layered-deoding based arhiteture for thedesign of a RC LDPC deoder. The deoder is implemented in CMOS 90 nm proessand an ahieve an input throughput of 975 Mbps at 10 iterations. It supports anyarbitrary rates between rate of the mother ode and 1.The rest of this hapter is organized as follows. Setion 4.2 introdues the bak-ground of RC LDPC odes and a omparison of di�erent punturing shemes. Thehigh-throughput RC LDPC deoder arhiteture is presented in Setion 4.3. Se-41



tion 4.4 gives the implementation results by omparing with some existing WiMaxLDPC deoders, followed by summary and future work in Setion 4.5.4.2 Punturing Shemes for Rate-Compatible LDPCCodes4.2.1 Quasi-Cyli LDPC Codes with Dual-Diagonal ParityStrutureAs introdued in Setion 2.2, QC LDPC odes are a speial lass of struturedLDPC odes whih are well suited for hardware implementation. In [56℄, a speiallass of systemati odes is de�ned based on QC LDPC odes. The base matrix
Hb an be partitioned into two parts, the systemati bits matrix Hs on the left andthe parity bits matrix Hp on the right, suh that Hb =

[

(Hs)mb×kb

...(Hp)mb×mb

],where kb = nb −mb. The parity bits matrix Hp an be further partitioned into twosetions: the left most olumn Ho is a weigh-3 matrix and the remaining olumns
Hd is a dual-diagonal matrix.

Hp =

Ho Hd
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We refer suh struture as �dual-diagonal parity struture�. The original purposeof this struture as in [56℄ was intended for fast enoding beause it guaranteeslinear time enoding e�ieny. Consequently, the dual-diagonal parity struturehas been adopted in many LDPC odes inluding those in the WiMax standard[4℄. In WiMax odes, the seondary diagonal elements Pb1
,Pb2

, · · ·Pbm
b
−1

are alsoidentity matries. Then the onnetions between the parity bit nodes and the hekbit nodes beome zigzag edges. In this paper, we fous on the punturing shemesand deoder design for rate-ompatible LDPC odes with suh dual-diagonal paritystrutures.4.2.2 Rate-Compatible LDPC CodesRate ompatibility an be ahieved by punturing the parity bits of the mother ode.If belief-propagation (BP) algorithm [24℄ is employed for deoding, punturing anbe arried out by simply setting the log-likelihood ratios (LLRs) of the punturedbits to zeros (in logarithmi domain). Several punturing shemes have been pro-posed for randomly onstruted LDPC odes [32, 30, 31℄ and for short-length LDPCodes [29℄. The puntured odes, though at di�erent ode rates, are originated fromthe same mother ode. Therefore, only one enoder and deoder is needed.A major advantage of using rate-ompatible odes is to redue the storage mem-ory. For instane, the WiMax standard lists six di�erent LDPC odes for four dif-ferent rates (1/2,2/3A,2/3B,3/4A,3/4B,5/6). A typial WiMax LDPC enoder/deoderdesign [9, 25, 66, 45℄ must store the parity-hek matries of all six odes. Inaddition, it also requires a ompliated swithing network that an hange the on-netions among VNUs and CNUs for eah di�erent ode. Rate-ompatible odesavoid the storage overhead as well as the potential lateny problem aused by thelarge swithing network. In ommuniation systems, rate-ompatible odes are also43
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Figure 4.1: Desription of 1-SR node and k -SR node.suitable for the hybrid ARQ protools [42℄, beause the transmitter an add redun-danies progressively by punturing the mother ode based on the CSI.Sine rate-ompatible odes have many advantages listed above, a prominentquestion is: an they provide omparable error performane with the unpunturedodes? For fair omparison, the unpuntured odes are referred to dediated odeswith the same length of the puntured odes. Before presenting the detail punturingshemes, we �rst introdue the de�nition of the k-SR variable node [29℄.A puntured variable node v is alled 1-step reoverable (1-SR) if there is at leastone onneted hek node c, alled survived hek node, suh that all other variablenodes onneted to c are not puntured exept for v. It is alled 1-SR beause suh apuntured variable node an be reovered in one iteration on binary erasure hannel44



(BEC). An example of 1-SR node is shown in Fig. 4.1(a). The puntured variablenode v1 is onneted to two hek nodes, i.e. node c1 and c3. One of these twohek nodes, node c1, has four neighboring variable nodes, namely v1, v2, v6 and
v7. Exept for node v1, all other variable nodes, v2, v6 and v7, are not puntured.Therefore, variable node v1 is alled 1-SR node.The de�nition of k-SR node an be extended from 1-SR node suh that at leastone onneted hek node c, alled the survived hek node, ontains one or more
(k − 1)-SR variable nodes while others are m-SR node, where 0 ≤ m < k − 1 [29℄.On BEC, a k-SR node an be reovered in kth iteration. Obviously, a k1-SR nodeis more reliable than a k2-SR node if k1 < k2. An illustration of k-SR node is shownin Fig. 4.1(b).4.2.3 Seleted Punturing ShemeSine a k1-SR node is more reliable than a k2-SR node if k1 < k2, we �rst maximizethe size of the 1-SR group G1 in order to minimize the error performane loss ofthe puntured odes. Then we try to maximize the size of the 2-SR group G2, andso on. In other words, for the groups {G1, G2 · · ·Gn} the puntured sheme willpunture the low indexed group �rst.The punturing proedure an be divided into two steps: (1) the puntured blokseletion and (2) the puntured bits seletion inside a blok.First, we will investigate how to selet puntured bloks. As an example, wepresent an e�ient punturing sheme by punturing the rate-1/2 2304-bit motherode from WiMax standard [4℄, as shown in Fig. 4.2. It inludes 1152 parity bitswhih are partitioned into 12 bloks with the blok size of 96 bits. Due to the zigzagpattern of the parity struture, the grouping of k-SR node beomes easy to handle[13℄. For example, if a rate-2/3 LDPC ode is obtained by punturing the mother45
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Table 4.1: Three punturing shemes for ahieving rate 2/3 from rate 1/2 motherode Sheme 1 Sheme 2 Sheme 3PBI SC PBI SC PBI SC1 2 0 1 0 23 2 1 1 2 25 2 3 1 4 27 2 4 1 6 19 2 6 1 8 211 2 7 1 10 2Total SC 12 6 11
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Table 4.2: Index of puntured bloks at di�erent desired ratesNum Rate Pun Bits Pun Blk Idx (PBI) Surv Blk Idx (SBI)1 1/2 - 12/23 1 - 96 0 0,1,2,3,4,5,6,7,8,9,10,112 12/23 - 6/11 97 - 192 0, 10 1,2,3,4,5,6,7,8,9,10,113 6/11 - 4/7 193 - 288 0 2, 10 1,3,4,5,6,7,8,9,10,114 4/7 - 3/5 289 - 384 0,2,8,10 1,3,4,5,6,7,9,10,115 3/5 - 12/19 385 - 480 0,2,4,8,10 1,3,5,6,7,9,10,116 12/19 - 2/3 481 - 576 0,2,4,6,8,10 1,3,5,7,9,10,117 2/3 - 12/17 577 - 672 0,2,4,6,8,9,10 1,3,5,7,9,118 12/17 - 3/4 673 - 768 0,1,2,4,6,8,9,10 1,3,5,7,119 3/4 - 4/5 769 - 864 0,1,2,4,5,6,8,9,10 3,5,7,1110 4/5 - 6/7 865 - 960 0,1,2,4,5,6,7,8,9,10 3,7,1111 6/7 - 12/13 961 - 1056 0,1,2,3,4,5,6,7,8,9,10 3,1112 12/13 - 1 1057 - 1152 0,1,2,3,4,5,6,7,8,9,10,11 11formation during the deoding iterations. Thus, punturing the weight-3 blok asin sheme 3 is reommended. Table 4.2 shows the seleted punturing sheme when1, 2, . . . 12 bloks are puntured, whih orresponds to a group of ode rates of12/23, 12/22, . . . 12/12. Here we name this group of rates as �blok rate�.If the desired rate is between two onseutive blok rates, we an punture ablok partially by taking some bits out of a blok. In �Pun Blk Idx (PBI)� olumnof Table 4.2, the normal numbers indiate the entire bloks are puntured and anitali number indiates the designated blok whih may be puntured partially ifneeded. The puntured bits within that blok are seleted based on the followingproedure [58℄. In order to disperse the puntured bits within a blok, a speialsequene uz is generated reursively from u1 as in (4.2) through (4.3) and (4.4),where z is the size of the submatrix.
u1 = {0} , (4.2)

48



u2k = {uk (0) , uk (0) + k, uk (1) , uk (1) + k, · · · ,

uk (k − 1) , uk (k − 1) + k} , (4.3)
u2k+1 = {k, uk (0) , uk (0) + k + 1, · · · ,

u (k − 1) , uk (k − 1) + k + 1} , (4.4)Next, the atual puntured bit sequene u′
z is adjusted from uz based on the val-ues of b0, l and q using (4.5), where l is the row number of Pp, b0 is the permutationvalue of Pb0 and q is the permutation value of Pq in the weight-3 submatrix Hofrom (4.1). For the seleted rate-1/2 WiMax ode, z = 96, q = 7 and l = 6.

u′
z =











mod (b0uz, z) (if PBI ≤ l)

mod ((z − q) uz, z) (if PBI > l)
(4.5)Note that u′

z is a sequene with length of z, and eah element u′
z(i), i = 0, 1, ..., z−1,indiates the olumn index of the bit to be puntured within the blok. In pratie,the sequene is omputed and stored in a LUT. As soon as the number of punturedbits is alulated from the given rate, the indies for the puntured bloks and thebits of the partially puntured blok an be looked up instantly. More details willbe disussed in the deoder implementation.
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4.3 High-Throughput Rate-Compatible LDPC De-oder Arhiteture4.3.1 Summary of the Parallel Layered Deoding Arhite-tureLDPC odes an be e�etively deoded using belief-propagation (BP) algorithm [24℄.Two phases of messages, hek-to-variable (CTV) messages and variable-to-hek(VTC) messages, are transmitted along the edges of Tanner graph to update eahother iteratively. Min-sum algorithm and modi�ed min-sum algorithm [23, 26, 10℄have been introdued to redue the omplexity of CTV message updating.Layered deoding algorithm [51, 9, 25, 45, 33, 28℄ has been adopted to redue thenumber of iterations by a fator of two, ompared with the standard BP algorithm.Hene, the deoding throughput an be improved without any bit error performaneloss. In BP algorithm, VTC updates do not start until all of the CTV messages arereeived and vie verse. In horizontal layered deoding algorithm, the updated CTVmessages from the urrent layer are passed vertially to all layers below for the samevariable node. In eah iteration, the horizontal layers are proessed sequentially fromthe top to the bottom layers.The overall deoding proedure for a m × n parity hek matrix with min-sumand layered deoding algorithm is summarized as follows:
qj,nj

[k] = Λnj
[k] − rj,nj

[k] (nj ∈ N (j)) (4.6)
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∏
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[k]
∣
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}

× α

) (4.7)
Λnj

[k] = qj,nj
[k] + rj,nj

[k] (4.8)The details about layer deoding algorithm an be referred to [51, 9, 25, 45, 33,28℄. However, traditional layered deoding algorithm proesses layers in sequentialorder, whih results in a large deoding lateny per iteration. A method of inreasingparallelism inside a layer is proposed in [51, 45℄, but all layers are still proessedin series. Although deoding throughput an be improved, this method introduesrossbar-based interonnetion networks that inrease the hardware omplexity.In Chapter 3 (also see [83℄), a parallel layered deoding arhiteture was proposedwhih allows all layers to be proessed in parallel. Eah layer has an individual CNUwhih generates and sends updated messages and at the same time also reeivesthe updated messages from other layers. Unlike the method proposed in [51, 45℄,parallel layered deoding arhiteture uses parallel proessing among all layers andserial proessing within eah layer. In parallel layered deoding, the message passingroutes among layers are based on their permutation values as in the parity-hekmatrix. Fig. 3.3 shows the values in the parity hek of the rate 1/2 WiMax odes.For eah vertial blok, we �rst sort the permutation values of all layers in desendingorder. Subsequently, we designate eah layer to pass its message to another layerwhih has the next smaller permutation value in the same olumn. Finally, thelayer with the smallest permutation value loops bak and onnets to the layer withthe largest value. This message passing sheme guarantees the updated messages51



among all layered are proessed progressively within eah iteration. This designatedmessage passing sheme works well, beause the rows within eah layer are proessedsequentially and the updated messages are passed only to the layer who is going toproess the same olumn next.It is worth mentioning that we have tentatively added an o�set to the permuta-tion values for eah layers as in Fig. 3.3, whih is equivalent to show that the CNUsstart to proess from di�erent rows (instead of already start from row 1). From thedeoding prospetive, hanging the proessing order in eah layer does not a�etthe performane nor throughput of a deoder. In fat, the o�set values are arefullyseleted suh that the di�erene of the modi�ed permutation values between anytwo layers is at least 5. It means that eah layer (or CNU) has a time span of 5lok yles to read, update, store and then pass the message to the next onnetedlayer. The main advantage is that we an design the CNUs, whih are usually theritial path in deoder design, into 5-stage pipeline arhiteture. This is alledritial path splitting tehnique in 3, whih redue the lateny of the ritial pathand thus improve the lok speed and deoding throughput.The major issue of the aforementioned parallel layered deoding arhiteture isthat the onurrent message passing routes among all layers are �xed and optimizedfor the spei� ode. As mentioned in Setion 4.1, rate ompatible LDPC odesor at least multiple rates are desirable for ommuniation systems on time-varyinghannels. Thus, we investigate various punturing shemes and inorporate the rateompatibility into parallel layered deoding arhiteture to provide the muh needed�exibility, without sari�ing its advantage of high throughput.
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4.3.2 RC LDPC Deoder DesignThe overall arhiteture of the RC LDPC deoder is shown in Fig. 4.4. It onsists ofCNUs, LLR initialization blok, APP memory banks, CTV memory banks and bitdeision units. It is similar to a regular PLDA design exept for the initializationof the APP memory. Using the rate-1/2 WiMax ode as an example, the entire
Hb matrix is divided into 12 layers and eah layer has a dediated CNU. APPmemory banks and CTV memory banks are used to store APP messages and CTVmessages. Eah nonzero elements in the base parity hek matrix orresponds toone APP memory unit and one CTV memory unit. Eah APP memory exportsAPP messages to the CNU and eah CTV memory also exports CTV messagesto the CNU. The CNU �rst alulates the VTC messages (as indiated in (4.6)),then alulate the updated set of CTV and APP messages (as indiated in (4.7)and (4.8)), and �nally imports updated CTV message to CTV memory banks andupdated APP messages to APP memory banks. Therefore, the CNU beomes theritial path of the PLDA whih limits the maximum frequeny.However, as indiated in Setion 4.3.1, an interval of 5 lok yles is availablefor the APP message passing from one layer to another if o�set-modi�ed parity-hek matrix in Fig. 3.3 is used. Considering the memory writing operation whihwill ost one lok yle, a split CNU with 4 pipeline stages an be designed byinserting some registers to the original CNU, bringing in redued ritial path delayand improved maximum frequeny.The punturing sheme is implemented by pathing the LLRs of the punturedparity bits to be 0's, whih is alled LLR initialization. The length of the atualreeived odeword is smaller than that of the original mother ode beause of thepuntured bits. For the seleted punturing sheme, the puntured bloks and bitslisted in Table II should be initialized to zeros.54
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Figure 4.5: Arhiteture of LLR Initialization Blok.Fig. 4.5 shows the arhiteture of the LLR Initialization Blok, inluding agroup of Comparators, a Deoder, an Address Generator and a 12×12 look-up table(LUT ). The LLRs from the hannel are stored in assigned memory banks and theothers are set to be 0's. Based on the length of the puntured bits (n_pun), therate of the ode an be dedued using a group of Comparators and an Adder. Thethresholds of the omparators are set to be the multiples of the sub-matrix size
z, whih is 96 for the mother ode. Eah omparator ompares n_pun with onethreshold and returns 1 if n_pun is greater and 0 otherwise. Totally there are11 omparison results. These results are sent to a deoder to determine the rangeof the puntured ode. Here the deoder is simply omposed of a group of adderswhih add all of the omparison results to get the idx_rate signal. For example, ifthe length of the puntured bits is smaller than 96, then eah omparator returns a55
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0 and idx_rate is therefore 0. This orresponds to row 1 in Table 4.2 and the ratelies between 1/2 and 12/23. The Address Generator generates addresses for thememory banks, as well as the 12 × 12 LUT. Signal idx_blk denotes whih memorybank is being written with the LLRs at a time instant. The 12 × 12 LUT storesthe enable signal for the memory banks to deide whih memory should be writtenby LLRs at a time onstant. Thus, the ontents of the 12 × 12 LUT represent thepunturing bit seletion as in Table 4.2.The detail design of the Address Generator is shown in Fig. 4.6. The oreomponent is an aumulator whih aumulates every lok yle and outputs twosignals idx_blk and addr_mem, one for the 12 × 12 LUT to selet the enable sig-nal and another for the memory banks as the write address. However, it an beobserved from Table II that for every rate range, only one vertial blok is partiallypuntured and the rest are entirely puntured. In other words, the lok aumu-lator will aumulate every 96 yles unless for the partially puntured blok thatit aumulates at a smaller number of yles whih is determined by the number ofpuntured bits in this blok. Therefore, a LUT is used here to store the index of thepartially puntured blok based on Table II, in order to indiate the lok aumu-56



lator to aumulate at a di�erent step when meeting with the partially punturedblok. The ontent of the LUT is exatly the itali numbers in Table 4.2.4.4 Experimental ResultsFor experimental study, we implement the seleted punturing sheme for the WiMaxLDPC odes. We hoose the rate-1/2 LDPC ode in the WiMax standard as themother ode. Numerial simulations are performed to verify the BER performanebetween the puntured odes and the dediated odes at three di�erent rates. Fur-thermore, the rate ompatible LDPC deoder are developed based on the parallellayered deoding arhiteture and then implemented using standard ell ASIC design�ow.4.4.1 Simulation Results for Puntured WiMax CodesThe BER performane of a group of puntured LDPC odes are presented in Fig.4.7. The rate of mother ode is 1/2 and the ode length is 2304 bits. Five di�erentrates are generated using the seleted puntured shemes, i.e., 3/5, 2/3, 3/4, 5/6and 6/7. The orresponding number of puntured bits are 384, 576, 768, 922 and960. Thus the ode length of the puntured odes are 1920, 1728, 1536, 1382 and1344, respetively.To verify the seleted punturing sheme, dediated LDPC odes at rate 2/3,3/4 and 5/6 from WiMax standard are simulated to ompare their performanewith the puntured odes, also shown in Fig. 4.7. At eah rate, a spei� mode isseleted from the 19 modes of eah WiMax ode to make the seleted ode lengthsof the dediated odes equal or similar to those of the puntured odes. The odelengths of the dediated odes at rate 2/3, 3/4 and 5/6 are adjusted to 1728, 153657
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Punctured, Rate=6/7Figure 4.7: BERs of the puntured LDPC odes over AWGN hannels.and 1344, equivalent or similar to those of the orresponding puntured odes whoseode lengths are 1728, 1536 and 1382. Fig. 4.7 shows that the BER of the punturedode is very lose to the dediated ode, with less than 0.2dB performane loss atBER of 10−5.4.4.2 Hardware Implementation ResultsIn order to demonstrate the ombined system performane of the seleted rate om-patible LDPC odes and the PLDA arhiteture, we implement the rate LDPCdeoder in TSMC 90 nm tehnology with 8 layers. We omplete the synthesis andore area plae and route using the standard Synopsys tools.Implementation results show that the deoder an operate at a maximum fre-queny of 838 MHz after synthesis, whih orresponds to a onstant input through-put of 975 Mbps for all ode rates. Fig. 4.8 shows the layout view of the deoder58
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Figure 4.8: Layout of the proposed deoder hip.with the ore area of 1.96 mm2 and the logi density of 70%. Read/write memoriesare generated by Synopsys DesignWare tool and thus �attened during synthesis andplae and route proess. The estimated power onsumption of the deoder ore is650 mW running at 838 MHz lok frequeny.We also ompare the proposed RC LDPC deoder design with several otherexisting WiMax LDPC deoder implementations, as listed in Table 4.3. For fairomparison, we �rst sale all the deoders to 65 nm tehnology node. Then, ametri alled the throughput-to-area ratio (TAR) is introdued show how muhthroughput a deoder an ahieve per area unit. Table 4.3 shows that the proposeddeoder an provide higher throughput using smaller hip area. More interestingly,the proposed deoder design an provide any arbitrary ode rate between 1/2 and1 as opposed to only 4 seleted rates in the existing WiMax LDPC deoders.
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Table 4.3: Overall omparison between proposed deoder and other existing WiMax LDPC deodersC. Liu [44℄ T. Brak [9℄ X. Shih [66℄ C. Liu [45℄ ProposedSupported Rates 1/2, 2/3, 3/4, 5/6 1/2, 2/3, 3/4, 5/6 1/2, 2/3, 3/4, 5/6 1/2, 2/3, 3/4, 5/6 Any rate between 1/2 and 1Frequeny (MHz) 300 333 83.3 150 1100Iterations 20 10, 15 2~8 20 10Throughput (Mbps) 212 83-155 60~220 105 1280Tehnology (nm) 90 130 130 90 65Area (mm2) 6.22 3.83 8.29 6.25 1.96Area saled to 65 nm (mm2) 3.24 0.96 2.07 3.26 1.96TAR (Mb · s−1mm−2) 65.4 86.5~161.5 29.0~106.3 32.2 653.1
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4.5 SummaryThis paper presents the algorithm, design and implementation of a rate-ompatibleLDPC deoder. Using the seleted punturing sheme, the BER performanes ofthe puntured odes are omparable with the dediated odes with less than 0.2 dBperformane degradation in simulation results. In addition, rate ompatible LDPCodes provide an ideal solution to the �exibility problem of the parallel layered de-oding arhiteture. Considering the WiMax standard, a rate ompatible LDPCdeoder is designed using the rate-1/2 ode as mother ode. The hardware imple-mentation shows the maximum input throughput of 975 Mbps. Comparing to amulti-rate LDPC deoder, the rate ompatible design an eliminate the memoryto store multiple odes and the network to swith among them. Therefore, rate-ompatible LDPC oder are highly desirable for advaned wireless ommuniationsystems.
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Chapter 5
Low-Complexity LDPC DeoderArhiteture for CMMB Systems
5.1 IntrodutionMobile digital broadasting TV is an emerging area for next-generation multime-dia ommuniations and entertainment servie. Several ommuniation standardshave already taken plae worldwide, inluding DVB-H [21℄ in Europe, T-DMB [2℄in Korea, and ISDB-T [3℄ in Japan. The China Multimedia Mobile Broadasting(CMMB) standard [1, 76℄, rati�ed in 2006, is the mobile television and multimediastandard developed and spei�ed by the State Administration of Radio, Film, andTelevision (SARFT) in China. Both high data rate and high reliability are desirablefor broadasting networks, whih requires high-throughput forward error orretion(FEC) odes with exellent error orreting performane.LDPC ode is therefore an ideal andidate due to its near-shannon-limit errorperformane and inherent parallelism for parallel implementation. They have beenhosen as the ECC for CMMB together with Reed-Solomon (RS) odes. The mo-62



bility requirement of CMMB standard demands for an area e�ient and low-powerLDPC deoder. In reent years, many researh projets have been foused on re-duing memory size and omplexities of node proessing units and interonnetionnetwork in LDPC deoders [85, 51, 36, 78℄.With the inreasing popularity of mobile handheld devies, it demands for alow-omplexity FEC deoder that is both area e�ient and low power. In reentyears, many researh projets have been foused on the redution of memory sizeand simplifying the omplexity of interonnetion network in an LDPC deoder.Memory-e�ient arhitetures are onstruted by employing min-sum algorithm [78℄and memory-aware arhiteture [51℄. Compliated interonnets an be redued bythe partially parallel arhitetures [85, 51℄ and further optimized by the looselyoupled algorithm [36℄. While layered deoding arhitetures addressing weight-1matries are presented in [45℄, the novelty of this paper lies in the low-omplexityarhiteture design for layered deoding with weight-2 matries.In this hapter, we present the arhiteture and implementation of an LDPCdeoder for CMMB standard. The main ontributions of this paper are listed asfollows: (1) A reon�gurable arhiteture, whih an support dual rate LDPC odesspei�ed in the CMMB standard, is onstruted with minimal overhead; (2) Split-memory arhiteture is proposed to e�iently handle the weight-2 superimposedsub-matries. The proposed tehniques takes advantages of the regular struture inboth rate 1/2 and 3/4 odes in CMMB standard and they apply well to the odeswith a few weight-2 sub-matries.The rest of this hapter is organized as follows. The QC-LDPC ode struturein the CMMB standard and its deoding algorithms are introdued in Setion 5.2.The reon�gurable arhiteture of the dual-rate LDPC deoder design is presentedin Setion 5.3. Memory redution tehnique and simpli�ed read/write networks are63
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Figure 5.1: Struture of the parity hek matrix for LDPC odes in CMMB standard:(a) rate-1/2; (b) rate-3/4.disussed in Setion 5.4. Setion 5.5 shows the ASIC implementation of the deoderand its performane results, followed by the summary in Setion 5.6.5.2 QC-LDPC Codes in CMMB StandardFig. 5.1 shows the strutures of the base matrix H for the LDPC odes de�nedin the CMMB standard, inluding the rate-1/2 ode and the rate-3/4 ode. Theybelong to the lass of QC-LDPC odes that an be expanded from the base matrix,and the size of eah sub-matrix is 256×256. In fat, the original parity hek matrixin the CMMB standard is regular but not well strutured. We obtain an equivalent64



QC form as shown in Fig. 5.1 through proper olumn permutations. The size ofthe base matrix H is 18 × 36 for the rate-1/2 ode and is 9 × 36 for the rate-3/4ode. A blank element an be expanded as a 256× 256 all zero sub-matrix. A non-blank element an generally be expanded as a 256 × 256 irularly shifted identitymatrix, also alled weight-1 sub-matrix, exept for a few weight-2 sub-matries. Ashighlighted in Fig. 5.1, there is one weight-2 sub-matrix in the rate-1/2 ode andthree of them in the rate-3/4 ode. To the best of our knowledge, the QC-LDPCdeoder with weight-2 sub-matries has not been muh studied. Most of the existingworks were foused on QC odes with all weight-1 sub-matries, e.g. [45℄.Both rate-1/2 and 3/4 odes in CMMB standard are regular LDPC odes withode length of 9216 bits and olumn weight of 3. Row weight of the rate-3/4 odeis 12, twie of the row weight of the rate-1/2 ode whih is 6. Therefore, the totalnumber of none-zero elements in both odes are exatly the same, whih is a uniqueproperty for the design of a uni�ed deoder that an support dual rates as spei�edin CMMB standard.5.3 Dual-rate Deoder DesignBefore onstruting the funtional units of the deoder, we �rst perform �xed-pointsimulations to quantize the word-length of messages. In fat, word-length quanti-zation is a tradeo� between memory size and bit-error-rate performane. Fig. 5.2shows the BER performane of the LDPC odes in CMMB with CTV message rep-resentations in �oating point and word-length (3, 1) whih orresponds to 3 bits ofinteger part and 1 bit of the frational part. Considering a sign bit, we hoose 5-bit�xed-point representation for the CTV messages in the design. APP messages are
6-bit representations in our design, inluding a sign bit, 4 bits of integer part and 165
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Floating for rate 3/4Figure 5.2: BER performane for di�erent rates and quantization shemes.bit of frational part.5.3.1 Overall ArhitetureFig. 5.3 shows the overall deoder arhiteture for CMMB LDPC odes. The CTVmemory is used to store the CTV messages orresponding to one row in the Hmatrix of the QC-LDPC ode. Instead of storing 6 CTV messages in eah row(beause the rate 1/2 odes have the row weight of 6), a onatenated message isstored onsisting of four elements: the minimum magnitude; the seond minimummagnitude; the relative loation index of the minimum magnitude; and the signs ofall messages in this row. Sine there are 6 elements in eah row for rate-1/2 ode,only 3 bits are needed to represent the relative loation index. The reovery unit isto reover the individual CTV message from its ompressed form. The APP memorybank stores the APP messages for eah olumn and it loads the intrinsi messagesfrom the hannel at initialization. The read network fethes the APP messagesfrom APP memory bank aording to the loations of nonzero elements in eah row.66
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Figure 5.3: Overall arhiteture of the CMMB LDPC deoder.Adder_1 reovers the VTC message as in (??) and then sends it to the CNU. TheCNU reads the VTC messages from adder_1 and updates the CTV messages. Theompressed form of the updated CTV messages is saved in the CTV memory, whilein original form they are sent to adder_2 for updating the APP messages as de�nedin (??). Subsequently, the write network stores the updated APP messages to theAPP memory bank. The deoded memory stores the output bits after the deision.5.3.2 Dual-Rate CNU DesignBefore desribing the dual-rate CNU arhiteture, we �rst elaborate CNU design forthe rate-1/2 odes. Fig. 5.4 an be viewed as two rate-1/2 CNUs in parallel. Forimplementation of the min-sum algorithm, the CNU requires a 6-number omparatorto �nd the minimum and seond minimum values of the VTC messages in eah row.Here we employ a pseudo-rank order �lter (PROF) based design derived from a67
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Figure 5.5: The design of an PROF-based omparator .previous work [78℄, as shown in Fig. 5.3.2. The PROF an output the minimumand seond minimum magnitudes of two pairs of inputs. For eah pair, two elementsare ompared and the one with larger value is plaed on the top. Thus, the ompare& swap bloks are added before the PROF bloks to sort the magnitudes of eahpair of inputs. To assist reording the positions of the minimum values, the ompare& swap blok outputs a bit value 0 if two inputs are swapped. Otherwise, it outputs1 as shown in the dotted line. Similarly, the PROF blok also indiates the loationof the minimum magnitude by setting an output 0 if the minimum value belongs tothe upper pair and 1 otherwise.In order to ahieve a fully funtional LDPC deoder for CMMB standard, theproposed arhiteture must support both ode rates of 1/2 and 3/4. Instead of intro-duing a large swith network as in other multi-rate LDPC deoder whih inreasesthe omplexity and area, here we innovatively extend the rate-1/2 CNU design andmake it ompatible with rate-3/4 by adding a few extra multiplexers together withminor modi�ation of several funtional units. With minimum overhead, we anahieve a reon�gurable arhiteture for dual-rate deoding.69



For the rate-3/4 implementation, the CNU has to deal with the row weight of 12,twie that of the rate-1/2 odes. The idea is to ombine two rate-1/2 CNUs, namelyCNU0 and CNU1, into a single rate-3/4 CNU design as shown in Fig. 5.4. Here webrie�y elaborate the proess of onstruting the dual-rate CNU. For rate-3/4 odes,a 12-number omparator is required. Therefore, a row is divided into two sets, eahof whih has a weight of 6. Then, two CNUs eah with a 6-number omparator areassigned to proess two sets of CTV messages in parallel. As expeted, eah setprodues the minimum and the seond minimum magnitudes. Now we introduean additional PROF blok to ompare these two sets of minimum magnitudes thatbelong to the same row (denoted as signalmin and min2). Signalmin_sel is set to 0if the minimum value from CNU0 is seleted and set to 1 if the minimum value fromCNU1 is seleted. The loations of these two sets of minimum values are denotedby signals lo_0 and lo_1, respetively.An additional multiplexer is introdued to assign the index loation of the min-imum value. If min_sel is set to 0, whih indiates the minimum value of the rowbelongs to CNU0, the 3-bit loation signal lo_0 is passed to the upper reoveryblok through signal min_lo_0. The loation signal of the lower reovery blok isassigned with idle value 111, whih indiates that the minimum magnitude is notontained in CNU1. Similarly, the loation index is passed to the lower reoveryblok if CNU1 ontains the minimum magnitude of the row.As we an see from Fig. 5.4, the overall operations of the reon�gurable CNUremain the same. The introdued overhead is minimum and does not a�et thedeoder throughput or frequeny of the iruits. Therefore, this is a very e�ientapproah to design a reon�gurable dual-rate deoder.
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Figure 5.6: Element orrespondene relations between CTV memory and APP mem-ory.5.3.3 Memory Aess for Partially Parallel Layered DeodingTo inrease the deoding throughput, multiple rows an be proessed in parallelwhih is usually referred as partially parallel layered deoding. For parallelismfator p, it requires aess of the CTV messages for p onseutive rows in one lokyle. Therefore, we group p rows of CTV messages into a single entry in theCTV memory. Similarly, p olumns of APP messages an also be grouped into asingle entry in the APP memory. However, the alignment of row and olumn-basedmemory partitions may not math exatly, depending on the permutation value ofthe sub-matrix. As shows in Fig. 5.6, the p CTV messages from an entry of theCTV memory orrespond to p APP messages that are stored in 2 adjaent loationsin the APP memory. Therefore, a shift register an be used for storing and seletionof the appropriate APP messages read from the memory.The parallelism fator p is usually hosen as a number that divides l, where l isthe size of the sub-matrix (l = 256 for CMMB odes). Pratially, two APP memoryloations an be read in 2 onseutive lok yles and the data are stored in a shiftregister with the size of 2p. The permutation value sij of the sub-matrix determineswhih p messages are to be seleted. It an be proved that the orresponded p71



messages are loated between (s%p + 1) and (p − 1 + sij%p) in the shift register,where the shift ontrol signal assigned by (sij%p) has the bit width of ⌈log2 (p)⌉.5.3.4 Split-Memory Arhiteture for Weight-2 Sub-matriesA major hallenge of deoder design in CMMB standard is to handle the weight-2sub-matries in the H base matrix highlighted in Fig. 5.1. Eah weight-2 sub-matrix is omposed of 2 superimposed yli-shifted identity matries, as opposedto 1 shifted identity matrix for weight-1 sub-matrix. Considering layered deoding,in [55℄, a simpli�ed layered deoding algorithm is proposed to deal with suh su-perposed sub-matries without APP message passing inside eah sub-matrix. Toful�ll a omplete layered deoding algorithm with weight-2 sub-matries, the CNUneeds to read two APP messages from two di�erent memory loations at the sametime. Similarly, two updated APP messages must be written bak to memory in thesame lok yle. Therefore, a dual-read, dual-write memory is needed to supportthe operations. However, dual-port memories are not desirable for implementationbeause of inreased area and power onsumption.Hereby, we propose a novel split-memory arhiteture that onsists of two single-port memories to handle the weight-2 sub-matrix. Fig. 5.7 shows the memorystruture. A weight-2 sub-matrix is deomposed into two weight-1 sub-matries
s0 and s1, and eah uses a single-port memory to store the APP messages. Onememory stores APP messages orresponding to permutation value s0 and anotherto permutation value s1. Without loss of generality, we suppose s0 < s1. Eahrow i orresponds to two olumns j0 and j1. Two APP messages from olumn j0and j1 are sent to the CNU through the read network, while the updated APPmessages Λj0 and Λj1 are interhanged before being stored in the other memory,as shown in Fig. 5.7(a). In this ase, it an be guaranteed that the CNU reeives72
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the most updated APP messages within the same iteration. More spei�ally, theproessing of olumns [s1, l − 1] and [0, s0 − 1] for sub-matrix s0 inorporates thenewest APP messages that have just been updated as in the sub-matrix s1. Similarly,the proessing of olumns [s0, s1 − 1] for sub-matrix s1 involves the newest APPmessages updated as in the sub-matrix s0. Upon ompletion of the proessingof the weight-2 sub-matrix, the newest APP messages orresponding to olumns
[s1, l − 1] ∪ [0, s0 − 1] are stored in memory M0 and the newest APP messagesorresponding to olumns [s0, s1 − 1] are stored in memory M1. When proessingmany other regular weight-1 sub-matries, a multiplexer is used to read the orretAPP messages for the olumns involved with the weight-2 sub-matries. As inFig. 5.7(b), the APP messages from memory M0 is seleted if the olumn index
j ∈ [s1, l − 1] ∪ [0, s0 − 1]. Otherwise, APP messages from M1 is seleted if j ∈

[s0, s1 − 1].The key advantage of the proposed split-memory arhiteture is that it makesthe proessing of weight-2 sub-matries the same as that of regular weight-1 sub-matries. It does not introdue additional delays to slow down the deoding through-put. Moreover, there is no performane lost for layered deoding using the proposedsplit-memory arhiteture.5.3.5 Number of Pipeline StagesFor the overall deoder arhiteture shown in Fig. 5.3, there is a long data pathbeginning from the APP memory, through read network, CNU, two adders, writenetwork, and returning to the APP memory. In order to improve the overall lokfrequeny, this path is split into several pipeline stages. After reading the APPmessage from memory, it should allow multiple lok yles to omplete the CNUproessing, update the APP messages for the urrent layer and store them bak to74



the memory. In fat, it is not neessary to immediately write bak the updatedAPP messages unless the same olumns are used again during the proessing offollowing layers. However, the number of the pipeline stages an not be arbitrarilydetermined beause of the onstraint brought by the weight-2 sub-matries duringlayered deoding.The weight-2 sub-matries are omposed of two overlapped weight-1 sub-matrieswith the permutation values of s0 and s1. Without loss of generality, we supposethat s1 ≥ s0. At row i, it orresponds to two olumns and the di�erene of twoolumn indies is alulated as
△i =















s1 − s0, F o i ∈ [0, l − s1 − 1] ∪ [l − s0 − 1, l − 1]

l − (s1 − s0) i ∈ [l − s1, l − s0 − 2]

(5.1)The minimal value of △i is denoted as △min. For eah weight-2 sub-matrix, twoolumns are proessed urrently. As desribed in the split-memory arhiteture inSetion 4.2, the olumns that are proessed by sub-matrix s0 �rst must be storedbak to the APP memory before sub-matrix s1 starts to proess the same olumnagain, and vie verse for the olumns proessed by s1�rst. Considering the partiallyparallel arhiteture that proesses p rows eah time, the property of the weight-2sub-matrix requires APP message to be updated and stored bak within ⌊△min/p⌋lok yles. In CMMB LDPC odes, there are four weight-2 sub-matries, inluding1 in the rate-1/2 odes and 3 in the rate-3/4 odes as shown in Fig. 5.1. Thepermutation values of the four sub-matries are (0, 146), (0, 208), (0, 145), and (0,138), respetively. Thus △min is 48, whih orresponds to the sub-matrix at row 0olumn 7 in the H base matrix of the rate-3/4 odes. If we hoose the parallelismfator as 8, then the number of pipeline stages is 6. The deoder implementationwith 6-stage pipeline shows that it an redue the ritial path delay and results in75



high lok frequeny.5.4 Area-E�ient Design Tehniques5.4.1 Memory RedutionMemory usually dominates the overall hip area and power onsumption in an LDPCdeoder [51℄ beause iterative messages at eah hek nodes and variable nodes mustbe stored for the proessing in subsequent iterations. Min-sum algorithm simpli�esthe storage requirement at the hek node. As mentioned earlier, the CTV messagesfor a row are saved in a ompressed form that inludes the minimum magnitude, theseond minimum magnitude, the relative loation index of the minimum magnitudeand the signs of the CTV messages in this row. As an example, the row weight ofrate-1/2 odes is 6 and eah CTV message is quantized into 5 bits. For m rows,the size of the CTV memories an be redued from 30m bits to 17m bits, whih isabout 43% memory redution.In addition, the proposed layered deoding algorithm only requires the storageof APP messages instead of the atual VTC messages. It redues the memory sizesine eah olumn only needs to store one APP message. For example, the LDPCodes in CMMB has a olumn weight of 3, whih indiates that the required memoryto store variable node information is redued by 66.7%.5.4.2 Read/Write NetworksAs the key part of the deoder, read and write networks ontrol the messages passingbetween APP memory and CNU. In general, a strutural (m, n) ode suh as theQC-LDPC ode in CMMB an redue a large m × n read and write networks to a76
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Table 5.1: Connetions of input and output ports in the read network for the rate-1/2odes Input Ports Output Ports
Λ0, Λ1, Λ2, Λ3, Λ4, Λ5 Port 0

Λ6, Λ7, Λ8, Λ9, Λ10, Λ11 Port 1
Λ12, Λ13, Λ14, Λ15, Λ16, Λ17 Port 2

Λ18, Λ19, Λ20, Λ21, Λ22, Λ23, Λ24 Port 3
Λ22, Λ24, Λ25, Λ26, Λ27, Λ28, Λ29 Port 4

Λ30, Λ31, Λ32, Λ33, Λ34, Λ35 Port 5
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Table 5.2: Connetions of input and output ports in the read network for the rate-3/4odes Input Ports Output Ports
Λ0, Λ1, Λ2 Port 0
Λ3, Λ4, Λ5 Port 1

Λ6, Λ7, Λ8, Λ9 Port 2
Λ6, Λ9, Λ10, Λ11, Λ12 Port 3

Λ12, Λ13, Λ14, Λ15 Port 4
Λ13, Λ15, Λ16, Λ17, Λ20 Port 5

Λ18, Λ19, Λ20 Port 6
Λ21, Λ22, Λ23, Λ24 Port 7

Λ24, Λ25, Λ26 Port 8
Λ27, Λ28, Λ29, Λ30 Port 9

Λ29, Λ30, Λ31, Λ32, Λ33 Port 10
Λ32, Λ33, Λ34, Λ35 Port 11muh smaller mb×nb swithing network, whih is 18×36 for rate-1/2 CMMB odes.The size of the network an be further redued by exploiting the struture of theQC odes. As seen from Fig. 5.1, the row weight of rate-1/2 ode is limited to 6,whih simpli�es the number of yli shift patterns in a horizontal blok. Therefore,the network an be further redued to the size of 36 × 6. Moreover, the outputports of the read network do not need to onnet all 36 input ports. From Fig.5.1, we an draw that the �rst output port of the read network only needs to beonneted with the APP memories Λ0, Λ1, Λ2, Λ3, Λ4 and Λ5, as the �rst 6 olumnsin the base matrix. The onnetions between the input and output ports of theread network for the rate-1/2 odes are listed in Table 5.4.2. Therefore, only four

6 × 1 multiplexers and two 7 × 1 multiplexers are required to implement the readnetwork. Similarly, four 1×6 de-multiplexers and two 1×7 de-multiplexers are usedto implement the write network. The arhitetures of the read network and writenetwork for rate-1/2 odes are shown in Fig. 5.8. Applying the same simpli�ationtehnique, the onnetions of the input and the output ports of the read network78



for the rate-3/4 odes are listed in Table 5.4.2.5.5 Implementation resultsTo evaluate the performane of the proposed arhitetures, we implemented the dual-rate 9216-bit LDPC deoder in 90nm 1.0V CMOS tehnology with 8-layer metals.Synthesis results show that the deoder an operate at a maximal frequeny of 431MHz. The parallelism fator is 8 and the number of pipeline stages is 6. Beausethere are 18 horizontal bloks in the H matrix and eah blok an be expanded to a
256×256 sub-matrix, the number of lok yles per iteration is 18×256/8+5 = 581.The deoder is apable to proess the two rates spei�ed in CMMB standard witha maximum deoding throughput of 456 Mbps at 15 iterations. If alulated by theinformation bits, the e�etive throughput is 228 Mbps for the rate-1/2 ode and 342Mbps for the rate-3/4 ode.The deoder hip onsumes a ore area of 2.1mm × 2.1mm and power on-sumption of 115mW. SRAMs are generated by Synopsys DesignWare tool and thus�attened during synthesis and hip layout. In pratie, we an operate the deoderat a redued lok frequeny while signi�antly lowering the supply voltage, whihtakes advantage of high throughput of urrent design. Thus the resultant designshould be more power e�ient.Table 5.5 shows the deoder implementation results ompared with other LDPCdeoders with long ode length, suh as LDPC odes in DVB-S2 standard. Inthe proposed deoder, over 75% of the ore area is onsumed by SRAMs, whih aresynthesized memory bloks. While in [72, 71℄, the memories are ustomized memorymodules whih are area-e�ient and low-power. But still, the proposed deoder isable to ahieve higher deoding throughput with omparable hip area.79



Table 5.3: Overall omparison between proposed deoder and other existing irregular deodersF. Kienle [38℄ J. Dielessen [18℄ P. Urard [72℄ P. Urard [71℄ Proposed DeoderCode Length 64800 64800 16200/64800 16200/64800 9216Frequeny 270MHz - 300MHz 174MHz 431MHzIterations 30 30 programmable programmable 15Throughput 255Mbps 90Mbps 135Mbps 105Mbps 228Mbps or 342MbpsTehnology 130nm 90nm 90nm 65nm 90nmMemory - - 2.832M bits 3.18M bits 170K bitsArea 22.7mm2 4.1mm2 15.8mm2 6.07mm2 4.4mm2
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5.6 SummaryIn this paper, we present a low-omplexity QC-LDPC deoder implementation tosupport dual-rate LDPC odes spei�ed by the CMMB standard. Various opti-mizations are inorporated in the design to redue omplexity and lateny of om-putational units, to minimize memory usage, and to simplify the swithing network.Min-Sum based layered deoding is employed to ahieve e�etive high deodingthroughput with low omputation omplexity. A split-memory tehnique is pro-posed to e�iently handle exeptional weight-2 sub-matries. Reon�guration forsupporting dual-rate LDPC odes is enabled with minimal hardware overhead.
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Chapter 6
Design of Belief-Propagation BasedDetetors for Sparse ISI Channels
6.1 IntrodutionSparse hannels are most often found in underwater aousti ommuniations (UWA)and ultra-wideband ommuniations (UWB) both of whih have attrated lots ofinterests in reent years. For instane, the underwater aousti ommuniation sys-tems have large delay spreading and multipath propagation. The hannel is usuallymodeled with large delay spread and high sparsity. It is a hallenge to design alow-omplexity detetor with aeptable error performane for sparse hannel. Tra-ditional approahes suh as Viterbi algorithm is optimal but the omplexity is toohigh for long hannel length. In reent years, a group of researhers in signal pro-essing and ommuniations proposed to use the BP algorithm for symbol detetionover a known ISI hannel [41, 62℄. The omputational omplexity of the BP-baseddetetion is solely determined by the number of the nonzero interferers. On theontrary, the omplexities of the optimal maximum a posterior (MAP) algorithms82



or maximum-likelihood (ML) algorithms inrease exponentially as of the hannellength. Therefore, BP-based hannel detetor is onsidered in the sparse ISI hannelwith long delay spreads and only a few nonzero interferers, suh as the underwateraousti hannels [62℄.The BP algorithm was popularly used to represent the iterative deoding ofLDPC odes [24℄ on a fator graph (also alled Tanner graph). While applying theBP algorithm to detet symbols over a known ISI hannel, the input and outputsymbols of the sparse hannel are desribed as the variable nodes and hek nodeson the fator graph, respetively.Arhiteture of the BP-based detetor an be referred to the arhiteture of anLDPC deoder [85, 83℄. The main funtional bloks inlude memories for storingthe iterative messages, node proessing units (inluding hek node units (CNUs)and variable node units (VNUs)), onnetion networks and other ontrol bloks.However, the LDPC odes are usually designed to have some speial struture tofailitate parallel node proessing and redue the omplexity of ontrolling and mes-sage passing, suh as QC LDPC odes [83℄. Although we an model the sparsehannel using similar fator graph struture, the major hallenge of a BP-baseddetetor design lies in that the hannel struture is lak of regularity due to therandom loations of the interferers in a time-varying ISI hannel.In this hapter, we provide a feasible and e�ient solution for suh type ofrandom ISI hannels. A reon�gurable arhiteture of the BP-based detetor isdesign, whih an hange the onnetions in the fator graph for time-varying ISIhannels. The hannel state information (CSI) inluding the onnetions betweenCNUs and VNUs are stored in registers whih an be updated if the CSI hanges.Layered deoding algorithm is also inorporated to aelerate the iterative lateny.All of the tasks are managed by the ontrol unit implemented as a �nite state83



mahine (FSM). The proposed detetor is implemented using ASIC design in TSMC90 nm CMOS proess and also prototyped on an FPGA.The rest of this hapter is organized as follows. In setion 6.2, the BP algorithmand layered deoding algorithm for the ISI hannels is introdued. Setion 6.3presents the the simulation results. The detetor arhiteture is presented in Setion?? and the implementation results is presented in 5. Finally, Setion 6 draws theonlusion.6.2 Channel Model and Deoding Algorithms6.2.1 Channel Model and Fator Graph RepresentationIn a wireless ommuniation system through a disrete-time ISI hannel with noise,the information bits d is �rst enoded by the forward error orretion (FEC) enoderto add redundant information to the stream of information bits in a way that allowserrors whih are introdued by the noise in the hannel to be orreted. The odedbits c are then enter the modulator to be onverted into signals appropriate fortransmission over the hannel. For simpliity, the binary phase-shift keying is usedin this paper. The modulated symbols, i.e., the input of the hannel x, are orruptedby interferene and noise in the hannel, whih an be written as
yn =

L−1
∑

l=0

flxn−l + ωn (6.1)where L is the hannel length and F = {f0, f1, · · · · · · fL−1} denotes the equivalentimpulse response of the ISI hannel. Here we assume F is known to the detetoralready. The number of nonzero elements in F is atually the number of the nonzerointerferers, denoted by D. 84
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Figure 6.1: Fator graph of an ISI hannel.The fator graph representation of an ISI hannel is shown in Fig. 6.1 with L = 4and F = {1, 0, 1, 0.2}. The input and the output of the hannel are denoted asvariable nodes and hek nodes, respetively. The onnetions between the heknodes and variable nodes represent the dependenies of the output on the hannelinput symbols. The number on the edge denotes the amplitude of eah tap in F .6.2.2 Belief-Propagation AlgorithmBefore presenting the BP algorithm [62℄, we �rst give some de�nitions as follows:Let rn→n−j[k] be the CTV message from hek node n to variable node n− j duringthe k-th iteration. Let qn→n+j[k] be the VTC message from variable node n to heknode n + j.1. Initialization:Under the assumption of equal priori probability, ompute the hannel log-likelihood ratio (LLR) pn (intrinsi information) of the variable node n, by:
pn = log

P (yn | xn = +1)

P (yn | xn = −1)
(6.2)For unoded systems, pn = 0. The CTV message rn→n−j is initially set to zeroand the APP messages Λn is initially set to be pn.85



2. Calulating the VTC messages:At the k-th iteration, for variable node n, alulate VTC message qn→n+j [k]by
qn→n+j [k] = Λn [k − 1] − rn+j→n [k − 1] (6.3)3. Calulating the CTV messages:Calulate the CTV message rn→n−j by (6.4). Here bn = (dn + 1)/2.

rn→n−j [k] = max
∀x: xn−j=+1
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(6.4)
4. Renew the APP messages:Then the APP (a-posterior probability) messages are renewed as follows

Λn [k] = qn→n+j [k] + rn+i→n [k] (6.5)5. Deiding hard bits:If the preset maximum number of iterations is reahed, deide the n-th bit ofthe deoded odeword xn = +1 if Λn ≥ 0 and xn = −1 otherwise.
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Eb/N0. The �nite word length e�et on the detetor performane is also analyzedto minimize the required word length of every kind of message. In this paper, thehannel model is haraterized as a 64-tap hannel (L = 64) with typially 4 nonzerointerferers (D = 4). The data are modulated by BPSK and transferred over AWGNhannel.Let us �rst examine the quantization of the reeived data yn in (6.4). A shortword length would result in poor BER performane. Hereby through simulation wetry to �nd an optimal quantization sheme with the shortest word length as well asno signi�ant BER performane loss.The quantization sheme an be express as i : f , in whih the reeived data arequantized to i integer bits and f frational bits. Various quantization shemes forthe reeived data are investigated from 1 : 1 to 4 : 3. Error performanes for sometypial quantization shemes, suh as 1 : 1, 1 : 2, 2 : 1, 2 : 2, 3 : 2, 3 : 3, and88
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4 : 3, are depited in Fig. 6.3. It is observed that the di�erene between 3 : 2 and
3 : 3 is negligible within a wide range of BER, while the di�erene 3 : 2 and 2 : 2 issigni�ant. Thus it turns out that using the 3 : 2 sheme for the reeived data seemsto be the optimal tradeo� between hardware omplexity and deoding performane.Similarly, the quantization for the extrinsi messages are also analyzed. Errorperformanes for some typial quantization shemes, suh as 1 : 2, 2 : 1, 2 : 2, 3 : 1,
3 : 2, 3 : 3, 4 : 2, and 4 : 3 for the CTV and VTC messages, are depited in Fig. 6.4.Also, as the APP message is the sum of several CTV messages, the quantizationsheme for an APP message is (i + 2) : f if the orresponding CTV quantizationsheme is denoted as i : f . It is observed that the di�erene between 4 : 2 and
4 : 3 is negligible within a wide range of BER, while the di�erene 4 : 2 and 3 : 2 issigni�ant. Sine sheme 4 : 2 and 3 : 3 have the same length, 4 : 2 is preferred dueto better BER performane. Thus it turns out that using the 4 : 2 sheme for the89



extrinsi messages (6 : 2 for the APP messages) seems to be the optimal tradeo�between hardware omplexity and deoding performane.6.4 Detetor Arhiteture Design6.4.1 Overall ArhitetureIn this setion, we propose an e�etive arhiteture for the BP-based detetor withlayered deoding. Overall arhiteture is shown in Fig. 6.5. In this setion, thehannel model is haraterized as a 64-tap hannel (L = 64) with typially 6 nonzerointerferers (D = 4). The length of eah frame of data is 2048 bits. The detetormainly onsists of two memories whih store the extrinsi messages, a ahe whihis used to store extrinsi messages for hek node urrently being proessed, a CNUresponsible for the hek node update shown in (6.4) and a ontrol unit whihswithes from one state to another. The LDA is implemented by proessing eahhek node (layer) one by one and the proessing of eah hek node an be dividedinto several states. The proposed arhiteture is also reon�gurable in order toswith �exible onnetions on the fator graph in the time-varying ISI hannels.Below are the detailed desriptions of eah state and how to ontrol them.1. The APP messages are initialized by hannel LLRs and stored in APP Memorywith the size of n × mapp. n is the length of a frame of data steam and mappdenotes the length of the quantized APP messages. Here n = 2048 = 211 and
mapp = 6 + 2 = 8 aording to the word length analysis presented in Setion3.2. An APP message is read from the APP Memory and written to the Cahe. APC (program ounter) is applied to indiate the index of urrently proessed90
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layer (ICL), whih is atually the address of the APP memory and the CTVmemory. The size of the Cahe is L × mapp and L = 64 = 26 is the hannellength (L ≪ n). When the detetor starts to proess layer j + 1 after layer j,only one new APP message (Λj+1) is needed and others are either replaed bynew APP messages from CNU or remain unhanged.3. APP messages orresponding to urrent layer are read from Cahe. The readaddresses are from the CSI reg whih stores CSI inluding the relative inter-ferer loations (RIL) and interferer oe�ients. CSI is obtained from the han-nel estimator and is �exible depending on the time-varying hannel. Mean-while, CTV messages are also fethed and the CNU omplete the task de�nedin (6.3), (6.4) and (6.5).4. Renewed CTV messages are stored bak into CTV Memory and renewed APPmessages are stored bak to Cahe. Signal APPRead is used to swith betweenwriting a new APP message from the APP Memory or writing renewed APPmessages from the CNU.5. When the detetor starts to proess layer j + 1, variable nodes in the range
[j − L + 2, j + 1] are all potential interferers. Hereby, variable node j −L +1will never be used again within this iteration and orresponding APP message
Λj−L+1 must be stored bak to the APP memory and prepared for the usein the next iteration. Signal StoreUpdate deides where the output of theCahe should go: the CNU or the APP memory? Also, at the input the APPmemory, signal ChannelRead ontrols what to be saved in the APP memory :hannel LLRs or the APP messages.6. Partiularly, if the preset number of iterations is reahed, the APP messagesdo not need to store bak to the APP memory and are ontrolled by signal92
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Figure 6.6: Arhiteture of the CNU.Deision and delivered diretly to the Deision unit to deide the hard bits.6.4.2 Arhiteture of CNUThe CNU arhiteture is illustrated in Fig. 6.6. Its funtionality overs equation(6.3), (6.4) and (6.5). As here the number of nonzero interferers D is 4, totally
2D = 16 values of the term 
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should bealulated, as indiated in (6.4). Among these 16 values, 8 will be used to alulatethe minuend term (�rst maximum funtion) in (6.4) and another 8 values are for thesubtrahend term (seond maximum funtion). Parallel arhiteture is onstrutedto alulated the 16 values onurrently and a Reshedule Network is designed to93
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Figure 6.7: Diret-mapped Cahe Arhiteturepartition the 16 values into two groups, one for the minuend and another for thesubtrahend.6.4.3 Cahe-Like ArhitetureThe LLRs from the hannel and the APP messages from the belief propagationwill be stored in the APP Memory during the iterative proess. Layered deod-ing algorithm is implemented by proessing the hek nodes one by one and eahhek node is onsidered as one layer. However, at eah hek node (layer), only
D variable nodes out of previous L nodes are onneted with urrent hek node.In other words, D VTC messages from previous L variable nodes are seleted andsent to CNU for iterative proessing. Therefore, as shown in Fig. 6.5, a ahe-likearhiteture is developed in whih a Cahe is used to read L APP messages fromthe main memory (the APP Memory) and then provide D useful APP messages forthe CNU. 94



Fig. 6.7 shows the diret mapping from the APP Memory to the Cahe in whiheah APP message is mapped to exat one loation in the Cahe. Sine n = 2048and L = 64, in this paper a 32 : 1 diret-mapped ahe is used. L onseutive APPmessages are opied from the APP Memory to the Cahe, but the start-point ofthese L onseutive messages may not be stored in the �rst loation of the Cahe.Atually the L messages are stored in a irulant shifted format with the shift valuedetermined by the least signi�ant bits (LSBs) of the ICL, as shown in Fig 6.5.Below are the detailed onlusions on how to set the addresses for the APP Memoryand the Cahe:1. When storing the updated APP message bak from the Cahe to the APPMemory, the address for the Cahe is the LSBs of the ICL and the address forthe APP memory equals to ICL − 64.2. When reading new APP message from the APP Memory to the Cahe, theaddress for the Cahe is the LSBs of the ICL and the address for the APPmemory equals to ICL.3. When reading D = 4 APP messages from the Cahe, the address for the Caheis the sum of the RIL and the shift value of the 64 onseutive messages whihequals to the LSBs of the ICL plus 1, as depited in Fig. 6.5.6.5 Implementation ResultsTo evaluate the performane of our proposed shemes, a BP-based detetor with theframe size of 2048 bits is synthesized and implemented on both FPGA and ASICplatforms. Implemented on Xilinx XC2VP30 devie, the maximum frequeny is 56.2MHz whih orresponding to the throughput of 1.44 Mbps with 3 iterations.95



The same arhiteture is implemented and synthesized using TSMC 90nm ASICtehnology. The synthesized detetor an ahieve a maximum throughput of 3.48Mbps for 3 deoding iterations. The ore area of the detetor is 1.8mm2 and thepower onsumption is 54 mW at the maximum frequeny of 136 MHz.6.6 SummaryIn this hapter, a low-omplexity detetor design was presented for sparse ISI han-nels using the belief-propagation algorithm. The layered deoding algorithm is alsoemployed in the design. Simulation results show the 3 : 2 quantization shemefor the reeived data and 4 : 2 sheme for the extrinsi messages ause negligi-ble BER performane loss but would redue the hardware omplexity signi�antly.The proposed detetor for sparse ISI hannels is implemented on both FPGA andASIC platforms, whih demonstrate the real-time performane of 3.48 Mbps and1.44 Mbps throughput, respetively.

96



Chapter 7
Conlusions
This dissertation investigated several VLSI design issues for iterative belief propaga-tion (BP) algorithm, inluding high-performane LDPC deoders and ISI detetorswith the goal to redue hip area and/or ahieve high-throughput and/or rate �ex-ible implementations.A parallel layered deoding LDPC deoder arhiteture was proposed to ahieveultra high throughput. Sequential operations on layers in traditional layered de-oding arhiteture was replaed by onurrent message alulations and transmis-sions among all layers aording to ertain rules that won't hange the nature oflayered deoding algorithm. Besides onurrent proessing, this arhiteture alsoenables pipelined ritial path and avoids the ompliated interonnetion networkwhih is usually onsidered as the barrier for high-throughput LDPC deoders. Allabove methods ontribute to a high-throughput LDPC deoder and push the inputthroughput to more than 1 Gbps.Then, we extended our proposed parallel layered deoding arhiteture to pun-tured LDPC odes and developed a deoder arhiteture with both high throughputand rate �exibility. We studied several punturing shemes and piked up one that97



has the best error performane and least BER degradation ompared with ded-iated odes. A orresponding implementation of the seleted punturing shemewas designed and added to the parallel layered deoding arhiteture. The proposedLDPC deoder an ahieve an input throughput of 975 Mbps and supports any ratebetween 1/2 and 1.Furthermore, we proposed a low-omplexity, area-e�ient LDPC deoder arhi-teture that is ompatible with China Multimedia Mobile Broadasting (CMMB)standard. Using resoure-sharing, the hek node unit in this arhiteture an swithbetween the two required ode rates in CMMB. Split-memory arhiteture enablese�etive implementation of layered deoding algorithm on weigh-2 superimposedmatries.Finally, we developed a detetor arhiteture for sparse ISI hannels whih is alsobased on sparse matrix and BP algorithm, like the LDPC deoder. Bipartite graph,min-sum algorithm and layered deoding algorithm, whih are popular in LPDCdeoding, are also applied here. Unlike the LDPC odes, for deteting in sparseISI hannels, variable nodes are possibly onneted to part, not all, of the heknodes. Hene, a ahe-based detetor arhiteture was proposed to use a aheto store messages from/to hek nodes that interfere with urrent variable node.Also, the detetor arhiteture is reon�gurable to support any possible onnetionsbetween variable nodes and hek nodes. To our best knowledge, this is the �rstVLSI realization of BP-based detetor based upon the available literature resoures.
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