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Abstract

This thesis deals with the performance of a Wind Energy Conversion System operating as a

power generator and Active Filter simultaneously. As a power generator, the Wind Energy

Conversion System converts wind energy into electric energy; as an Active Filter, it sinks

the harmonic currents injected by Non-Linear Loads connected at the same feeder.

Three control systems are developed to ensure the described operation; a specific study

regarding the compensation of the triplen harmonics is carried out; Doubly-Fed Induc-

tion Generator derating is defined; and an engineering economic analysis is performed to

determine the profitability of the proposed operation.

The Wind Energy Conversion System performance as generator and Active Filter has

been studied for steady-state analysis, fast transients and low transients.

It is concluded that the proposed control systems allow operating the Wind Energy

Conversion System as power generator and harmonic compensator both during steady state

and transient operation; the described operation causes power loss increase and voltage

distortion that determine the choice of the component and require system derating.
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f ′o (Hz) VCO free running frequency

fr = S f1 (Hz) rotor voltage frequency

ftri (Hz) modulating signal frequency (PWM)

G (s) inertia constant

h harmonic order

H(s) transfer function

k skin effect coefficient

J (A/m2) current density
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Table 5 - Symbols (Part II)

Symbol Unit Definition

l (m) airgap width

ℓ (km) line length

Llr (H) rotor leakage inductance

Lls (H) stator leakage inductance

Lr = Llr +M (H) rotor self inductance

Ls = Lls +M (H) stator self inductance

M (H) mutual inductance

m number of layers

ma amplitude modulation index (PWM)

mf frequency modulation index (PWM)

N set of integer numbers

Ngb gearbox ratio

Ns number of windings in each stator slot

Nsr = Ns/Nr stator to rotor turns ratio

Nr number of windings in each rotor slot

nb number of blades

P number of pole pairs

Pairgap (W) airgap power

PH (W) total harmonic power

Pm (W) mechanical power

Ps (W) stator active power

Pr (W) rotor active power

Pn (W) rated active power
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Table 6 - Symbols (Part III)

Symbol Unit Definition

Pn,RSC (W) rotor side converter rated active power

Pn,LSC (W) line side converter rated active power

Pt = Ps + Pr (W) DFIG total power

p = vd id + vq iq (W) instantaneous active power

Pw (W) kinetic power in moving air

R set of real numbers

Ron (Ω) switch ‘on-resistance’

Q set of rational numbers

q = vd iq − vq id (VA) instantaneous imaginary power

R (m) blade radius

Rth (◦C/W) thermal resistance

s = p+ jq (VA) instantaneous apparent power

S =
ω1 − ωm

ω1

=
ϑ̇s − ϑ̇r

ϑ̇s

(p.u.) slip (fundamental)

Sh =
h ω1 − ωm

h ω1

(p.u.) slip (harmonic frequency)

s Laplace operator

T (◦C) temperature

Ta (◦C) ambient temperature

Te (Nm) electromagnetic torque

vu (m/s) upstream wind speed

X (Ω) reactance

Wµ (J) energy stored in the magnetic field

Z (Ω) impedance

xv



List of Symbols

Table 7 - Greek letters (Part I)

Symbol Unit Definition

α non-linear load current modulator or scale parameter (Figure 7.2)

β (rad) blade pitch angle or scale parameter (Figure 7.2)

ε (deg) phase shift between three-phase voltages

Γ tip speed ratio

γ (kg/m3) density

γa (kg/m3) air density

γr (rad) remainder of the division ϑm/2π

∆I, ∆V difference between the reference (current, voltage) value
and the measured (current, voltage) value

∆Ps (W) stator winding loss

∆Pr (W) rotor winding loss

∆t (s) voltage dip duration

∆T (◦C) temperature increase

δ (rad) phase shift of V r with respect to V s in the equivalent DFIG circuit

δh (rad) phase shift of h=order harmonic current
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Table 8 - Greek letters (Part II)

Symbol Unit Definition

ϑa (rad) angle between stator phase as and d-axis in

the generic reference frame (Figure B.6)

ϑ1 (rad) angle between stator phase as and d-axis in

the stator reference frame (Figure 4.5)

ϑr (rad) angle between rotor phase ar and d-axis (Figure B.6)

ϑm = ϑa − ϑr (rad) angle between rotor phase ar and stator phase as (Figure B.6)

λ (Wb) magnetic flux

ρ (Ωm) electric conductivity

χ (m) penetration depth

cosϕ power factor in sinusoidal operation

ψ (Wb) flux linkage

ωa (rad/s) dq axes rotating speed in the general reference frame

ω1 = ϑ̇1 =
2 πf1

P
(rad/s) dq axes rotating speed axes in the stator reference frame

ωm = ϑ̇m (rad/s) rotor mechanical speed in electrical radians

ωmech =
ωm

P
(rad/s) actual rotor mechanical speed

ωr = S ω1 = ϑ̇r (rad/s) rotor current angular frequency

ωt (rad/s) turbine angular speed
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Introduction

Overview of wind power plant evolution

Distributed generation represents an answer to the growing demand of electric energy and

to increasing environmental concerns. Among alternative sources, wind energy is one of the

most promising technologies.

In the developed countries, wind capacity has been growing at a rate of 20% to 30% a

year over the last decade [1, 2]. At the moment of this writing, the countries with higher

installed wind capacity are United States, Germany, China and Spain [3, 4]. In terms

of relative installed capacity, the market is dominated by Denmark, with 20 % installed

capacity [5].

Regarding the United States, the national total power capacity at the end of 2009 was

about 32000 MW, and approximately 6000 MW are under construction. The total installed

wind capacity in US provides about 1% of the total energy consumption in the United States.

Texas is the leader in wind market [6, 7], with 9000 MW installed. A study published in

2008 by the Department of Energy delineates a scenario of 20% wind power penetration by

2030 [8].

The rapid growth of the wind industry is due to different factors, including:

1. supporting government policies [9],

2. advance in wind power technology that cause reduction of costs and improvement in

performance [2],

3. environmental concerns [3],

4. the deregulation process [10].

Until the early 1970s, wind energy filled a small niche market, providing mechanical

energy for grinding grain and pumping water [11]. The main hurtle against wind turbine

development was the incompatibility of a variable speed generator with an electric grid

operating at a fixed frequency. The availability of fossil fuels in high quantity and low cost

was another limiting factor for the investment in alternative sources of energy [3].

xix



Introduction

Power conditioning was a milestone in the development of wind energy technology [12],

because it allowed the decoupling between the turbine and the grid frequencies. At the end

of the ’80s power converters were fitted to 50 kW-class wind power plants.

In the last part of the 20th century radical improvements in wind technology resulted in

an explosion of wind turbine installations. For example, blades once made of sail or sheet

metal, are now made of fiberglass composite; dc generators and synchronous generators

have been replaced by induction generators; digital control has been introduced; turbine

size has increased, passing from the average rated power of 50 kW in the early 1980s to the

average rated power of 1.5 MW in 2006; and blades size has grown from 8 m in 1980s to

more than 70 m in many modern systems [13].

Given the advances in power electronics and controls, applications such as reactive power

compensation, static transfer switches, energy storage, variable-speed generation, voltage

control and dynamic reactive power support are commonly found in modern wind power

plants [14, 15]. As a result of the above listed improvements, the cost per VA of wind

technology have been dropping, while reliability, efficiency and performances have been

increasing [16].

Modern power plant reach a total installed power of 200 MW and more. In the United

States, wind plants recently completed, currently under construction or recently announced

include: the Gulf Wind Project in Texas (300 MW phase I with total of 1,200 MW by the

completion of phase IV), Cedar Creek wind plant in Colorado (300 MW) and the Prince

Wind Plant in Ontario (200 MW).

When wind power plant were small and their impact on the grid operation was minimal,

the rules governing wind generation were relaxed to encourage development [16]. In the last

year, the increase of wind power plant installations showed that this lack of regulations is

a threat to the stability and power quality of the grid [14, 17, 18, 19]. As a consequence,

the requirements for interconnecting wind power plants to the grid are becoming stricter

and more similar to the ones developed for traditional generation [20, 21] and wind plants

are transitioning from a simple energy source to a power plant that delivers significant grid

support [16].

Modern control technologies allow operating wind power plants below their maximum

power rating for most of the time while trading some energy capture for grid ancillary

services1[22, 23].

1The ancillary services represent a number of services required by the power system operators, such as
voltage control, in order to secure safe and reliable grid operation.
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Research objectives

The scope of this research is to investigate the use of a Wind Energy Conversion System

(WECS) as a power generator and harmonic compensator simultaneously. Power generation

is the primary application, while harmonic compensation is an ancillary service provided to

improve the quality of the electric energy delivered to the loads.

The proposed use of the WECS has many practical implementations, since the number

of Non-Linear Loads (NLLs) connected to the grid is continuously increasing, thus resulting

in high amounts of harmonic currents flowing in the grid. Since only a small amount of

distortion is allowed on the grid [24, 25, 26], devices such as Passive and Active Filters

(AFs) are installed to sink the sink the harmonic currents injected by the NLL.

To study the use of a WECS as a power generator and harmonic compensator, one must

address the following topics:

• The design of the control system for the WECS operation, taking into account the

different dynamics involved (electric generator, power converters and wind turbine);

• The effects of the proposed application on the WECS operation, in terms of power

loss increase and voltage distortion;

• The performances and limitations of the proposed control system for different wind

speeds and NLL current spectra;

• The analysis of transient operation to verify the system response to voltage variations

and wind speed variations.

Related research

Several studies in the literature deal with methods to improve the performances of WECS;

however, only a few of them addresses how to use the WECSs as a harmonic compensator

and power generator.

An introductory study to this application is conducted in [23]: the control of a power

converter connected to a distributed generator is presented. This study shows how to use

the power converter to sink harmonic currents injected by a NLL.

The WECS studied in the present work is based on DFIG technology, since this is

the most common configuration for modern WECSs [27]. Active Filter operation of WECS

based on DFIG has been investigated by three research groups, guided by M. T. Abolhassani
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[28, 29, 30], B. Toufik [31] and E. Tremblay [32]. Additional details regarding the studies

conducted in the literature are provided in chapter 3.

The studies conducted in the literature prove that the proposed application is feasible,

by showing the improvement of the grid current and voltage oscillograms when the above

described operation is implemented. The present research investigates further aspects of

the use of a WECS as an AF, described in the following section.

Thesis original contributions

This dissertation presents the following original contributions in the areas of control system

design, WECS integration and power quality:

1. Three alternative control systems to perform the described operation are designed

and their performances are compared. The studied system is representative of a real

installation and takes into consideration several design parameters that affects the

system performances, such as the equivalent impedance of the line that connects the

stator to the Point of Common Coupling (PCC) and of the transmission line.

2. Compensation of the zero-sequence currents is addressed. Zero-sequence currents

are very common in power system due to load unbalance and to the operation of

residential and industrial loads such as consumer electronics and motor drives. The

compensation of the zero-sequence currents requires a different approach with respect

to the positive- and negative-sequence current, that has not been investigated by the

previous studies on the subject.

3. The increasing power loss and consequent temperature rise in the WECS components

is studied: it is verified that current increase may result in unacceptable temperature

rise and therefore DFIG derating is needed to limit the power loss. DFIG derating is

effective for all three control systems.

4. Voltage distortion due to the harmonic current flow within the WECS is investigated.

The harmonic voltage drop on the line impedance may lead to stator peak voltages

above the rated value. The length of the line connecting the stator to the PCC is an

important parameter when the stator is injecting harmonic currents, since a longer

transmission line leads to more severe voltage distortion, thus resulting in higher peak

voltage at the stator terminals.

5. Several results are obtained from the analysis of the control system response to voltage

dips: Low-Voltage Ride Through (LVRT) capability is verified; the capability of the
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system to perform harmonic compensation in spite of the voltage variations is verified;

and derating allows protecting the WECS devices in the instants following the voltage

dip, because it reduces the amplitude of the currents flowing through the generator

and the power converters.

6. The control system response to wind variation is addressed and it is shown that sudden

and severe wind variations may affect the voltage amplitude at the PCC. Therefore,

reactive power compensation is necessary to limit the voltage oscillations

7. Since derating causes a reduced income from the sale of the electric energy, a prelimi-

nary economic analysis is conducted to verify the feasibility of the proposed method-

ology.

Thesis results

A number of contributions have been made in the study of the use of a WECS as an AF.

The effectiveness of the proposed control system to cancel any harmonic currents (positive-,

negative-, zero-sequence, interharmonics, subharmonics) is proved.

Analytical expressions are provided to quantify the effects of the proposed application:

voltage distortion at the DFIG terminals requires a conservative design of the windings

insulation, and temperature rise implies derating of the machine. Stator and rotor derating

formulations as a function of the current spectrum injected by the NLL are carried out.

Transient analysis allows verifying that harmonic compensation is implemented in spite

of voltage variation and wind speed variations. It is verified that if the transmission line is

long, the voltage at the PCC may experience severe oscillations, and reactive power control

is designed to reduce the voltage fluctuations.

The economic analysis allows identifying the conditions under which the proposed ap-

proach is convenient.

Thesis organization

The thesis is organized in three parts:

Part I is an introduction to wind generation technology:

Chapter 1 describes the state-of-art wind technology and the challenges posed by the

interconnection of wind resources to the grid;
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Chapter 2 describes the DFIG principles, equivalent circuit and power and torque

definitions.

Part II provides the steady-state analysis of the WECS operating as power generator and

harmonic compensator:

Chapter 3 presents the principles of harmonic compensation, studies the effects of the

proposed application on the WECS, and describes DFIG derating in detail;

Chapter 4 describes the control system that results in compensation by means of RSC

modulation;

Chapter 5 deals with the control to implement compensation by means of LSC mod-

ulation;

Chapter 6 introduces compensation by means of combined modulation.

Part III deals with the transient analysis of the system under study, operated by means

of combined modulation:

Chapter 7 studies the system response to voltage variation and discuss the Low Volt-

age Ride Through (LVRT) ability;

Chapter 8 presents a model of the mechanical system and verifies the system response

to wind variation and the implementation of voltage regulation.

Several appendices complete the work. Appendix A provides the systems parameters;

appendix B presents the generalized dq transformation applied to electrical machines, ap-

pendix C introduces the principles of wind turbines aerodynamics and of variable speed

operation. The other appendices describe some of the tools used to develop the work,

including: the principles of control systems and Phase Locked Loop (PLL) design (ap-

pendix D), the theory of instantaneous powers (appendix E), the Fortescue transformation

for poly-phase systems (appendix F), elements for an economic valuation of the proposed

control system (appendix G), and the principles of Pulse Width Modulation for the power

converters control (appendix H).
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Wind Power Technology
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Introduction to Part I

The scope of Part I is to frame the research on Active Filter operation of WECSs within

the most recent developments of Wind Energy Technology.

The common configurations for wind generation and a synthesis of the challenges posed

by the connection of wind power plants to the power system are presented in chapter

1. Given the fact that the majority of the WECS installations are based on Doubly-Fed

Induction Generators (DFIGs), chapter 2 is dedicated to the steady-state analysis of this

electrical machine.

The principles of wind turbine aerodynamics are presented in appendix C: a basic knowl-

edge of these topics helps identifying the effects of wind turbines operation on the grid.
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Chapter 1

WECS Configuration and

Interconnection to the Grid

1.1 Introduction

This chapter presents the most common configurations used for modern WECSs, and the

principal challenges presented by their connection to the grid.

1.2 Configuration of modern WECSs

In the earlier applications of wind generation, dc machines were used to convert wind

energy into electric energy to decouple the mechanical system from the electric grid that is

operating at constant frequency [11].

Power electronics advances enabled in the replacement of the dc-machine with the syn-

chronous and induction generators [33]. At the moment, many technological alternatives are

available to achieve electromechanical conversion in wind power plants [9, 11, 13, 34, 35, 36].

The different configurations are obtained by combining an induction or synchronous ma-

chine to a full-scale or partial scale power converters2, as illustrated in Figure 1.1 [33]. In

this diagram, the different stages that implement the conversion of mechanical energy into

electric energy are visualized in different rows; for each stage, the technological alternatives

are presented. Different vertical paths can be identified to perform the energy conversion.

Among the solution presented in Figure 1.1, four machine/power converters combina-

tions encompass the majority of the present installations and they are known as [10, 33, 37]:

Type A: Fixed speed,

Type B: Dynamic slip control,

Type C: Doubly-Fed Induction Generator (DFIG) with back-to-back converters,

2Full-scale power converters are rated for the generator power, while partial-scale power converters are
rated for a portion of the generator power. The power flow can be one-directional or bi-directional.
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Chapter 1. WECS Configuration and Interconnection to the Grid

Figure 1.1 - Road-map for wind energy conversion [33].

Type D: Direct Drive.

1.2.1 Type A - Fixed speed

Fixed speed wind generators represent the oldest and simplest configuration. As illustrated

in Figure 1.2, the induction generator rotor is short circuited, and the stator is connected

to the grid. The induction generator shaft is connected to the wind turbine through a

gear-box. A reactive compensator is installed at the stator terminals to provide reactive

power to the generator.

This solution is simple because it does not require the installation of power converters,

however the fixed speed operation does not allow optimal power capture (appendix C), and

the reactive compensator is necessary to provide the magnetizing current. The two major

drawbacks of Type A configuration are as follows:

• the time necessary to pay back the investment is higher than the one for configurations

based on variable speed operation due to the fact that the annual energy extracted

from the wind is lower;

• the system is unable to damp the turbulences of wind speed, that are directly trans-

mitted to the grid.
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Figure 1.2 - Type A configuration: Fixed speed.

1.2.2 Type B - Dynamic slip control

Figure 1.3 - Type B configuration: Dynamic slip control.

The design known as Dynamic Slip control has been introduced by the Danish manu-

facturer Vestas in 1999 (Vestas OptiSlip technology [38]). The main difference between this

design and Type A is the variable resistance added in series to the rotor windings, as shown

in Figure 1.3. The variable resistance is controlled through power electronics, and allows

variable speed operation with a maximum slip equal to 0.03-0.05.

Type B design results in higher costs due to increased complexity of the design, but

variable speed operation allows a higher power capture and in a smoother control of the

power delivered to the grid.

This configuration is renowned because it represented a milestone toward the imple-

mentation of variable speed operation, but at the moment it has been superseded by DFIG

technology (Type C configuration).
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Figure 1.4 - Type C configuration: DFIG with back-to-back converters.

1.2.3 Type C - DFIG with back-to-back Converters

The Doubly-Fed Induction Generator (DFIG) conceptual schematic is shown in Figure 1.4.

The stator is directly connected to the suppling bus; the rotor is supplied by two back-

to-back connected power converters: the Rotor Side Converter (RSC) and the Line Side

Converters (LSC) interfaced by means of a dc-link. This configuration allows impressing a

rotor voltage with adjustable amplitude and frequency.

In spite of its complexity, this configuration is the most popular for wind generation due

to several advantages, that can be summarized as follows:

1. Only 25%-30% of the total power flows through the power converters which can be

designed for a low-rated power (partial-scale converter), resulting in lower cost, size,

and weight, and smaller losses compared to the system with full-scale power converters

connected to the stator [36, 39, 40, 41, 42].

2. Both active and reactive power exchange with the grid can be adjusted; since this

operation is performed by controlling the power converters, regulation of active and

reactive power is very fast (in the range of few milliseconds [43, 44]) and precise.

3. Variable speed operation leads to a higher energy yield given the same wind regime,

and reduces the dynamic loads on the tower and the gearbox.

4. DFIGs have the ability to output more than the rated power without becoming over-

heated and are able to transfer maximum power over a wide speed range [35].

5. A reactive compensator is not needed

6
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Figure 1.5 - Type D configuration: Direct drive.

DFIG technology presents drawbacks as well: due to the stator’s direct connection to

the grid, DFIGs are very sensitive to grid disturbances, especially to voltage dips [40, 43].

A decrease in the supply voltage may cause high rotor voltages and currents that constitute

a threat for the sensitive solid state devices installed in the RSC and LCS3.

1.2.4 Type D - Direct drive

The direct drive design is relatively recent and makes use of a Permanent Magnet Syn-

chronous Generator (PMSG) with a high number of poles. A gear box is not needed

because the PMSG is able to generate electricity at relatively low speed. To decouple the

turbine varying rotating speed from the constant grid frequency, the stator windings are

connected to the grid through full-rated converters.

Type D configuration results in the use of full-scale converter and in higher cost with

respect to Type C. The high cost of the permanent magnets contributed limits the appli-

cation of this configuration to WECS with low rated power. However, the absence of the

gearbox increases significantly the reliability of the installation while reducing maintenance

costs. For this reason many research efforts are going in the direction of increasing the

applications of gearless solutions [45, 46, 47, 48, 49].

1.2.5 Market share of wind generation technologies

According to [27, 33], the wind technology market in 2002 was shared as shown in Table 1.1.

At the moment of this writing (2010), the Type C configuration is still the most popular

technology; however Type D is increasing its impact in the market [50].

1.2.6 Off-shore wind farms

The configurations for off-shore wind farm are chosen among the ones described above for

in-land plants: for example, off-shore wind farms in Denmark are based on Type A and Type

3A detailed analysis of the transient response of a specific WECS based on DFIG technology is provided
in chapter 7.
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Turbine Technology World-Market Share

Type A 28 %

Type B 5 %

Type C 47 %

Type D 20 %

Table 1.1 - Wind Turbine Technology Market in 2002

C configurations [33]. Although turbines of up to 5 MW have been installed, the majority

of the off-shore projects range from 2.0 MW to 3.6 MW. In the United States, several

offshore project proposals have been presented but most of these projects have not been

implemented yet due to environmental concerns [6, 8, 9, 51]. In the future, it is expected

that off-shore wind power installations will increase significantly worldwide [8, 33], due to

the enormous energy potential of wind energy on the sea.

The increase of off-shore wind farm installation may lead to the development of different

configurations: for example, the long distance between the off-shore wind power plant

locations and the loads combined with the transfer of large amounts of power make off-

shore wind power a suitable candidate for the implementation of High Voltage dc (HVdc)

transmission lines [33, 52, 53, 54].

In-land wind farms the installations have been tested for many years and their perfor-

mance are well known. Off-shore wind power plants are mainly in a research or prototype

stage and currently there is not a dominant technology for the plants or for transmission of

the wind power to land.

1.3 WECS effects on the grid operation

The connection of wind turbines to the grid present several challenges, some of them are

summarized as follows [9, 12, 55, 56]:

1. Wind generation, as any power sources depending on natural elements, is characterized

by variability and availability of wind. Therefore wind energy is not as dispatchable

as the energy obtained by traditional plants.

2. Wind power plant technology is not as familiar or well characterized as conventional

generating equipment. Moreover, each configuration (Types A-D) has different dy-

namical characteristics and impacts differently the grid operation.

3. Grid requirements for wind generators are gradually moving toward those applied to
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other types of generation, such as gas and steam turbines. For example, some grid

code require that wind power plants assist the grid in maintaining or regulating the

system voltage. The requirements for wind generator interconnections are becoming

more demanding due to the increasing size of the WECSs and of their impact on the

grid operation [9].

4. Many wind plants are built in remote areas far from load centers, where the trans-

mission network is less developed and requires reinforcement to accommodate the

additional power flow caused by wind generation [9]. This phenomenon is critical

in deregulated markets where transmission and generation are functionally separated

[7, 8]. Transmission owners are not motivated to build new high-voltage transmission

lines to remote areas where there may be a high potential wind energy resource but

little existing generation or load. Wind plant developers cannot build new wind power

plants in remote wind-rich areas, if the transmission line is not capable of transfer-

ring the plant output to major load centers. Given the fact that the transmission

line construction requires longer times than the completion of the generating units, it

results that wind power plants are often located in regions that are closer to existing

transmission lines but that are not the richest in wind energy [7]. Policies in a few

states (including Texas, Minnesota, Colorado and California) support the creation of

transmission first in advance of generation [7].

At the time of this writing, the regulations for wind plant generator are still evolving

worldwide. This is principally due to the following reasons:

• The increasing number of wind power installations continuously poses new challenges

to the stability and reliability of the grid

• Wind power technology is changing, together with the static and dynamic perfor-

mances of wind power plant.

• The differences in terms of requirements for conventional and distributes resources

has not been yet established.

In the following sections, some of the most important challenges posed by the connection

of WECSs to the grid are briefly analyzed.

1.3.1 Voltage fluctuations and flicker

Reduction of voltage quality due to the connection of wind generators are caused by varia-

tions of the wind speed [9, 14, 18, 57]. Wind fluctuations are caused by several phenomena;
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the most important are described in appendix C.

In general, wind speed fluctuations result in a variation of the power absorbed by the

turbine. In the case of a weak transmission line, the connection of large wind plants causing

severer power fluctuations may be limited in a given part of the electrical network [58].

In other cases, wind power can improve the voltage quality and benefit the service in

remote rural systems. For example, in areas where wind may have a high correlation with

the seasonal loads (e.g. seasonal tourism in windy areas), the local integration of distributed

resources into the grid may avoid to build new transmission lines [58].

Flicker4 produced by grid connected wind turbines is mainly caused by fluctuations in

the output power due to wind speed variations, the wind gradient and the tower shadow

effect (appendix C). Many factors affect flicker emission of grid-connected wind turbines

during continuous operation, such as wind characteristics (e.g. mean wind speed, turbulence

intensity) and grid conditions (e.g. short circuit capacity, grid impedance angle, load type)

[60, 61, 62].

The WECS configuration significantly affects the level of flicker emissions. Variable-

speed wind turbines show reduced flicker levels in comparison with fixed speed wind tur-

bines [60, 61, 62]. This phenomenon has the following explanation: during variable speed

operation fast power variations are not transmitted to the grid but are smoothed by the

flywheel action of the rotor. Although variable speed wind turbine produces lower flicker

levels, the study of flicker emissions is necessary for each installation since the wind power

penetration level is increasing and the global effect may be detrimental.

1.3.2 Reactive power regulation

The first standards for interconnection of wind generators to the grid (such as [63]) specified

that wind generators should not actively regulate distribution system voltages since the the

wind generator control could conflict with the regulation schemes applied by the utility.

Even if a distribute resource does not participate actively to voltage regulation, it can

still cause a voltage increase or decrease along the feeder, depending on the generator

type, control method, its delivered power and feeder parameters and loading [18] 5. Wind

generators based on squirrel cage induction machines create a reactive power burden for

the power system and they often degrade system voltage performance [9].

Recent changes in the grid standards require wind plants to actively participate in the

voltage regulation [9, 64]. Such regulation is implemented by controlling the reactive power

4Flicker is ‘an impression of unsteadiness of visual sensation induced by a light stimulus, whose luminance
or spectral distribution fluctuates with time’ [59] which can cause consumer annoyance and complaint.

5The effect of a WECS operation on the transmission voltage will be presented in details in chapter 7

10



Chapter 1. WECS Configuration and Interconnection to the Grid

exchanged between the wind generator and the grid, different methodologies are available

to perform this task.

Capacitors can be used to correct power factor to near unity, but they may induce self-

excitation, resonance and harmonics in response to change in system voltage or frequency

[14, 44]. Since the capacitor bank regulation is slow, this solution does not provide fine,

continuous control, and does not allow to follow the small changes in voltage commonly

seen in a weak grid or caused by gusty wind conditions.

To add speed and flexibility, some wind plants use static VAR compensators (SVC).

By choosing the correct size of an inductor and capacitor, the SVC can be operated to

either generate or absorb reactive power. For example, with a 100-MVAR capacitor and a

200-MVAR inductor, a range of ±100 MVAR can be achieved and adjusted continuously.

If negative reactive power is not required, a combination of a 100-MVAR capacitor and a

100-MVAR inductor provides a range of 0 MVAR to +100 MVAR [14]. In [14] simulations

are carried out for the wind power plant of Tehachapi (CA) where SVC are installed.

Simulation results show that without reactive power compensation the voltage drop due

to variations in the wind is unacceptable (the bus voltage reaches 0.905 p.u.), while with

proper compensation the voltage drops only to 0.95 p.u.. At the same time, the reactive

power flow from the grid drops significantly when the reactive power is compensated locally.

A more sophisticated solution is applied in the the Aragonne Mesa wind plant in New

Mexico. A distributed static compensator (DSTATCOM) controls the power factor to unity

and a feedback signal of the actual reactive power at the point of interconnection is used to

make any correction to the reactive power output of the DSTATCOM [9]. Wind plants that

provide closed-loop control of utility system voltages, like the one installed in Aragonne

Mesa wind plant, provide two major benefits: the impact of active power fluctuations on

the grid voltage is minimized and precise voltage control strengthens the grid [9].

Many modern wind generators provide reactive power compensation directly from the

power electronics that control the real power operation of the machine. Such performances

may be obtained by using wind power plants based on the Type C configuration [9].

For many wind farms, especially large and remote ones located in systems with relatively

low short-circuit ratio, traditional approaches to managing reactive power are not adequate,

because they may result in unsatisfactory voltage performances and in flicker [9]. For each

installation, the interconnection study helps determining the best method to implement

reactive power control.

At the moment many operators prefer unity power factor operation since the active

power delivered to the grid results in an economical reward. Reactive power would be

produced only if there are sufficient financial incentives [42, 43]. Reactive power production
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from the WECS may be beneficial for the grid operation: recent advancements in wind

turbine generator technology may allow continuous control of reactive power output even

when the wind turbine is motionless. Currently, wind turbines stop both reactive and

active power production in response to wind speed value either below a minimum threshold

(cut-in speed) or above a maximum value (cut-out speed) as explained in appendix C.

While loss of real power production is easily adjusted by the utility, the loss of controlled

reactive power production can be locally disruptive. Some variable-speed wind turbines

generators that rely on a power-electronic based converter can be configured to deliver

reactive power regardless of whether the turbine is turning: this feature will provide effective

grid reinforcements by implementing continuous voltage regulation, while this benefit is not

possible with conventional thermal or hydro generation.

1.3.3 Power Factor at the WECS terminal

According to the regulations for connection of wind power plants to the grid issued in many

European countries, the Power Factor (PF) at the WECS terminals must be maintained

above 0.95 under any operating condition. Since the active power delivered by the DFIG is

a function of the slip and of the wind speed, it results that the limitations on the maximum

reactive power are changing in time. In [64, 65] a throughout analysis is developed to

identify the PQ curves of a single wind turbine and of a wind plant.

1.3.4 Harmonics and resonance

If the reactive power compensation system in the WECS makes use of shunt capacitor banks,

even a small amount of distortion on current delivered by the the transmission network may

be detrimental [9, 66]. The transmission network sees the the capacitor banks as connected

in series with the substation transformer [9, 14]: this LC combination may result in a

small impedance at low order harmonic frequency, allowing distorted currents to flow from

the network. Overloading of capacitor banks and high harmonic voltage distortion on the

medium-voltage bus are two of the problems that might be caused by this configuration.

Capacitor banks may also lead to resonance phenomena [66]: for the reasons listed

above, together with their slow and coarse control, capacitor banks are not generally used

to implement reactive power compensation in WECS. In the majority of wind installations,

that are based on Type C and D configurations, the power converters are used to implement

this task.

It is recognized that wind turbines are not a significant source of harmonic distortion

although they are connected to the grid by means of power converters [66], since inverter
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manufacturers adopted the switching inverter technology that results in current distortion

well below the one allowed by the IEEE Standard P1457 [63].

1.3.5 Dynamic response to voltage dips and faults

The first standards for the interconnection of WECS to the grid stated that the wind power

plant was expected to disconnect from the system during faults [18, 39]. A drawback of

this regulation is that separation of wind turbines from the grid during the fault leads to

loss of a portion of power generation instead of providing grid support.

For this reason, the most recent standards [55, 67, 68] the generator must support the

grid in the event of faults and it is not allowed to disconnect during a network disturbance

such as voltage dip [43]. The Low Voltage Ride Through (LVRT) requirement was firstly

issued by E.ON Netz [68] in Germany and is now becoming a universal feature for wind

power generation.

As an example, the LVRT requirement for UK is shown in Figure 1.6. The normalized

voltage at the point of common coupling is plotted as a function of time: the shaded area

indicates the region where the WECS is allowed to disconnect from the grid. For example, if

the PCC voltage amplitude is equal to 0.15 for 2.5 s. then the WECS can be disconnected.

The curve applies for three-phase faults: it is worth to notice that according to the UK

requirement, the turbine is supposed to stay connected for a zero-voltage symmetrical fault

with duration up to 140 ms. A comparison of LVRT requirements in different countries is

carried out in [58]. The analysis of the US regulations is carried out in section 1.5.

1.3.6 Dispatchability

Power grids are operated in such a way that generation resources meet supply demands:

traditional generators are programmed to follow dispatch order, and failure to deliver power

per dispatch orders results in financial penalties [7, 9].

Wind generation does not fit this control scheme, because the power output of wind plant

is function of the wind speed. This characteristic is common to all distributed resources that

rely on natural environment: generation can be estimated in advance by using forecasting

tools [69], but power output cannot follow dispatch orders. For this reason, distributed

resources are generally defined as ‘intermittent’. Spatial planning and the connection of

different distributed power sources to the grid allows to smooth the power production curve

(For this reason, some authors prefer to replace the adjective ‘intermittent’ with ‘variable’

[19, 58]).

Given the above considerations, it results that the increasing amount of distributed

13



Chapter 1. WECS Configuration and Interconnection to the Grid

Figure 1.6 - LVRT requirement according to UK National Grid [67]. The nor-
malized voltage at the PCC is plotted in function of time, and the region where
the WECS is allowed to disconnect is indicated by the gray area. For voltage
variations above the black trajectory, the WECS must stay connected to the
grid.

resources installed on the grid results in a simultaneous increase of the reserves to keep the

system in balance. The estimation of the amount of reserve is an optimization problem:

from one side, lack of reserve results in system unbalance and in penalties, on the other

side, excess of reserves results in a too high cost [8]. The experience of European countries

with a significant installation of renewable energies (Denmark, Spain and Germany) allows

estimating an increase of the reserves equal to 1%. This minimal increase is due principally

to the interconnection of the electric systems within the European countries and may be

not sufficient in other countries where the short circuit ratio is low.

At the moment, energy storage is not competitive enough to constitute a solution to

mitigate intermittency of renewable energy productivity [3, 21], therefore other solutions

need to be adopted to ensure maintenance of the power balance. Statistical analysis can be

used to balance loads, by observing that energy production and consumption are positive

and negative contribution to the power balance, respectively. The smart grid technology

may be used to promote the integration of wind energy into the grid, by allowing a more

efficient and fast monitoring of energy production and load consumption.

1.4 Assessment of power quality - IEC standard

The survey carried out in the previous sections allows the identification of many sources of

power quality concerns related to WECS connection to the grid.
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The power quality standard of grid connected wind turbines IEC61400-21 [70] issued

by the International Electrotechnical Commission (IEC) defines the parameters that char-

acterize the quality of energy delivered by wind turbines and provides recommendations

to carry out measurements of power characteristics. The factors and characteristics with

highest influence on the power quality of wind turbines identified by the standards can be

summarized as follows [58, 66]:

• Wind turbine technology (type of electrical generator, gearbox or gearless transmis-

sion, direct/controlled connection to the grid).

• Grid conditions at the PCC (short circuit power and X/R ratio, interconnection

voltage level and regulation, type of interconnecting transformers, earth system, co-

ordination of the protections)

• Wind farm design and control (number and nominal power of the wind turbines,

wind farm internal power collecting system characteristics (X/R), possible capacity

effects from the wind farm internal cabling system, added power/voltage control and

regulation).

• Wind flow local characteristics (turbulence intensity, turbine operation under wake

flow, spectrum of the wind 3D components, spatial variability of the wind [71])

• Wind turbine constructive parameters (nominal and reference power, reactive power

versus active power)

• Wind power fluctuations (Steady-state: flicker emission, long and short term emission.

Transient performance: wind turbine cut-in and cut-out, voltage dips)

• Imbalances and harmonics (current harmonics and inter-harmonics)

1.5 FERC Order 661 and 661A

The requirements for interconnection of WECS in the US are determined by the Federal

Energy Regulatory Commission (FERC).

In May 2005, FERC emitted the ‘Final Rule’ on Interconnection for Wind Energy, Order

No. 661 [72]. This order ‘requires public utilities that own, control, or operate facilities

for transmitting electric energy in interstate commerce to append to their standard ...

procedures and technical requirements for the interconnection of large wind generation’.

This order has been modified in December 2005 under request of several entities (including
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AWEA, ISO New England, National Grid and NERC) thus resulting in FERC Order 661-A

[73].

Any wind power plants intended to be connected to the grid must demonstrate the

following requirements according to Order 661-A:

1. LVRT capability for voltage dip down to zero residual voltage measured at the high

side of the wind generating plant step-up transformer.

2. Power factor regulation within the range of 0.95 leading to 0.95 lagging if the intercon-

nection study conducted by the Transmission Operator shows that this requirement

is necessary to ensure safety or reliability; the PF is measured at the PCC.

3. Supervisory control and data acquisition (SCADA) capability to transmit data and

receive instructions from the Transmission Provider, to protect the system reliability.

1.6 Future trends and conclusions

Figure 1.7 - Installed wind power worldwide: the annual and cumulative distri-
butions are shown as a function of time [74].

In spite of the technical challenges posed by the interconnection of wind turbines to the

grid and of the more stringent requirements that wind power plants are required to satisfy,

the number of WECSs installed worldwide is continuously and rapidly increasing. Figure

1.7 helps quantifying this concept, by showing the annual and cumulative distribution of

wind power worldwide as a function of time. The MW of wind power installed per year have
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been increasing continuously since the ’90s, thus resulting in an almost exponential growth

of the cumulative wind power. The trend presented in Figure 1.7 is expected to continue

since in many countries, including United States, wind energy still provides a small portion

of the installed generation.

A technical report prepared by the US Department of Energy studies the scenario where

wind energy will represent 20% of the energy production in 2030 [8]: this projection means

that the impact of WECSs on the grid operation will become more significant in the future,

and will require further improvements of the WECSs performances and of their control

system.
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Chapter 2

DFIG Steady-State Analysis

2.1 Introduction

In this chapter, a detailed analysis of the DFIG steady-state performances is carried out

and the following items are presented:

• Induction machine configuration and operating principles,

• DFIG equivalent circuit,

• Power and torque expressions.

2.2 Configuration and equivalent circuit

2.2.1 Singly-fed induction machine: principles of operation and notation

The three-phase induction machine idealized configuration is shown in Figure 2.1.a [75, 76,

77, 78]. The stator terminals are labeled as as, bs and cs. The rotor terminals are labeled

as ar, br and cr. The stator and the rotor are separated by a uniform air gap of width l.

In the singly-fed induction machine, the rotor terminals are short-circuited and the stator

terminals are connected to the three-phase power supply. When the singly-fed induction

machine is used as a motor, the rotor windings are replaced by conductive bars that form

a squirrel-cage structure

The current flowing in each stator winding produces a magnetic field in the air gap; if

the leakage field is ignored, the air gap magnetic field distribution created by current flow

in one winding is a square wave [78]. Figure 2.1.b shows the magnetic field distribution

produced by stator phase as current for the machine depicted in Figure 2.1.a., assuming

that a dc current with amplitude Is flows in each conductor.

At the end of the XIX century [79], G. Ferraris [80] and N. Tesla [81] proved that if

the stator windings are supplied by a symmetrical and sinusoidal poly-phase supply, the

stator currents induce a sinusoidal flux wave (rotating magnetic field) in the air gap. In

practice, the sinusoidal flux distribution is obtained by distributing properly the windings
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Figure 2.1 - Idealized singly-fed induction machine: (a) stator and rotor winding
distribution and reference frame for the air gap magnetic field representation.
(b) Magnetic field distribution produced by a dc current Is flowing in each
conductor of stator phase as, while the current flowing in phases bs and cs is
zero; Ns is the number of conductors in each stator slot.
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Figure 2.2 - Conceptual representation of the rotating magnetic field generated
by the stator windings of the machine shown in Figure 2.1 when supplied with
a symmetrical three-phase voltage. At different time instants, the wave flux
position changes. The flux wave speed is ω1.

of each phase on the stator perimeter and the induction machine analysis is performed at

fundamental frequency. The conceptual representation of the rotating field at fundamental

frequency is shown in Figure 2.2: at different time instants t1 and t2 the zeros and the peaks

of the flux wave are at different positions.

The stator flux wave moves with synchronous speed ω1 (rad/s); the synchronous speed is

related to the supply frequency f1 by means of the number of pole pairs P [75, 76, 77, 78, 82]:

ω1 =
2πf1

P
(2.1)

The rotating stator field induces three-phase voltages in the rotor windings that in turns

produce rotor currents; rotor currents generate a rotor flux wave in the air gap. Electrome-

chanical conversion is possible only if the stator and rotor flux waves rotate with the same

speed ω1 [75, 76]. According to electromagnetic theory [79], the interaction between the air

gap flux and the rotor current flow creates a force (‘Lorentz Force’) on the rotor windings

and consequently the rotor turns with mechanical speed ωmech.

In the classical theory of the induction machine, the rotor speed is expressed in electrical

radians rather than in mechanical radians; this way, the same units are used for the electrical

and the mechanical quantities. In this work, the symbol ωm is used when the rotor speed

is expressed in electrical rad/s, the symbol ωmech is used when the rotor speed is expressed

in mechanical rad/s.

The relation between electrical radians and mechanical radians is explained by referring

to Figure 2.3 where the configuration of a four poles induction machine and the correspond-
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ing rotating field distribution are shown. For the four pole machine, the period of the flux

wave is half of the perimeter of the rotor, and to one electrical radiant corresponds half

mechanical radiant. In Figure 2.3.b the rotating field distributions for both the two poles

machine (Figure 2.1) and the four poles machine (Figure 2.3.a) are depicted to visualize the

different flux distribution for machines with different number of pole pairs. For a generic

number of pole pairs P, the relation between electrical radians and mechanical radians is

the following [75, 76]:

ωmech =
ωm

P

(rad

s

)

(2.2)

where ωmech is the actual mechanical speed and ωm is the mechanical speed. In a two poles

machine (P = 1), ωmech = ωm.

In typical operation of the induction machine, the rotor speed is different from the flux

wave speed (ωm 6= ω1); the slip S [77, 82] is a dimensionless parameter that quantifies this

difference and is defined as follows:

S =
ω1 − ωm

ω1

(2.3)

The synchronous speed ω1 is constant and proportional to the supply frequency (2.1); the

value of S is determined by the rotor speed ωm and four distinct operating modes are defined:

• If S > 1, the rotor turns in the opposite direction with respect to the rotating field

produced by the stator (ωm < 0) and the machine operates as a brake.

• If S = 1, the rotor is at stand still (ωm = 0) and the machine operates as a three-phase

transformer.

• If 0 < S < 1, the rotor turns slower than the rotating field produced by the stator

(0 < ωm < ω1) and the machine operates as a motor.

• If S < 0, the rotor turns faster than the rotating field produced by the stator (ωm > ω1)

and the machine operates as a generator.

The rotor currents frequency fr is related to the stator currents frequency f1 by means

of the slip S. Figure 2.4 displays the relations between stator and rotor flux waves speed

and the rotor speed. The rotor and stator flux waves move with the same speed ω1, imposed

by the power supply, and the rotor speed is ωm. The rotor field velocity with respect to the

rotor is represented by the symbol ωr and is defined as follows:

ωr = ω1 − ωm = Sω1 (2.4)
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Figure 2.3 - Idealized four poles singly-fed induction machine: (a) schematic
representation of the stator and rotor windings distribution; (b) comparison
between the air gap rotating field produced by a two poles machine (dashed-
dotted line) and by a four poles machine (continuous line) at the same time
instant t = t∗.
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Figure 2.4 - Relation between the stator flux wave speed (ω1), the rotor speed
(ωm) and the rotor flux wave speed with respect to the rotor (ωr).

where the slip definition (2.3) has been applied. Dividing all terms by 2π, the rotor current

frequency is obtained [77]:

fr = Sf1 (2.5)

2.2.2 DFIG Steady-state analysis and equivalent circuit

The DFIG stator and rotor windings three-phase equivalent circuit is presented in Figure 2.5.

The stator side is supplied by the distribution grid with a sinusoidal voltage of amplitude

Vs and frequency f1, the rotor side is connected to a sinusoidal three-phase voltage supply

of amplitude Vr and fundamental frequency fr. The stator and rotor voltages expressions

are as follows:
vsa = Vscos(ω1t)

vsb = Vscos(ω1t− 2π/3)

vsc = Vscos(ω1t− 4π/3)

(2.6)

and

vra = Vrcos(ωrt)

vrb = Vrcos(ωrt− 2π/3)

vrc = Vrcos(ωrt− 4π/3)

(2.7)

where ω1 = 2πf1/P and ωr = Sω1 according to (2.1) and (2.4).

The windings are assumed symmetrical and having the following equivalent parameters:

Rs: stator resistance,

Rr: rotor resistance,
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Figure 2.5 - Schematic representation of the DFIG stator and rotor windings in
steady state operation. The stator voltage operates at fundamental frequency
f1, the rotor voltage frequency is fr. The mutual couplings between the windings
are not shown to simplify the diagram.

Lls: stator leakage inductance,

Llr: rotor leakage inductance.

To derive the equivalent circuit at fundamental frequency, it is assumed that the wind-

ings properties are not function of frequency and temperature [83]: in chapter 3, where the

winding loss is calculated at different harmonic frequencies, a more realistic model of the

windings is presented.

Using KVL for each phase stator and rotor voltage loops (Figure 2.5) we find:

V s = Es + (Rs + jω1Lls)Is (2.8)

V
R
r = E

R
r + (RR

r + jωrL
R
lr)I

R
r (2.9)

where:

Es is the emf self induced by the stator windings at frequency f1,

Er is the emf self induced by the rotor windings at frequency fr,
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the superscript R means that the quantity is referred to the rotor windings.

In [84] it is shown that the emf E
R
r is the product between the slip S, Es and the ratio

between the number of stator and rotor windings (stator to rotor turns ratio) Ksr = Ns/Nr:

E
R
r = SEsKsr (2.10)

From the relation above, it is learned that stator and rotor windings behave as primary

and secondary windings of a transformer and the stator and rotor frequencies are function

of S, according to (2.5).

By substituting (2.4) and (2.10) in (2.9) and dividing both sides by Ksr, the following

is obtained:
V

R
r

Ksr
=

S EsKsr

Ksr
+

(RR
r

Ksr
+ jSω1

LR
rl

Ksr

)

I
R
r (2.11)

that is equivalent to:

V
R
r

Ksr
=

S EsKsr

Ksr
+

(RR
r

K2
sr

+ jSω1

LR
rl

K2
sr

)

I
R
r Ksr (2.12)

Further rearrangements of (2.12) lead to the rotor voltage formulation:

V r = S Es +
(

Rr + jSω1Lrl

)

Ir (2.13)

where: Rr =
RR

r

K2
sr

; Lrl =
LR

rl

K2
sr

; Ir = I
R
r Ksr; V r =

V
R
r

Ksr
.

By dividing all the terms of (2.13) by S, the following basic equation results:

Es +
(Rr

S
+ jω1Lrl

)

Ir =
V r

S
(2.14)

The equivalent circuit described by (2.8) and (2.14) is shown in Figure 2.6, where

Im = Is + Ir (2.15)

and M is the magnetizing inductance, assuming:

Es = jω1MIm (2.16)
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Figure 2.6 - DFIG single-phase equivalent circuit at fundamental frequency f1

for steady-state analysis.

2.3 DFIG power and torque expressions

2.3.1 Relations between stator, rotor and mechanical active powers

According to the notation of Figure 2.6, the stator and rotor active powers Ps and Pr are

expressed as follows:

Ps = 3 Re
{

V sI
∗
s

}

(2.17)

Pr = 3 Re

{

V r

S
I
∗
r

}

(2.18)

The airgap power Pairgap is the power stored the air-gap magnetic field:

Pairgap = Ps − ∆Ps = Teω1 (2.19)

where

∆Ps = 3RsI
2
s (2.20)

is the stator winding Joule power loss for a constant stator winding resistance Rs and Te is

the air-gap torque.

The total power Pt at the machine terminals is the difference between the input powers

(from the stator and from the rotor) and the Joule power loss:

Pe = Ps + Pr − ∆Ps − ∆Pr (2.21)

where

∆Pr = 3RrI
2
r (2.22)

is the rotor winding Joule power loss.
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The total power can be written as function of the air-gap torque as follows [76]:

Pe = Teωm = Teω1

ωm

ω1

= Pairgap(1 − S) (2.23)

where the definition of the slip (2.3) has been applied.

If the Joule loss is ignored (Rr = Rs = 0), the following simplifications apply [84, 85,

86, 87]:

1. The stator power is equal to the air-gap power:

Ps = Pairgap = Teω1 (2.24)

2. The sum of the stator power and the rotor power is equal to the total power:

Ps + Pr = Pt (2.25)

From (2.25) the rotor power as a function of the stator power and of the slip (under the

assumption ∆Ps = ∆Pr = 0) is obtained:

Pr = Pt − Ps = Teωm − Teω1 = Teω1(
ωm

ω1

− 1) = −SPs (2.26)

This last relation shows that the power supplied to the rotor is equal to the product of

the stator power and the slip; for this reason, the rotor rated power is named ‘slip power’

[12, 56, 88]. The RSC and LSC are connected in series to the rotor (Figure 1.4) and they

are rated for the slip power [84, 85, 87]:

Pn,RSC = Pn,LSC = |Pr| = |Smax|Ps (2.27)

From (2.27) it results that if the machine is operating with |S| > 1, the RSC and LSC

rated power is greater than the DFIG rated power [87]; for this reason, in the common

applications the maximum slip is below unity [84, 85, 89]. For example, if the DFIG

operates in the range 0.5 ≤ S ≤ −0.5, the maximum slip is 0.5 and the converters rated

power (2.27) is half of the DFIG rated power.

As a final remark, (2.26) teaches that the direction of the rotor power Pr depends on

both the sign of the slip and the sign of the stator power. This property of the DFIG leads

to the four operating modes of the DFIG, presented in section 2.4.
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2.3.2 DFIG as hybrid of synchronous and asynchronous machine

The analysis developed in the previous section results in two main conclusions:

1. The DFIG allows to extract or inject power from the rotor, depending on the sign of

the slip and the stator power (2.26);

2. The RSC and LSC rated power (2.27) is equal to the slip power (2.26).

This section provides a further analysis of the DFIG operation, resulting in an inter-

pretation of the operation of the DFIG as an hybrid between the traditional synchronous

machine and the induction machine [84, 85, 90].

By ignoring the magnetizing inductance, the equivalent circuit shown in Figure 2.6 is

simplified as shown in Figure 2.7, where Is = −Ir = I.

The line-to-neutral stator voltage phasor is:

V s = Vse
j0 (2.28)

The RSC voltage phasor referred to the stator is:

V r

S
=
Vr

S
ejδ =

Vr

S
[cosδ + jsinδ] (2.29)

where δ (rad) is the phase shift between the rotor voltage and the stator voltage. The angle

δ has a similar role played by the ‘torque angle’ in the conventional synchronous machine

[91, 92] and can be adjusted by regulating the voltage impressed by the power converter

connected at the rotor terminals.

Figure 2.7 - Simplified DFIG equivalent circuit for steady-state analysis. The
circuit is obtained from the one presented in Figure 2.6 by ignoring the mag-
netizing inductance.
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The current phasor I is obtained by applying KVL to the circuit presented in Figure

2.7:

I =
V s −

Vr[cosδ + jsinδ]

S

R+ jX
(2.30)

where

R = Rs +Rr/S

X = Xr +Xs

By substituting (2.30) in (2.18), one finds the following expression of the stator power

[85] (as derived in appendix 2.A):

Ps = 3Re{V sI
∗} = − Vs

Z2

[

X
Vr

S
sinδ −R

(

Vs −
Vr

S
cosδ

)]

(2.31)

where Z2 = R2 +X2.

According to (2.31), the stator power is a function of the slip S, the magnitude of rotor

voltage Vr and the phase shift δ, resulting in a wider range of operation and increased

flexibility for the DFIG with respect to the singly-fed machine. The following observations

apply to the result expressed by (2.31) [84, 85, 90]:

• The term dependent on sinδ resembles the power expression of power in the syn-

chronous machine [76, 91],

• If Vr = 0 the stator power expression for the singly-fed induction machine (section

2.1) is obtained:

Ps = 3 Re{V sI
∗} = 3

V s

Z2
R (2.32)

Figures 2.8 and 2.9 display the stator power waveforms for the machine described in

appendix A.

In Figure 2.8 the stator power Ps is expressed in function of S, with δ as a parameter.

For small values of the slip, the stator power can be more than ten times higher than the

nominal power of the machine. The angle δ is adjusted to avoid this situation. For high

value of the slip, the stator power is small for any values assumed by δ. Figure 2.8 results

in the conclusion that the values of S and δ cannot be chosen arbitrarily in order to avoid

absorption of large stator power.

In Figure 2.9 the stator power Ps is expressed in function of δ, with S as a parameter:

the power curves resemble the ones typical of the synchronous machine. Figure 2.8 confirms

that for some combinations of S and δ the stator power is higher than the rated power.

29



Chapter 2. DFIG Steady-State Analysis

Figure 2.8 - Normalized stator power as a function of S, δ is a parameter.

Figure 2.9 - Normalized stator power as a function of δ, S is a parameter.
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Figure 2.8 and 2.9 show that the operating range of DFIG is wide, due to the high

number of combinations of values assumed by S and δ. In the practice, the operating

range of the machine is limited by applying several constrains: in particular the limits on

mechanical stresses and temperature rise result in a limitation of the stator power flow [86].

For wind power applications, the stator power is related to the wind speed according to the

power curve associated to the wind turbine (appendix C) [10, 93, 94].

By rearranging (2.26), the total electric power is expressed as function of stator power:

Pt = Ps + Pr = Ps − SPs = Ps(1 − S) (2.33)

Figure 2.10 to 2.13 show the stator, rotor and total electric power for different combi-

nations of S and δ, according to (2.26), (2.31) and (2.33).

Figure 2.10 - Normalized stator, rotor and total powers as a function of S,
δ = +π/3.

In Figure 2.10 and 2.11, the normalized stator, rotor and total power are plotted as

function of S for two different values of δ. The rotor power Pr is always a small ratio of the

power Ps, according to (2.27). The signs of Pr, Ps and S are related according to (2.26).

For example, in Figure 2.10, for S > 0, Ps < 0 results in Pr > 0.

In Figure 2.12 and 2.13, Ps, Pr and Pe are plotted as function of δ for two different

values of S. The signs and amplitude of Pr, Ps and S are related according to (2.26). For

example, in Figure 2.12 where S = +0.4, when Ps = +0.8, Pr ≈ −0.32 = +0.8 · −0.4.
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Figure 2.11 - Normalized stator, rotor and total powers as a function of S,
δ = +5π/6.

Figure 2.12 - Normalized stator, rotor and total powers as a function of δ,
S = +0.40.
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Figure 2.13 - Normalized stator, rotor and total powers as a function of δ,
S = −0.40.

The DFIG torque expression derived from (2.19) is:

Te =
Pairgap

ω1

=
Ps − ∆Ps

ω1

(2.34)

By substituting (2.20) and (2.31) in (2.34), the torque is obtained as the sum of four

components [85] (appendix 2.A):

Te = Ts + Tr + Tsr,coscosδ + Tsr,sinsinδ (2.35)

where:

Ts = V 2
s

Rr

S

1

ω1Z2
(2.36)

is the torque of the conventional induction machine;

Tr = −
(Vr

S

)2

Rs
1

ω1Z2
(2.37)

is the torque due to rotor excitation;

Tsr,cos = −Vr

S
Vs

(Rr

S
−Rs

) 1

ω1Z2
(2.38)
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Figure 2.14 - First normalized torque component (2.35) as a function of S (This
component is independent from δ).

Figure 2.15 - Total normalized torque (2.35) as a function of S, δ is a parameter
.
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is the first component of the torque due to the interaction between the rotor and the stator;

Tsr,sin = −Vr

S
VsX

1

ω1Z2
(2.39)

is the second component of the torque due to the interaction between the rotor and the

stator.

The first torque component as function of S is illustrated in Figure 2.14 and corresponds

to the typical torque illustration for singly-fed machines: this component is independent of

δ. The total torque is a function of both S (as the singly-fed machine) and δ, as exemplified

by Figure 2.15.

2.4 DFIG operating modes

Four operating modes can be defined for the DFIG depending on the values of S and of δ

and they are presented in Figure 2.16 [84, 85].

A reading-by-columns of Figure 2.16 shows the difference between operation as a motor

or as a generator.

Figure 2.16 - The four operating modes for the DFIG: the operating modes
depends on the value of the S and of δ, and result in variable directions for the
stator, rotor and mechanical power flows.
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Figure 2.17 - The two operating for the singly-fed induction machine: motor
and generator.

The second column of Figure 2.16 illustrates the two operating modes of the DFIG as

a motor: for both S > 0 and S < 0, the power Ps is supplied by the grid to the stator and

the mechanical power Pm is delivered to the shaft. The rotor power is positive if S < 0 and

negative if S > 0, according to (2.26)6.

The third column of Figure 2.16 describes the two operating modes of the DFIG as a

generator: for both S > 0 and S < 0, the power Ps is delivered to the grid by the stator and

the mechanical power Pm is supplied by the shaft. The rotor power is positive if S > 0 and

negative if S < 0, according to (2.26).

A reading-by-rows of Figure 2.16 shows the effect of the slip sign on the DFIG operation.

The second line of Figure 2.16 illustrates that for S > 0, motor operation is obtained

if Ps > 0, and Pr < 0 results from (2.26); generation is obtained if Ps < 0 and Pr > 0.

The sign of Ps is determined by the regulation of δ, according to (2.31). In the real-world

applications, the power flow is adjusted by varying the real and imaginary components of

the rotor voltage rather than with the control of the angle δ [82, 95]7.

The third line of Figure 2.16 indicates that for S < 0, motor operation is obtained if

Ps > 0 and Pr > 0; generation is obtained if Ps < 0 and Pr < 0.

The singly-fed induction machine allows only two operating modes: since vr = 0, it

results Pr = 0 for any value of S. As explained in section 2.2.1, the singly-fed machine

operating mode is determined by the value of S only, because δ does not appear as a

variable. Motor operation corresponds to Ps > 0 and Pm < 0, generation corresponds to

Ps < 0 and Pm > 0 8).

From the comparison of Figure 2.16 with Figure 2.17, one concludes that the higher

6In Figure 2.16, the stator power Ps is assumed positive if it is delivered from the turbine to the grid;
the rotor power Pr is assumed positive if it is delivered from the RSC to the rotor.

7In chapter 4 it is shown that the rotor voltage components affect separately the active and the imaginary
rotor power.

8Brake operation described in section 2.2.1 is not included in Figure 2.17
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flexibility of the DFIG with respect to the singly-fed machine results from the introduction

of an additional variable, the angle δ, that is controlled by rotor voltage modulation.

2.5 DFIG power curve for wind generation

The DFIG power curve for wind generation is obtained by coupling the turbine character-

istics (Figure C.4.b) with the two generator modes presented in Figure 2.16. The resulting

power curve for variable speed operation is shown in Figure 2.18 [84, 85, 96], where the

normalized stator, rotor and total active power are shown as function of the normalized

rotor speed. The trajectories are drawn under the assumption of ideal system.

The normalized stator active power trajectory (Ps/Pn) coincides with the turbine power

curve shown in Figure C.4.b, since the stator active power is equal to the mechanical power

extracted from the wind. The normalized rotor active power Pr/Pn is derived from the the

stator power by applying (2.26). The sum of rotor power and stator power results in the

normalized DFIG total power Pt/Pn.

Figure 2.18 - DFIG power curve for variable speed wind generation: the nor-
malized stator active power, rotor power and total power are shown as function
of the normalized rotor speed. Base values are the DFIG rated power Pn and
the synchronous speed ω1.

For rotor speeds lower than the synchronous speed (0.5 < S < 1), the stator power is

positive and the rotor power is negative. This operating condition results in a total power
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delivered to the grid lower than the mechanical power extracted from the wind by the

turbine, because the rotor is absorbing power (Figure 2.16, operating mode (b)). The rotor

power is a small fraction of the rated power at subsynchronous speeds, and the reduction

of the overall power delivered is minimal [64].

For rotor speeds above the synchronous speed(1 < S < 1.5), both the stator and rotor

active powers are positive and the total power delivered to the grid is higher than the DFIG

rated power (Figure 2.16, operating mode (d)). The rotor contribution to the total power

is significant because in the region 1 < S < 1.5 the stator is injecting full rated power. In

particular, for S = 1.5, Pt = 1.5Ps .

2.6 Conclusions

The DFIG operation in steady-state has been analyzed. The DFIG presents a more complex

configuration than the traditional singly-fed machine, but the possibility to control power

flow on the rotor side results in two significant advantages:

1. the DFIG can operate as a motor or as a generator for each value of slip;

2. the rotor power may significantly contribute to increase the power output at super-

synchronous speeds.

Appendix 2.A - Derivation of expressions (2.31) and (2.35)

Stator power (2.31)

Ps = Re{V sI
∗} = Vs Re{I∗} = Vs Re{I}

= Vs Re
{Vs −

Vr [cosδ + jsinδ]

S

R+ jX

}

=
Vs

R2 +X2
Re{(Vs −

Vr

S
cosδ) − j

Vr

S
sinδ)(R− jX)}

=
Vs

R2 +X2
[RVs −R

Vr

S
cosδ) −X

Vr

S
sinδ]

=
1

Z2
[RV 2

s −RVs
Vr

S
cosδ −X

Vs Vr

S
sinδ]

Torque (2.35)

Starting from (2.34) and substituting (2.20):
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Te =
Pairgap

ω1

=
Ps − ∆Ps

ω1

=
Ps −RsI

2

ω1

where

I2 =
(Vs −

Vr

S
cosδ − j

Vr

S
sinδ

R+ jX

)2

=
1

R2 +X2

(

RVs −R
Vr

S
cosδ −X

Vr

S
sinδ + jXVs − jX

Vr

S
cosδ + jR

Vr

S
sinδ

)2

=
1

(R2 +X2)2

[

R2V 2
s +R2

(Vr

S

)2

cos2δ

−X2
(Vr

S

)2

sin2δ +X2V 2
s +X2

(Vr

S

)2

cos2δ

+R2
(Vr

S

)2

sin2δ − 2R2VrVs

S
cosδ + 2RX

(Vr

S

)2

cosδsinδ − 2RX
VrVs

S
sinδ − 2X2VrVs

S
cosδ

−2RX
(Vr

S

)2

cosδsinδ + 2RX
VrVs

S
sinδ

]

=
1

(R2 +X2)2
[(R2 +X2)V 2

s + (R2 +X2)
(Vr

S

)2

− 2(R2 +X2)
VrVs

S
cosδ]

=
1

R2 +X2
[V 2

s +
(Vr

S

)2

− 2
VrVs

S
cosδ]

Using the results for Ps and I2 in the torque expression (2.35) becomes:

Te =
Ps −RsI

2

ω1

=
1

ω1

1

R2 +X2
[RV 2

s −R
VsVr

S
cosδ −X

VsVr

S
sinδ −Rs(V

2
s +

(Vr

S

)2

− 2
VrVs

S
cosδ)]

=
1

ω1Z2
[RV 2

s −R
VsVr

S
cosδ −X

VsVr

S
sinδ −RsV

2
s −Rs

(Vr

S

)2

+ 2Rs
VrVs

S
cosδ]

=
1

ω1Z2
[
Rr

S
V 2

s −Rs

(Vr

S

)2

−X
VsVr

S
sinδ +

(

Rs −
Rr

S

)VsVr

S
cosδ]

The last equation leads to the four torques (2.36)-(2.39).
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Harmonic Compensation:

Steady-state Analysis
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Introduction to Part II

The following chapters deal with the control system design and with the steady-state oper-

ation of a WECS used as power generator and Active Filter simultaneously.

Chapter 3 describes the concept of harmonic compensation by using the WECS compo-

nents and presents the effect on the proposed application in terms of power loss and voltage

distortion; chapters 4-6 describe the control system that allows ‘compensation by means

of RSC modulation’, ‘compensation by means of LSC modulation’ and ‘compensation by

means of combined modulation’, respectively.

For each compensation method, simulation results in steady-state operation are pre-

sented, including current and voltage oscillograms and spectra, power loss as a function of

the rotor speed, derating curves and Total Harmonic Distortion (THD) values.
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Chapter 3

Principles of Harmonic

Compensation by Means of a

WECS and DFIG Derating

3.1 Introduction

Recent developments in power electronics paved the road for additional applications of

WECS in addition to power generation. Such applications are named ‘ancillary services’

[15, 22, 97, 98]. Harmonic compensation is an ancillary service and in the following sections

the principles regulating the use of a specific WECS as harmonic compensator are presented.

The system under study is shown in Figure 3.1:

• The DFIG is connected to the grid by means of a RSC and a LSC (Type C configu-

ration, chapter 1).

• A Non-Linear Load (NLL) injecting harmonic currents is connected to the same PCC9

through a line with resistance Rh and inductance Lh.

• A step-up transformer allows the connection of the WECS to the distribution or

transmission line.

• The power grid is represented by its Thevenin equivalent circuit; the parameters of

the Thevenin circuit are the voltage source Vg supplying electric power at fundamental

frequency f1, the line series resistance Rg and inductance Lg
10.

• The line that connects the stator terminals to the PCC is described by the parameters

Rc and Lc.

9IEEE Standard 519 [25, 26] defines the PCC as a point where multiple customers may be fed from the
same distribution point by the utility.

10In the present work, the grid equivalent parameters Rg and Lg include the transformer winding resistance
and equivalent inductance and therefore the transformer presented in Figure 3.1 is ideal.
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Figure 3.1 - The studied system: a DFIG and a non linear load (NLL) connected to the same point of
common coupling (PCC) to the power system.
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• The line that connects the LSC terminals to the PCC is described by the parameters

RL and LL.

According to the configuration shown in Figure 3.1, the grid currents ig,abc contain

harmonic components injected by the NLL. The presence of harmonic components in the

grid current is common in modern power systems, because in the last decades the amount

of harmonic pollution has been increasing due to the proliferation of non linear or time

varying loads11 [34, 99].

The presence of harmonic currents is detrimental for the grid operation, because they

cause overheating of supply transformers and of line cables, fatigue or premature failure

of drive line fuses, nuisance, tripping of drive circuit breakers and voltage distortion [100].

Due to these effects, international standards [25, 26] place limits on the harmonic currents

content in the grid current.

Different solutions for sinking harmonic currents have been proposed [101, 102, 103, 104].

In the last few decades Active Filters (AFs) have become more popular due to the progress

in power switching devices technology and more reliable control algorithms [99, 105]. The

three-phase inverter [34] is the most common topology of AF [99, 106, 107, 108].

Two compensation methodologies to obtain the cancellation of the harmonic currents

ih,abc on the grid side by using a WECS are described in the following sections:

• Compensation by means of RSC modulation. The DFIG is used as an AF: the

stator windings inject currents is,abc equal in magnitude and 180o out of phase with

respect to the currents ih,abc injected by NLL, according to the notation shown in

Figure 3.1. The stator currents are regulated by controlling the RSC voltage [28, 29,

30, 31, 109, 110]. In [32] it is stated ‘it is not clear what are the long term consequences

of using the DFIG for harmonic and reactive power compensation’. One of the scope

of the present work is to address this concern and to provide an analysis of the effects

of harmonic voltages and currents on the DFIG.

• Compensation by means of LSC modulation. The LSC is used as ‘classical’ AF

and the currents injected by the the LSC terminals iL,abc are equal to the currents ih,abc

injected by NLL, according to the notation shown in Figure 3.1. In the conventional

applications of the three-phase inverter as AF [99, 106, 107, 108, 111], a dc voltage

source is connected to the dc side. In the proposed application, the LSC is connected

back to back to the RSC by means of a dc-link.

11In the present work, NLLs include any kind of loads injecting harmonic currents, independently of the
mechanism that generates them.
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The use of a WECS as an harmonic compensator causes power loss increase in the

DFIG and in the power converters. DFIG derating is necessary to reduce the power loss

by limiting the fundamental power flow in the WECS components. The second part of this

chapter deals with DFIG derating and its application in WECS.

3.2 Compensation by means of RSC modulation

3.2.1 Rotor voltage expression

The objective of this section is to determine the rotor voltage vr impressed by the RSC

that results in harmonic stator currents ish,abc equal in magnitude and 180o out of phase

with respect to the NLL currents ih,abc (Figure 3.1). In order to accomplish this result,

successive simplifications are applied to the circuit of Figure 3.1.

The system shown in Figure 3.1 is first simplified as illustrated in Figure 3.2: the power

converters that feed the DFIG rotor are replaced by an independent and controlled voltage

source.

Figure 3.2 - Simplified system for the study of compensation by means of RSC
modulation.

The steady state equivalent circuit of the system shown in Figure 3.2 for the hth-order

harmonic is depicted in Figure 3.3:

• The DFIG is represented by the steady state equivalent circuit described in chapter

2; the machine reactances are computed for the hth-order harmonic.

• The NLL is represented by the phasor current source Ih.
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Figure 3.3 - Steady state equivalent circuit of the system shown in Figure 3.2
for the hth-order harmonic.

• The supply voltage V g at fundamental frequency f1 is not shown since at harmonic

h the voltage source V g is a short circuit.

• The equivalent resistance R and inductance L are defined as follows: R = Rs + Rc

and L = Ls + Lc (Rs and Ls are the stator resistance and inductance respectively,

chapter 2).

If the following condition is fulfilled:

Ish = −Ih (3.1)

the grid current is sinusoidal at fundamental frequency and the harmonic current Igh in the

circuit shown in Figure 3.3 is nil.

The use of the Thevenin equivalent representation of the DFIG results in a further

simplification of the circuit shown in Figure 3.3. The components on the left hand side are

replaced by an equivalent impedance ZT and by an equivalent power source VT as shown

in Figure 3.4.

Figure 3.4 - Steady state equivalent circuit of the system shown in Figure 3.2 for
the h order harmonic: the DFIG is replaced by its Thevenin equivalent circuit.
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The Thevenin equivalent impedance ZT and voltage source V T are obtained according

to the following expressions:

ZT = (R+ jω1 hL) +
jω1hM(

Rr

Sh
+ jω1hLlr)

Rr

Sh
+ jω1h(M + Llr)

(3.2)

V T =
jω1hM

Rr

Sh
+ jω1h(M + Llr)

V rh

Sh
(3.3)

As already observed in chapter 2, M >> Llr in the practical machines and (3.2) and

(3.3) can be approximated as follows:

ZT ≈ (R+
Rr

Sh
) + jω1h(L+ Llr) = RT + jhXT (3.4)

where

RT = R+
Rr

Sh
and XT = ω1(L+ Llr)

and

V T ≈ V rh

Sh
(3.5)

Figures 3.3 and 3.4 are used to determine the relation between the harmonic rotor

voltage V rh and the harmonic current Ih. Applying Kirchhoff voltage law to the external

loop and assuming that no harmonic current is flowing in Rg and jωhLg, the following

expression is obtained:

V T = ZT Ih (3.6)

Substitution of (3.5) in (3.6) yields to the approximated relation:

V rh

Sh
≈ ZT Ih (3.7)

If both sides of (3.7) are multiplied by Sh the following is obtained:

V rh ≈ ZT IhSh (3.8)

Substitution of (3.4) in (3.8) gives the expression of the harmonic voltage V rh at the
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RSC terminals:

V rh ≈ [(R+
Rr

Sh
) + jω1h(L+ Llr)] IhSh = ZT IhSh (3.9)

The voltage (3.9) is obtained by the switching operation of the RSC solid state devices.

Different strategies can be used to control the switches operation: in the present work,

PWM is assumed and the principles of this method are summarized in appendix H.

In order to verify the feasibility of the proposed approach, the value of V rh is normalized

with respect to the rated stator voltage. Under the assumption M >> Ls, Lr, the rated

stator voltage is as follows [76]:

V sn ≈ [(Rs +
Rr

Sn
) + jω1(Lls + Llr)]Isn (3.10)

where Isn is the stator rated current.

The magnitudes of the harmonic rotor voltage and of the rated stator voltage are ob-

tained from (3.9) and (3.10):

Vrh ≈
√

[Rs +
Rr

Sh
]2 + ω2

1 h
2(Lls + Llr)2IhSh =

√

R2
T + h2X2

T IhSh (3.11)

Vsn ≈
√

[Rs +
Rr

Sn
]2 + ω2

1(Lls + Llr)2Isn (3.12)

The ratio between (3.11) and (3.12) is as follows:

Vrh

Vsn
≈

√

√

√

√

√

R2
T + h2X2

T

[Rs +
Rr

Sn
]2 + ω2

1(Lls + Llr)
2

Ih
Isn

Sh (3.13)

This result quantifies the magnitude of the harmonic rotor voltage with respect to the

rated stator voltage. An example allows understanding the practical implementations of

the above analysis.

Example 3.I - Magnitude of rotor harmonic voltage Vrh for single harmonic

current injected by the NLL

The magnitude of the rotor harmonic voltage is calculated according to (3.13); in Figure

3.5 the harmonic rotor voltage magnitude is shown as function of the fifth harmonic current

Is5 for the extreme slip values S = ±0.5. Similar results are presented in Figure 3.6 where
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Figure 3.5 - Example 3.I: Rotor voltage Vr5 as function of harmonic current Is5,
according to (3.13), for two values of S.

Figure 3.6 - Example 3.I: Rotor voltage Vr7 as function of harmonic current Is7,
according to (3.13), for two values of S.
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a seventh harmonic current injection is assumed.

As expected from (3.8), for higher harmonic current injection, the magnitude of the

corresponding rotor voltage component increases. The trajectories presented in Figure 3.6

are higher than the ones presented in Figure 3.5 since the equivalent line and windings

reactances increases with the harmonic order.

The results shown in Figure 3.5 and obtained by means of the study of the equivalent

circuits are confirmed by simulations of the wind power plant shown in Figure 3.1 with the

parameters listed in appendix A.

A fifth harmonic current I5/Isn=0.2 is injected by the NLL and ωr/ω1=1.5. The rotor

voltage spectrum is shown in Figure 3.7. Two main voltage components are identified:

1. The fundamental rotor voltage component corresponding to the fundamental stator

voltage. The frequency of the rotor voltage harmonic component is fr1 = S · f1 = 0.5 ·
60 = 30 Hz. The amplitude of the normalized fundamental rotor voltage component

is 0.5 p.u.. This result agrees with the analysis described in chapter 2 where it has

been proved that Vr1 = Smax Vs1 = 0.5 · 1 = 0.5.

2. The fifth harmonic rotor voltage component. The frequency of the rotor voltage

harmonic component is a function of the fifth-order slip. Being for the case study

ωr/ω1=1.5, it results S5 = 0.7. Therefore, the stator fifth harmonic component cor-

responds to the rotor frequency: fr2 = S · f5 = 0.7 · 300 = 210 Hz. The amplitude

is approximately 0.2 (p.u.): this result is very close to the value shown in Figure 3.5.

Perfect correspondence is not expected since some approximations have been used to

carry out (3.13).

3.2.2 Voltage distortion at the DFIG stator and rotor terminals

When the DFIG displayed in Figure 3.1 is used as AF, two different contribution to voltage

distortion are identified. Low frequency distortion is produced by the harmonic current

components injected by the NLL, and high frequency distortion is generated by the power

converter operation. The stator peak voltage V̂s caused by low frequency harmonic compo-

nents is calculated by referring to the equivalent circuit at harmonic h depicted in Figure

3.8. The harmonic voltage at the PCC is zero assuming that the grid current is sinusoidal at

fundamental frequency. According to compensation by RSC modulation, harmonic currents

flow in the line that connects the stator to the PCC causing harmonic voltage drop ∆V h.

The amplitude of the harmonic stator voltage V sh at the stator terminals is found by

applying Kirchhoff voltage law and by ignoring the line resistance that is several orders of
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Figure 3.7 - Example 3.I: Normalized line-to-line rotor voltage spectrum, for
I5/Isn=0.2 and ωr/ω1 = 1.5.

Figure 3.8 - Equivalent circuit for the calculation of the stator harmonic voltage
due to low harmonic components.

51



Chapter 3. Principles of Harmonic Compensation by Means of a WECS and DFIG Derating

magnitude smaller than the reactance:

Vsh = ∆Vh = XchIh = hXcIh (3.14)

The amplitude of the harmonic stator voltage due to different harmonic current is cal-

culated in Table 3.1 by applying (3.14) and assuming Xc/Zn = 0.05

Table 3.1 - Stator harmonic voltage for different harmonic currents, according
to (3.14) and assuming a line impedance Xc/Zn= 0.05.

Harmonic index h Harmonic current amplitude Peak harmonic stator voltage

h=5 I5/Is = 1/5 V̂5/Vs = 0.05

h=7 I7/Is = 1/7 V̂7/Vs = 0.05

h=0.05 I0.05/Is = 1/10 V̂0.05/Vs ≈ 2.5 · 10−3

h=7.5 I7.5/Is = 1/10 V̂7.5/Vs ≈ 0.0375

Table 3.1 shows that the contribution of the subsynchronous interharmonics (h < 1) to

the harmonic stator voltage amplitude is small, because the value of the line reactance is

proportional to the harmonic order. The higher order interharmonics, on the contrary, may

cause a significant voltage distortion at the stator terminals.

In the most conservative case, the harmonic voltage peaks are aligned and the harmonic

stator peak voltage V̂sh,1 is obtained as follows:

V̂sh,1 =
∑

h

V̂h (3.15)

Substituting in (3.15) the values listed in Table 3.1, the following is obtained:

V̂sh,1

Vsn
=
V̂1 +

∑

h 6=1 Vh

Vns
≈ 1.14 p.u. (3.16)

The last result show that the stator peak voltage may be significantly higher than the

rated voltage. As a result, if compensation by means of RSC modulation is implemented,

it results that the stator winding insulation should be chosen in function of the amplitude

and order of the harmonic currents injected by the NLL.

The second contribution to stator voltage distortion is caused by high frequency har-

monic components due to the RSC switches operation: the mutual coupling between stator

windings and rotor windings causes transmission of the rotor current harmonics to the stator
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windings.

The amplitude of the high frequency switching component are quantified by using the

equivalent circuit shown in Figure 3.3 at the switching frequency ftri=6480 Hz. A rough

estimate of the stator high frequency voltage distortion is obtained by observing that at

switching frequency:

• Sh ≈ 1,

• the stator, rotor and line resistances are negligible with respect to the impedances,

• the magnetizing impedance acts as an open circuit because is much higher than the

stator, rotor and line impedances.

By applying the above simplifications, the following expression for the peak stator har-

monic voltage as function of the peak rotor harmonic voltage is carried out:

V̂sh,2 =
Llc

Lls + Llr
V̂rh ≈ 0.12V̂rh (3.17)

The quantification of the rotor peak voltage is simpler than the stator peak voltage.

According to the theory of PWM, the peak rotor voltage is a function of the dc-link voltage

vdc as follows:

VLLr =
ma

2
√

2
vdc, (3.18)

where 0< ma <1 is the amplitude modulation index (appendix H).

For the configuration presented in Figure 3.1, the dc-link voltage amplitude is practically

constant12[89]. Therefore, the peak rotor voltage can be immediately quantified, since it is

not a function of the harmonic currents injected by the NLL.

3.3 Compensation by means of LSC modulation

The second compensation concept consists in the use of the LSC as an AF: for each harmonic

h, the current injected by the LSC is equal and 180o out of phase with respect to the current

injected by the NLL; referring to the notation of Figure 3.1 the following formulation is

obtained:

iLh = −ih (3.19)

12The control systems for the dc-link voltage control is described in section 4.5.1
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The objective of this section is to determine the value of the voltage vLh impressed at

the LSC terminals to obtain the harmonic current iLh. This result is obtained by applying

simplifications to the system studied in Figure 3.1 similar to the ones presented in section

3.2.1.

At first, the system shown in Figure 3.1 is simplified in the one-line diagram presented

in Figure 3.9:

• the LSC converter is replaced by a controlled voltage source vL injecting the current

iL.

• the DFIG is not shown because it does not participate in the compensation of the

harmonic currents ih;

Figure 3.9 - The elementary system for compensation by means of LSC modu-
lation.

Figure 3.10 - Steady state equivalent circuit of the system shown in Figure 3.9
for the h order harmonic.

The steady state equivalent circuit at harmonic h for the system shown in Figure 3.9 is

drawn in Figure 3.10:
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- The NLL is represented by the current source Ih.

- The supply voltage at fundamental frequency f1 is not shown since at harmonic h the

voltage source V g is a short circuit.

If the following condition is fulfilled:

ILh = −Ih (3.20)

the grid current is sinusoidal at fundamental frequency and the harmonic current Igh in

the circuit shown in Figure 3.10 is nil. The converter harmonic voltage VLh is obtained by

applying Kirchhoff voltage law (Figure 3.10): :

V Lh = ZLIh (3.21)

where ZL = RL + jh ω1LL. The last expression teaches that the LSC harmonic voltage

is equal to the harmonic voltage drop measured between the PCC and the LSC terminals:

Example 3.II allows visualizing this result. The fundamental LSC voltage V L1 is a function

of the active power flowing in the LSC to/from the DFIG rotor.

The LSC solid state devices are controlled by means of PWM modulation and the

amplitude of the LSC peak voltage is function of the dc-link voltage amplitude vdc, as

expressed in (3.17).

When compensation by means of LSC modulation is applied, the stator and rotor voltage

distortion is due only to the switches operation, and the amplitudes of the high harmonic

voltage components are expressed by (3.17)-(3.18).

Example 3.II: Line-to-line LSC voltage oscillogram and spectrum when

compensation by means of LSC modulation is applied

A fifth harmonic current is injected by the NLL, with amplitude I5/Isn = 0.2 and ωr/ω1=0.5.

The LSC voltage oscillogram and spectrum are shown in Figures 3.11 and 3.12 respectively.

The LSC voltage oscillogram is the typical output of a three-phase inverter controlled by

means of PWM; the spectrum is dominated by a fundamental and a fifth harmonic. (figures

should be LSC not VR)
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Figure 3.11 - Example 3.II: Line-to-line normalized LSC voltage oscillogram for
I5/Isn=0.2 and ωr/ω1=1.5.

Figure 3.12 - Example 3.II: Line-to-line LSC voltage spectrum for I5/Isn=0.2
and ωr/ω1=1.5.
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3.4 DFIG derating

When compensation by means of RSC modulation is applied, the harmonic currents flow in

the stator and rotor windings causes additional power loss and temperature increase with

respect to rated operation13. Due to the skin effect [90, 112], the stator and rotor resistance

increases with the harmonic order, thus resulting in higher power loss and temperature

rise. Operating the machine at temperature above the rated results in rapid insulation

degradation and the reduction of the insulation life-time [76].

DFIG derating14 is necessary to limit the power loss in presence of harmonic currents

and to maintain a safe operating temperature. The DFIG derating consists in a reduction

of the fundamental current rms and as a consequence of the active power delivered by the

generator.

The temperature rise in squirrel-cage induction machines due to voltage harmonics and

the consequent derating have been studied in [83, 115, 116]. In the following sections, DFIG

derating is investigated; the original contributions of the analysis are as follows:

1. Due to the winding geometry and insulation, the heat transfer conditions are different

in the DFIG and in the squirrel cage case. The skin effect dominates the distribution

of current flow in the bars and end ring of the squirrel cage machine. In the DFIG

rotor, the skin effect is less harsh [84] and is calculated according to the procedure

described in appendix 3.A [112].

2. The effects of both current and voltage harmonics are accounted for, while in the

literature only the voltage distortion has been studied.

3. Specific considerations are carried out for the DFIG used as a wind generator.

In the following sections the derating factor for stator and rotor windings will be defined

as a function of the harmonic currents flowing in the DFIG stator and rotor windings.

13Parasitic (pulsating) torques [75] may result from the flow of harmonic currents in the machine windings:
the effect of the torque is jitter in the machine speed and, if the parasitic torque frequency is close to the
mechanical frequency of the shaft, vibrations take place. This problem is not investigated in the thesis, but
may represent a future work.

14According to the IEEE dictionary, derating is defined as ‘the intentional reduction of stress/strength
ratio (e.g., real or apparent power) in the application of an item (e.g.. transformer), usually for the purpose
of reducing the occurrence of stress-related failure (e.g., reduction of lifetime of transformer due to increase
temperature beyond rated temperature)’ [113, 114].
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Definition of derating factor D

The rated winding power loss15 ∆Pn for a three-phase machine is determined according to

the expression:

∆Pn = 3k1RI
2
n (3.22)

where

k1 is the skin effect coefficient at fundamental frequency and is a function of the

geometry of the conductors [112],

In is the rms value of the rated current (at fundamental frequency),

R is the per phase dc resistance.

In presence of harmonic currents Ih, the total harmonic winding power loss ∆PH is:

∆PH = 3R
n

∑

h∈R

khI
2
h (3.23)

where h is the harmonic order. Theoretically, h can be any positive number corresponding

to the ratio between the harmonic frequency fh and the fundamental frequency f1. The

following cases can be distinguished [100, 102, 117]:

• If h is an integer number, the harmonics are multiple of the fundamental frequency.

In common three-phase systems h = 6 n± 1, where n = 1, 2, 3... [25, 26, 92].

• Non-integer values of h corresponds to interharmonics (h > 1) and to subsynchronous

interharmonics (h < 1).

The windings are designed to operate at fundamental frequency that correspond to the

rated winding loss (3.22). In presence of harmonics, the harmonic winding loss is expressed

by (3.23); the nominal temperature rise is maintained if the harmonic winding loss (3.23)

is equal to the rated winding loss (3.22):

∆Pn = ∆PH (3.24)

15In the present work, the name ‘winding loss’ refers to the calculation of the windings Joule loss including
the skin effect losses.

58



Chapter 3. Principles of Harmonic Compensation by Means of a WECS and DFIG Derating

Substitution of (3.22) and (3.23) in (3.24) gives:

Rk1I
2
n = R

n
∑

h=1

khI
2
h (3.25)

that can be rearranged by separating the fundamental current component:

k1I
2
n = k1I

2
1 +

n
∑

h=2

khI
2
h (3.26)

From (3.26) one obtains:

I1 =

√

√

√

√I2
n −

∑

h 6=1

kh

k1

I2
h (3.27)

The above result shows that in presence of harmonic currents in the windings, the

rated temperature increase is maintained if the magnitude of the fundamental current I1 is

reduced with respect to the rated current In.

The derating factor D is defined as follows:

D =
P1

Pn
=

3V1I1cosϕ1

3VnIncosϕn
(3.28)

where:

P1 is the fundamental active power,

Pn is the rated power,

V1 is the fundamental voltage in presence of harmonic distortion,

I1 is the fundamental current in presence of harmonic distortion,

cosϕ1 is the fundamental power factor in presence of harmonic distortion,

Vn is the rated voltage,

In is the rated current,

cosϕn is the rated power factor.

In the following sections it will be shown that the stator and rotor derating expressions

for a DFIG are simpler than the general formulation (3.28).
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Stator windings Derating Factor Ds

The derating factor Ds for the stator windings is obtained from (3.28) by adding the sub-

script s:

Ds =
Ps1

Psn
=

3Vs1Is1cosϕs1

3VsnIsncosϕsn
(3.29)

where:

Ps1 is the stator fundamental active power,

Psn is the stator rated power (note that the DFIG stator and rotor windings are

designed with different rated power),

Vs1 is the stator fundamental voltage in presence of harmonic distortion,

I1s is the stator fundamental current in presence of harmonic distortion,

cos ϕs1 is the stator power factor in presence of harmonic distortion,

Vsn is the stator rated voltage,

Isn is the stator rated current,

cos ϕsn is the stator rated power factor.

In the following paragraphs, some considerations are carried out to simplify the derating

coefficient for stator windings (3.29).

The phasor voltage V 1s is determined by using the equivalent circuit at fundamental

frequency shown in Figure 3.13. This circuit resembles the one illustrated in Figure 3.8,

with the difference that the phasor voltage at the PCC included. The phasor voltage at the

PCC is imposed by the grid and is equal to the rated voltage. The maximum voltage drop

on the impedance Zc takes place when the rated current Isn is delivered/absorbed by the

stator windings. The magnitude of the maximum voltage drop is:

|∆V 1

V sn

| = |Zc
In

V sn

| (3.30)

In general, the impedance of the line that connects the stator to the PCC is small, and

∆V 1 is negligible. Therefore, the stator voltage is approximately equal to the voltage at

the PCC:

Vs1 ≈ Vsn (3.31)
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The current I1s is obtained from (3.27) by adding the subscript s:

Is1 =

√

√

√

√I2
sn −

∑

h 6=1

ksh

ks1
I2
sh =

√

√

√

√I2
sn −

∑

h 6=1

ksh

ks1
I2
h (3.32)

where according to the proposed methodology, the stator harmonic current Ish is equal

to the NLL harmonic current Ih and ksh is the h-order skin effect coefficient for stator

harmonic current Ish (appendix 3.A).

Figure 3.13 - Equivalent circuit for the calculation of the fundamental compo-
nent of stator voltage.

Since the derating does not alter the phase shift between fundamental current and

voltage (it alters only the magnitude of fundamental current), the power factor cos ϕs1 is

equal to the rated power factor:

cosϕs1 = cosϕsn (3.33)

Substituting (3.31), (3.32) and (3.33) in (3.29), the derating factor for stator windings

Ds is simplified as follows:

Ds =
Ps1

Psn
=

3 Vsn Is1cosϕsn

3 Vsn Isncosϕsn
=
Is1
Isn

=

√

√

√

√1 −
∑

h 6=1

ksh

ks1

( Ih
Isn

)2

(3.34)

To reinforce the concept of derating, a simple case is studied, ignoring the skin effect.

The stator current spectrum contains the fundamental component and the fifth harmonic;

in Figure 3.14 the stator windings loss ∆Ps/Pn is plotted as function of the magnitude of

the fifth harmonic current Is5/Ins. The fundamental harmonic stator winding loss ∆Ps1/Pn

and the fifth harmonic stator winding loss ∆Ps5/Pn are shown on the same plot.

For increasing values of Is5, the winding loss due to the fifth harmonic current increases,

but derating is implemented to maintain a constant stator winding loss ∆Ps = ∆Ps1+∆Ps5.

This condition is obtained by lowering the amplitude of the fundamental stator current and
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consequently by reducing the fundamental harmonic stator winding loss.

Figure 3.14 - Normalized stator winding power loss as function of the normalized
fifth order harmonic current Is5/Isn (skin effect is not taken into account). Three
trajectories are presented: ∆Ps1 is the stator winding power loss due to the
fundamental current component when derating is applied, ∆Ps5 is the stator
winding power loss due to the fifth harmonic current and ∆Ps is the total stator
winding power loss.

Rotor windings Derating Factor Dr

The derating factor Dr for the rotor windings is expressed as follows:

Dr =
Pr1

Prn
=

3Vr1Ir1cosϕr1

3VrnIrncosϕrn
(3.35)

where:

Pr1 is the rotor fundamental active power,

Prn is the rotor rated power,

Vr1 is the rotor fundamental voltage in presence of harmonic distortion,

Ir1 is the rotor fundamental current in presence of harmonic distortion,

cos ϕr1 is the rotor power factor in presence of harmonic distortion,

Vrn is the rotor rated voltage,
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Irn is the rotor rated current,

cos ϕrn is the rated rotor power factor.

The objective of this section is to find a relation between the rotor and the stator

derating factors; in order to obtain this result, the rotor derating factor (3.34) is expressed

in function of the stator derating coefficient (3.34).

From chapter 2, it is known that in wind power applications, the rotor rated power is

smaller than the stator power:

Prn = |Smax|Psn

3 Vrn Irncosϕrn = 3 |Smax| Vsn Isncosϕsn

(3.36)

where |Smax| ≤ 0.5. In the DFIG the stator and rotor nominal power factor are very close

due to the similar geometry (this assertion has been confirmed by simulating a real-world

DFIG):

cosϕrn ≈ cosϕsn (3.37)

By applying (3.37), the second expression of (3.36) is simplified as follows:

Vrn Irn = |Smax| Vsn Isn (3.38)

The left hand side of (3.38) is multiplied and divided by the stator to rotor turns ratio

Nsr and the following is obtained:

(Vrn

Nsr

)

(NsrIrn) = |Smax| Vsn Isn

or

VnrIrn = (|Smax| Nsr Vsn)
( Isn
Nsr

)

(3.39)

Two fundamental relations result from (3.39):

Vrn = |Smax| Nsr Vsn (3.40)

and
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Irn =
Isn
Nsr

(3.41)

The relation (3.40) can be generalized by observing that for any value of the slip, the

fundamental component of rotor voltage Vr1 is related to the fundamental component of

stator voltage Vs1 as follows:

Vr1 = |S| Nsr Vs1 (3.42)

The relation (3.41) can be generalized too: for any harmonic h, the harmonic rotor

current Irh is related to the stator harmonic current Ish by means of the stator to rotor

turn ratio Nsr

Irh =
Ish
Nsr

(3.43)

where h can be any integer number or fraction, including the case h = 1 that corresponds

to fundamental frequency.

The current Ir1 is computed from (3.27):

Ir1 =

√

√

√

√I2
rn −

∑

h 6=1

khr

kr1
I2
rh =

√

√

√

√I2
rn −

∑

h 6=1

khr

kr1
I2
h (3.44)

where krh is the skin effect coefficient for stator harmonic current Ihr (appendix 4.A).

By dividing both sides of (3.44) by Irn, the following expression is obtained:

Ir1
Irn

=

√

√

√

√1 −
∑

h 6=1

khr

k1r

I2
rh

I2
rn

(3.45)

Substitution of (3.43) in (3.45) allows writing the fundamental component of rotor cur-

rent as function of harmonic stator currents Ish and fundamental stator current Is1:

Ir1
Irn

=

√

√

√

√

√

√

√

1 −
∑

h 6=1

khr

kr1

( Ish
Nsr

)2

( Is1
Nsr

)2
=

√

√

√

√1 −
∑

h 6=1

khr

kr1

I2
sh

I2
s1

(3.46)

In wind generators 1 ≤ Nsr ≤ 4 [84] and the stator and rotor geometries have very

similar skin effect coefficients:

krh ≈ ksh for any h (3.47)
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Substitution of (3.47) in (3.46) results in the following approximation:

Ir1
Irn

=

√

√

√

√1 −
∑

h 6=1

krh

kr1

I2
sh

I2
s1

≈

√

√

√

√1 −
∑

h 6=1

ksh

ks1

I2
sh

I2
s1

=
Is1
Isn

(3.48)

The last expression indicates that the stator and rotor deratings have similar values for

the same harmonic current injection. This conclusion applies where the stator and rotor

geometries are similar and (3.47) can be applied.

The fundamental rotor power factor cos ϕr1 is equal to the rotor rated power factor

because the derating does not cause a significant change in the phase shift between the

fundamental current and voltage phasors:

cosϕr1 = cosϕrn (3.49)

Substitution of (3.39), (3.40) and (3.49) in (3.35) result in a more simplified expression

for the rotor derating coefficient:

Dr =
Pr1

Prn
=

3Vr1Ir1cosϕr1

3VrnIrncosϕrn

=
3|S| Nsr Vs1

Is1
Nsr

cosϕrn

3|Smax| NsrVsn
Isn
Nsr

cosϕrn

=
S Vs1 Is1

|Smax| VsnIsn

(3.50)

Substituting (3.31) in (3.50) results in the following expression:

Dr =
S Vsn Is1

|Smax| VsnIsn
=

S

|Smax|
Is1
Isn

=
S

|Smax|
Ds (3.51)

Since
S

|Smax|
≤ 1, (3.51) leads to the inequality:

Dr ≤ Ds (3.52)

The following important conclusions are carried out from the analysis derived in this

section:

• Relation (3.48) proves that the normalized fundamental stator and rotor currents Is1
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and Ir1 have similar value.

• The fundamental stator and rotor voltages Vs1 and Vr1 are related by S as expressed

by (3.42). This implies that the stator and rotor derating coefficients Ds and Dr are

related by the value of the slip S as shown in (3.51).

• Derating of the stator windings results in a conservative derating for the rotor windings

according to (3.52): in other words, if the stator is derated according to (3.34), the

rotor winding loss ∆Pr are below the rated values ∆Prn.

Example 3.III - Derating curves for single stator harmonic current

Figure 3.15 - Example 3.III: Stator derating coefficient Ds as a function of the
harmonic current amplitude; the harmonic order h is a parameter. Skin effect is
calculated according to [112] and referring to the geometry illustrated in Figure
3.21, with m = 20.

The stator supplies a single harmonic current Ish and the fundamental current Is1.

The stator derating is calculated by including the skin effect coefficient. The skin effect

coefficients are determined for the geometry presented in Figure 3.20 with m = 20 and they

are plotted in Figure 3.21.

The stator derating coefficient illustrated in Figure 3.15 is expressed in function of the

normalized harmonic current amplitude, the harmonic order h is a parameter. For increasing

harmonic order the skin effect coefficient and the corresponding Joule loss increase [112]. As
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a result, for increasing values of h, stator derating is more severe and the stator fundamental

current is lower.

Example 3.IV - Derating curves for multiple stator harmonic currents

Figure 3.16 - Example 3.IV: Normalized spectrum of the stator current, accord-
ing to (3.2), where 0.1 < α < 1.5 and h = 5, 7, 11, 13; base value is the stator rated
current Isn.

The stator windings supplies multiple harmonic currents. The amplitude of each har-

monic of the stator current spectrum (is defined as function of the parameter α:

Ih/In =
1

hα
(3.53)

where 0.1 < α < 1.5 and h = 5, 7, 11, 13. Figure 3.16 presents the current spectrum injected

by the NLL as a function of the harmonic order, α is a parameter.

The normalized total harmonic current is defined as follows:

IH =

√

∑

h I
2
h

In
(3.54)

The derating coefficient Ds resulting from the current (3.54) is presented in Figures 3.17

and 3.17. In both figures, Ds is plotted as a function of α; in Figures 3.17, the skin effect

coefficient is ignored while Figure 3.18 takes the skin effect coefficient into account. When

the skin effect is included, stator derating is more severe: for example, if α=0.6 and IH=0.9,

it results Ds=0.82 when ks is ignored, and Ds=0.54 when ks is included.
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Figure 3.17 - Example 3.IV: Stator derating coefficient Ds as a function of α;
the total harmonic current IH is a parameter. Skin effect is not included.

Figure 3.18 - Example 3.IV: Stator derating coefficient Ds as a function of α, the
total harmonic current IH is a parameter. Skin effect is calculated according to
[112] and referring to the geometry illustrated in Figure 3.21, with m = 20.
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Figures 3.18 and 3.17 indicate that increasing values of α in (3.53) result in a lower

derating coefficient: this result is expected since the magnitude of the harmonic current

components and of the Joule loss increases with α. In the practice, derating is limited to

0.7, since the power injection is the primary function of the DFIG.

3.5 Considerations about DFIG derating in wind power

applications

Figure 3.19 - Power curves used for variable speed wind generation: (a) Stator
and (b) Rotor. Continuous lines correspond to normal operation, dashed lines
correspond to derating.

The stator and rotor power curves used for variable speed wind generation are presented

in Figures 3.19.a and .b, respectively. The stator power curve is derived by the tracking

characteristic of the turbine, presented in Figure A.1. The rotor power curve is obtained

from the stator power curve by applying the relation Pr = SPs derived in chapter 2.

The continuous lines correspond to sinusoidal operation; the dotted line correspond to

derating. When derating is applied, the value of the fundamental current is lowered with
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respect to rated operation and the power extracted from the wind is reduced.

The curves shown in Figure 3.19.a and 3.19.b lead to the following conclusions: when

derating is applied, the power capture from the wind is lower with respect to the optimal

operation.

In the practice, derating can be obtained by pitching the blade angle: the principles of

pitch angle control are presented in section C.4.1.

3.6 RSC and LSC rated power and power loss

The RSC and LSC are connected in series with the rotor and they are rated for the slip

power (3.36). The rotor and power converters rating is an important design parameter and

depends on many factors. Large power converters mean more weight and more power loss

and increased initial cost, but result in higher efficiency. In Figure 3.9 of [118] the DFIG

energy efficiency is plotted for different rotor-speed ranges; from this figure one learns that

the energy gain increases with the rotor-speed range. In section 1.2.3 it has been explained

that the wider is the rotor speed range, the higher is the RSC and LSC rated power.

The RSC and LSC power losses ∆P include the switching power loss, the conduction

power loss and the snubber power loss. In [118, 119] a closed form expression for the

power converters losses is presented; in the present study the power loss is calculated as

the difference between the input power and the output power. This choice is motivated by

observing that the expression provided in [118, 119] do not take into consideration all the

terms that contribute to the power converter loss and, in spite of the simplifications and

approximations, is rather complex.

The choice made in this study is reinforced by observing that in typical motor drives,

including the one studied in the present research, the power loss in each power converter is

about 5% of the generator rated power. In [113] it is stated that for power electric devices

with low efficiency, it is common and acceptable to determine the power loss as difference

between input power and output power.

If the value of the power converter loss is above the rated values, the fundamental power

can be reduced by implementing DFIG derating. By derating the stator, the power flow

in the rotor and in the power converters is automatically reduced thus lowering the power

loss.
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3.7 Conclusions

Two methodologies to compensate harmonic currents by using a WECS have been pre-

sented: ‘compensation by means of RSC modulation’ and ‘compensation by means of LSC

modulation’. Both technique result in increasing power loss in the WECS components and

in DFIG derating.

Appendix 3.A - Skin effect coefficients calculation

Figure 3.20 - Schematic representation of a wound machine slot.

The procedure for the skin effect coefficients calculation according to [112] is summarized

as follows:

1. The rated current In of the machine is as follows:

In =
Pn√

3V cosϕn

2. The slot area (Figure 3.20) is determined from the value the average density current;

in general 4 A/mm2 ≤ J ≤ 5 A/mm2. Then:

As =
In
J

(mm2)

3. The (stator or rotor) slot dimensions bCu and hCu are chosen to satisfy the following
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Figure 3.21 - Stator skin effect coefficients as a function of the harmonic order
h. The number layers m is a parameter.

relation:

bCu · hCu = ACu ≥ As mm2

The above inequality means that the copper area is smaller than the slot area because

of the space occupied by the insulation. Figure 3.20 shows that there are three types of

insulation: between the conductors and the borders of the slot, between the conductors

themselves and between the upper and the lower half.

4. The number of layers m is chosen so that the height of each conductor is less than 2

mm (in the majority of the applications).

hc <
hCu

m
(mm)

5. The penetration depth χ is a function on the harmonic current frequency hf1 and is

calculated as follows:

χ =

√

π µ0 f

ρ
= 2π

√

f

ρ 107
(mm)

6. The skin effect coefficient k is obtained by using the expression:

k = 1 +
m2 − 0.2

18
· (χhc)

4
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The skin effect coefficients for the stator windings of the DFIG described in appendix A are

illustrated in Figure 3.21, as a function of the harmonic frequency h; the number of layers

m is a parameter. With increasing numbers of layers the skin effect coefficient decreases.

For the studied problem, the number of layers m must be greater than 20 in order to obtain

an acceptable skin effect.
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Chapter 4

Compensation by Means of RSC

Modulation: Steady-State Analysis

4.1 Introduction

Compensation by means of RSC modulation consists in controlling the RSC voltage to

induce stator harmonic currents is,abc equal in magnitude and 180o out of phase with respect

to the currents ih,abc injected by the NLL (Figure 3.1).

This chapter describes the RSC and LSC control systems that result in the described

operation of the WECS [110]. The following topics are presented:

• overview of the control system design,

• Park transformation of the electric and magnetic quantities,

• definition of the RSC and LSC control in the dq domain,

• simulation results.

4.2 Overview of the control system design

This section describes in general terms the control system concepts16. The relevant compo-

nents of the systems under study (Figure 3.1) are:

1. DFIG

2. RSC

3. LSC

4. NLL

Two subsystems are identified:

16A short introduction to the basic terminology and fundamental concepts of control system design [75, 120]
is presented in appendix D.
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Figure 4.1 - The RSC subsystem including the DFIG and the RSC.

Figure 4.2 - The LSC subsystem including the dc-link and the LSC.
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1. The RSC subsystem (Figure 4.1) includes the DFIG and the RSC; the inputs are

the stator active power17 Ps and the power factor (PF) measured at the machine

terminals, the outputs are the stator currents isa, isb, isc.

2. The LSC subsystem (Figure 4.2) includes the dc-link and the LSC: the inputs are the

dc-link voltage vdc and the PF at the LSC terminals. The outputs are the grid side

converter currents iLa, iLb, iLc.

The input, output and transfer functions of the two subsystems are independent, thus

resulting in a simplified analysis of the system under study.

The control system operation is based on the values assumed by the following quanti-

ties18:

• Non-Linear Load currents iha,ihb,ihc;

• stator currents isa,isb,isc;

• rotor currents ira,irb,irc;

• LSC currents iLa,iLb,iLc;

• grid currents iga,igb,igc;

• voltages at the PCC va,vb,vc.

After applying the Park transformation19 the control is defined in the equivalent refer-

ence frame for each subsystem.

For the RSC subsystem (Figure 4.1):

• The reference currents idr,ref and iqr,ref are defined. The reference currents idr,ref

and iqr,ref magnitudes depend on the value of the active and reactive power at the

stator terminals; the control operates so that the rotor currents idr and iqb follow the

reference currents.

• The rotor voltages vdr,ref and vqr,ref that generate the reference currents are deter-

mined.

17The stator power is a function of the wind speed according to the tracking characteristic Figure A.1.
18To simplify the notation in the block diagrams, the three phase quantities are often referred as: iha,b,c,

isa,b,c ...
19The motivations and the details of the Park transformation are presented in appendix B.
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• The switching times of the RSC are controlled to obtain the rotor reference voltages

vdr,ref and vqr,ref .

For the LSC subsystem (Figure 4.2):

• The reference currents idL,ref and iqL,ref are defined. The reference currents idL,ref

and iqL,ref magnitude depend on the dc-link voltage Vdc and on the PF at the LSC

terminals; the control acts so that the output currents idL and iqL follow the reference

currents.

• The converter voltages vdL,ref and vqL,ref that generate the reference currents are

determined.

• The switching times of the LSC are controlled to obtain the LSC reference voltages

vdL,ref and vqL,ref .

The reference currents definition is the core of the control system. The description of

the control for each subsystem follows the transformation of the three-phase quantities into

the equivalent reference frame.

4.3 Electric quantities transformation into the equivalent

dq0 frame

The transformation of the three-phase quantities into the dq0 domain results in a simplified

analysis of electric systems including induction machines and motor drives. Two of the

most important simplifications are:

1. the mutual coupling between stator and rotor windings is constant in the equivalent

domain (section B.3.2), while in the actual machine it varies on time depending on

the rotor windings displacement;

2. the electric quantities have the same frequency in the equivalent domain, while in the

DFIG the rotor and stator currents have different frequency (section 2.1).

In the general formulation of the Park transformation (B.10), the speed ωa of the dq

axes can take any arbitrary value. In the present work, the stator voltage reference frame

has been chosen: this means that the d axis is aligned with the phase a stator voltage [121]

and is rotating with speed ωa = ω1 (Figure 4.7)20.

20Since in the practice the stator resistance is small, the stator voltage orientation (grid-flux orientation)
gives the same results obtained by applying the stator-flux orientation [88, 122, 123]. The only difference
between the two reference frames is a phase shift of 90 deg.
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The reasons for this choice are:

• the measurement of the stator voltage phase and frequency, that determine the posi-

tion of the dq axes is easily obtained by means of a Phase-Locked Loop (PLL) [124],

• the use of the same reference frame for both the converters reduce the number of trans-

formations and simplifies the block diagram with respect to the methods proposed in

[28, 29, 89].

Figure 4.3 - PLL conceptual schematic: x(t) is the input signal, y(t) is the output
signal and the feed-back signal. When the PLL is locked, x(t) and y(t) are at
the same frequency.

A PLL is used to determine the position and speed of the dq axes [125, 126]. The PLL

conceptual schematic is illustrated in Figure 4.3: the input signal is x(t) with frequency fi.

The signal y(t) is simultaneously the feedback signal and the output signal with frequency

fo. When the PLL is operating in locked condition, the frequency fo matches fi.

The analysis of the PLL operation begins with the assumption of ‘not locked’ condition:

the voltage controlled oscillator (VCO) operates at frequency f ′o (free running frequency),

and f ′o 6= fi

The expressions for x(t) and y(t) are:

x(t) = Visin(ωit) (4.1)

y(t) = Vosin(ω′
ot) (4.2)

where ωi = 2πfi and ω′
o = 2πf ′o.

The signals x(t) and y(t) are the phase comparator inputs. The phase comparator is

an analog multiplier and it is assumed that its gain is unity. The output of the phase

comparator is the signal e(t) obtained as the product of x(t) and y(t):

e(t) = x(t) y(t) = Vi Vo sin(ωit) sin(ω′
ot) =

Vi Vo

2
[cos(ωit− ω′

ot) − cos(ωit+ ω′
ot)] (4.3)
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The low-pass filter cancels the high frequency component from the error signal (4.3) and

yields to the input of the VCO:

f(t) =
Vi Vo

2
cos(ωit− ω′

ot) =
Vi Vo

2
cos(∆ωt) (4.4)

where ∆ω = ωi − ω′
o.

The free running frequency of the VCO is ω′
o; the term ∆ω is the input for the VCO

and is a correction for the output frequency. Therefore, the output frequency is obtained

as follows:

ωo = ω′
o ± ∆ω (4.5)

and the expression of the output signal is as follows:

y(t) = Vosin(ωot) = Vosin[(ω′
o ± ∆ω)t] (4.6)

The procedure described in (4.2)-(4.6) repeats until when the frequency ωo equals ωi

and the PLL operates in locked condition. Under this condition, the feedback signal y(t)

has the same frequency as the input signal x(t) and is out of phase by the angle21 ϑe:

y(t) = Vosin(ωit+ ϑe) (4.7)

If the inputs of phase comparator are (4.1) and (4.7), the output error results as follows:

e(t) = x(t) y(t) = Vi Vo sin(ωit) sin(ωit+ ϑe) =
Vi Vo

2
[cosϑe − cos(2ωit+ ϑe)] (4.8)

and the low-pass filter output (4.4) is:

f(t) =
Vi Vo

2
cosϑe (4.9)

Any variation of the input frequency fi within the ‘lock range’ of the PLL results in a

variation of the value of cosϑe; the VCO input changes according to (4.8) and yields to an

output voltage y(t) that follows the variation of fi.

The use of the PLL has the following motivation: under locked condition the signal

y(t) is a ‘clean’ replica of the input signal x(t) that can be noisy; the filter guarantees

the cancellation of the high frequency components, the feedback loop forces to zero the

21When the PLL is not locked and the frequencies of the signals x(t) and y(t), the phase angle is not
expressed in (4.19) and (4.2) because it has not physical meaning.
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Figure 4.4 - Transformation of the three-phase quantities into the dq0 reference
frame aligned with stator voltage: the PLL allows deriving the angle ϑ1 use for
the transformation of the stator and grid quantities; the measurement of the
rotor displacement ϑmech is used to derive the transformation angle ϑm used for
the transformation of the rotor quantities.
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difference between input and output frequencies and ωi = ωo

In the present application, the PLL is used to determine the angle ϑ1 used in the

Park transformation. The PLL block diagram and the transformation of the three-phase

quantities in the dq0 domain are displayed in Figure 4.4.

The voltages va,b,c are the PLL input; the PLL output is the angle ϑ1. In the proposed

control system, the input of the PLL is a three-phase quantity rather than the single input

x(t) considered in Figure 4.3: although the same principles apply, the PLL implementation

in the present work is slightly different from the one presented in Figure 4.3 [127].

The angle ϑ1 defines the position of the phase a stator voltage, that coincides with the

position of the d axis in the stator voltage frame [121]. The angle ϑ1 is supplied to the blocks

that perform the Park transformation for the stator and grid quantities (ih,abc ; is,abc ; iL,abc

; ig,abc and vabc), as indicated in Figure 4.4. The expression of the Park transformation for

a generic three phase quantity is obtained by substituting ϑa = ϑ1 in (B.9):







yd(t)

yq(t)

y0(t)






=

√

2

3







cos(ϑ1) cos(ϑ1 − 2π/3) cos(ϑ1 − 4π/3)

sin(ϑ1) sin(ϑ1 − 2π/3) sin(ϑ1 − 4π/3)
√

1/2
√

1/2
√

1/2













ya(t)

yb(t)

yc(t)






(4.10)

The zero-sequence component obtained from (B.9) is always nil for the RSC subsystem

quantities, since the DFIG windings are never connected to the ground (chapter 2).

The angle ϑr used for the transformation of the rotor currents is different from ϑ1.

The relation between the stator and rotor transformation angles is explained in detail in

appendix B and some considerations are now recalled.

Figure 4.5 displays the stator winding as, rotor winding ar and d axis and helps to

understand the relation between the transformation angles ϑ1 and ϑr.

Figure 4.5 - Angles between stator winding as, rotor winding ar and d axis in
stator voltage reference frame. This representation is obtained by substituting
ϑa = ϑ1 in Figure B.6.
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The stator winding as is fixed in space, the rotor winding ar rotates with electrical speed

ωm (2.2), the d axis rotates with speed ω1. The angles ϑ1 and ϑm define the position of the

d axis and of the rotor winding ar with respect to the stator winding as and are obtained

by applying the expressions:

ϑ1 = ω1t (4.11)

ϑm = ωrt (4.12)

The angle ϑr expresses the displacement between rotor winding ar and d axis according

to the following expression (Figure 4.5):

ϑr = ϑ1 − ϑm (4.13)

Figure 4.4 shows that in the actual control system a further step is applied and the

angle γm is replaces ϑm in (4.13):

• The mechanical angle ϑmech is measured (a position sensor [88, 89] can be used for this

purpose). The angle ϑmech defines the position of the rotor winding ar with respect

to the stator winding as.

• The electrical angle ϑm is determined according to (2.2)

• Since the rotor position increases linearly with time, ϑm must be continuously update

to a value between 0 and 2 π; this result is obtained by calculating the remainder γr

of the division ϑm/2π.

As a result, according to the notation in Figure 4.4, the angle ϑr is determined as follows:

ϑr = ϑ1 − γr (4.14)

The Park transformation for the rotor currents is then obtained by substituting ϑa = ϑr

in (B.9):







yd(t)

yq(t)

y0(t)






=

√

2

3







cos(ϑr) cos(ϑr − 2π/3) cos(ϑr − 4π/3)

sin(ϑr) sin(ϑr − 2π/3) sin(ϑr − 4π/3)
√

1/2
√

1/2
√

1/2













ya(t)

yb(t)

yc(t)






(4.15)

As a result of the Park transformations (4.10) and (4.15), the measured three-phase

quantities are referred to the same dq0 frame and are shown on the right hand side of

Figure 4.4.
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4.4 RSC subsystem control

4.4.1 Reference currents definition

Figure 4.6 - The RSC subsystem in terms of space vectors.

The rotor subsystem in the dq domain is shown in Figure 4.6. The control system acts

so that the output currents follow the rotor reference currents idr,ref and iqr,ref that provide

the space vector i = idr,ref + iiqr,ref .

The rotor reference currents idr,ref and iqr,ref are the sum of two parts: idr1, iqr1 are

the components at fundamental frequency (h = 1); the sets idrh, iqrh include the harmonic

components (h 6= 1):

idr,ref = idr1 + idrh (4.16)
iqr,ref = iqr1 + iqrh (4.17)

The following sections deal with the definition of the reference currents: the fundamental

and harmonic components are calculated separately and then added in the control system:

Fundamental rotor currents idr1 and iqr1

The fundamental components idr1 and iqr1 are obtained from the values of the instantaneous

active and imaginary stator powers ps and qs [106, 128]. The relation between the rotor

currents idr1 and iqr1 and the stator powers ps and qs is derived from the DFIG model in

the equivalent domain.

Figure 4.7 displays the stator voltage and flux components in the stator voltage reference
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Figure 4.7 - Representation of the stator voltage and flux components in the
stator voltage reference frame.

frame:

the speed of the dq axes is the fundamental angular frequency : ωa = ω1

the d component of stator voltage is the stator voltage : vds = vs

the q component of stator voltage is nil : vqs = 0

the d component of stator flux is nil : λds = 0

the q component of stator flux is the stator flux : λqs = λs

(4.18)

Substituting the relations (4.18) in (B.27) and (B.29), the machine equations in the stator

reference frame are obtained22 [129]:























































vds1 = Rs ids1 +
d

dt
λds1 − ω1 λqs1 = vs

vqs1 = Rs iqs1 +
d

dt
λqs1 + ω1 λds1 = 0

vdr1 = Rr idr1 +
d

dt
λdr1 − (ω1 − ωr) λqr1

vqr1 = Rr iqr1 +
d

dt
λqr1 + (ω1 − ωr) λdr1

(4.19)

and:






















λds1 = Ls ids1 +M idr1 = 0

λqs1 = Ls iqs1 +M iqr1 = λs

λdr1 = Lr idr1 +M ids1

λqr1 = Lr iqr1 +M iqs1

(4.20)

where

22Some authors use a superscript to indicate the chosen reference frame, such as s,r,e.... This choice is
recommended if different reference frames are used, as in [28, 29, 89]. In this work all the electric and
magnetic quantities are referred to the stator reference frame and the use of the superscript is avoided.
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Rs and Rr are the stator and rotor winding resistance respectively;

Ls and Lr are the stator and rotor winding inductance respectively.

In (4.19) and (4.20) the subscript 1 is used to emphasize that the system is referring to the

fundamental component.

The stator and rotor active and imaginary powers are as follows [106, 128]:

ps = vds1 ids1 + vqs1 iqs1

pr = vdr1 idr1 + vqr1 iqr1

qs = vds1 iqs1 − vqs1 ids1

qr = vdr1 iqr1 − vqr1 idr1

(4.21)

where

ps and pr are the stator and rotor instantaneous active powers,

qs and qr are the stator and rotor instantaneous imaginary powers.

Substitution of (4.18) in (4.21) yields to the following simplified expressions:

ps = vds1 ids1

pr = vdr1 idr1 + vqr1 iqr1

qs = vds1 iqs1

qr = vdr1 iqr1 − vqr1 idr1

(4.22)

The stator powers can be expressed as functions of the fundamental components of rotor

currents idr1 and iqr1.

Substitution of the first equation of (4.20) in the first equation of (4.22) results in the

following expression for the stator active power:

ps = vds1 ids1 = vs

(

− M

Ls
idr1

)

= −M
Ls
vs idr1 (4.23)

Substituting the second equation of (4.20) in the third equation of (4.22) results in the

following expression for the stator imaginary power:

qs = vds1 iqs1 = vs

(λs

Ls
− M

Ls
iqr1

)

=
vs

Ls
(λs −M iqr1) (4.24)

From (4.23) and (4.24) it is learned that:
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• the stator instantaneous active power ps (4.23) defines the d-axis component of the

rotor fundamental current idr:

idr1 = −Ls

M
vs ps (4.25)

When variable speed wind generation is implemented, the tracking characteristic of

the turbines uniquely determines the value of the active power ps as a function of the

wind speed (appendix C).

• the stator instantaneous imaginary power qs (4.24) defines the q-axis component of

the rotor fundamental current:

iqr1 = − 1

M
(λs − Ls

qs
vs

) (4.26)

where λs is computed according to the second equations of (4.20).

The imaginary power qs depends on the PF at the machine terminals: in section

E.2 the relation between the PF and the value of the instantaneous imaginary power

is provided (E.11) - (E.21). It results that unity PF corresponds to qs = 0 and to

iqr1 = 0. If PF6=1, then the iqr1 components of the current is not zero and qs 6= 0.

In the applications for wind generation presented in [29, 75, 89] the DFIG is controlled

to obtain unity PF: this choice is very common since the active power production is

the WECS owners objective (chapter 1).

Harmonic rotor currents idrh and iqrh

Compensation by means of RSC modulation implies that the stator injects three-phase

harmonic currents equal in magnitude and 180o out of phase with respect to the NLL

harmonic current:

idsh = −idh

iqsh = −iqh

The harmonic component of the rotor currents idrh and iqrh that correspond to idsh and

iqsh are determined by using (4.20) written for the harmonic component h.

For the d-axis:

idrh =
Ls

M
idsh =

Ls

M
idh (4.27)

86



Chapter 4. Compensation by Means of RSC Modulation: Steady-State Analysis

For the q-axis:

iqrh = − 1

M
(λs − Lsiqsh) = − 1

M
(λs − Lsiqh) (4.28)

4.4.2 The RSC transfer function

In the RSC control system, a PI23 controller is used to force to zero the difference between

the actual RSC voltages vdr,vqr and the reference voltages vdr,ref ,vqr,ref . The parameters of

the PI controller can be determined if the transfer function [56, 130] between rotor voltage

and rotor current is known.

The d-axis transfer function is determined as follows: substitution of the third and

fourth equation of (4.20) in the third equation of (4.19) gives:

vdr = Rr idr +
d

dt
[Lr idr +M ids] − (ω1 − ωm) [Lr iqr +M iqs] (4.29)

The Laplace transform applied to (4.29) yields:

Vdr(s) = Rr Idr(s) + s [Lr Idr(s) +M Ids(s)] − (ω1 − ωm) [Lr Iqr(s) +M Iqs(s)] (4.30)

that is conveniently rearranged:

Vdr(s) − s M Ids(s) + (ω1 − ωm) [Lr Iqr(s) +M Iqs(s)] = Rr Idr(s) + s Lr Idr(s) (4.31)

An auxiliary voltage V ′
dr is defined:

Vdr(s)
′ = Vdr(s)) − s M Ids(s) + (ω1 − ωm) [Lr Iqr(s) +M Iqs(s)] (4.32)

and substituting V ′
dr(s) in (4.31) results:

V ′
dr(s) = Rr Idr(s) + s Lr Idr(s) (4.33)

yielding to the transfer function:

Idr(s)

V ′
dr(s)

=
1

Rr + s Lr
(4.34)

A similar procedure is applied to the q-axis variables; substitution of the third and

23Due to their simplicity and efficiency, Proportional Integral (PI) controllers are widely used in control
systems [78, 130]; a brief introduction to the design of PI controllers is provided in appendix D.
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fourth equations of (4.20) in the fourth equation of (4.19) gives

vqr = Rr iqr +
d

dt
[Lr iqr +M iqs] + (ω1 − ωr) [Lr idr +M ids] (4.35)

When the Laplace transform is applied to (4.35) one obtains:

Vqr(s) = Rr Iqr(s) + s [Lr Iqr(s) +M Iqs(s)] + (ω1 − ωr) [Lr Idr(s) +M Ids(s)] (4.36)

and grouping q-axis component on the left and the d-axis components on the right

results:

Vqr(s) − s M Iqs(s) + (ω1 − ωr) [Lr Idr(s) +M Ids(s)] = Rr Iqr(s) + s Lr Iqr(s) (4.37)

The auxiliary voltage V ′
qr is defined as follows:

V ′
qr(s) = Vqr(s) − s M Ids(s) + (ω1 − ωr) [Lr Iqr(s) +M Iqs(s)] (4.38)

and substituting in (4.37) gives:

V ′
qr(s) = Rr Iqr(s) + s Lr Iqr(s) (4.39)

yielding to the transfer function:

Iqr(s)

V ′
qr(s)

=
1

Rr + s Lr
(4.40)

By comparing (4.34) and (4.40) one learns that the same transfer function expression

is obtained for the d and q axes. This result can be justified from the geometrical and

electrical symmetry of the DFIG (the same parameters for all the three phases).

Figure 4.8 is a feedback system of the type shown in appendix 4.A and is used to show

the relation between the system transfer function and the PLL parameters. Figure 4.8,

Figure D.1 where:

• The input variable is the reference current Idr,ref (s).

• The output variable is the rotor current Idr(s),

• The current Idr(s) is fed back and the error is obtained as ∆Idr(s) = Idr,ref (s)−Idr(s).

The error ∆Idr(s) is the input for the PI,
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• The voltage V ′
dr(s) is the output of the PLL and the input for the system transfer

function.

For the q variables a similar system apply: an identical PI is used because the same

transfer function describes the subsystem in the d and q variables.

The block diagram Figure 4.8 shows that the PI controller is not simply a gain, because

input and output variables have different units. In the case of Figure 4.8, the input variable

is a current (A), the output is a voltage (V), and as a result the gain must be a resistance

(Ω = V/A).

The PI parameters are obtained using the phase margin test described in appendix B.

Figure 4.8 - Closed-loop including the PI controller and the d-axis transfer
function for the RSC subsystem.

4.4.3 Block diagram for RSC control

The block diagram describing the control of the rotor subsystem is depicted in Figure 4.9.

Since in the practical applications the control is implemented in the time domain rather than

in the Laplace domain, all the quantities are represented in the continuous time domain.

The diagram of the control process for the d-axis variables is shown in the upper branch.

The diagram of the control process for the q-axis variables is presented in the lower level.

The diagram for the d-axis variables is described at first. On the top right corner of

Figure 4.9, the reference rotor currents are computed: the fundamental component idr1,ref

is obtained by applying (4.25), the harmonic component idrh,ref is obtained by applying

(4.27). The fundamental and harmonic reference currents are then added according to

(4.16) and ir,ref is obtained.

The difference between the reference current idr,ref and the measured current idr,meas is

the error term ∆idr. The error term is the input of the PI controller. The output of the PI

controller is the auxiliary voltage v′dr, as explained in the previous paragraph (Figure 4.8).

The actual reference voltage is obtained from the auxiliary voltage according to (4.32):

vdr,ref = v′dr +
d

dt
M ids − (ω1 − ωm) [Lr iqr +M iqs] (4.41)
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Figure 4.9 - Block diagram for the control of the RSC subsystem, compensation by means of RSC modula-
tion).
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The diagram of the control process for the q-axis variables is shown in the lower branch:

similar steps are applied to derive the reference voltage vqr,ref from the reference currents

iqr1,ref and iqrh,ref . The same parameters characterizes the PI controller because the same

transfer function describes both the d and the q axes.

The actual reference voltage vqr,ref is obtained from the auxiliary voltage (4.39) as

follows:

vqr,ref = v′qr +
d

dt
M ids(s) + (ω1 − ωm) [Lr iqr +M iqs] (4.42)

The actual reference voltages vqr and vdr are then transformed in the phase domain by

applying the inverse Park transform (B.14); the voltages var,vbr and vcr are the reference

voltage the rotor terminals and represent the inputs for the PWM pulses generator. The

pulses are generated by using PWM, with mf = 108 (appendix H).

In the block diagram 4.9 the transfer functions (4.34) and (4.40) are not shown because

they don’t come into play in the control system. In the design of the PI controller, the

feedback terms is computed using the transfer function, that is the mathematical model of

the system, as shown in Figure 4.8. In the real implementations of the control system, the

feedback term is measured by sensors to monitor the actual behavior and the phenomena

that were not included in the model. As a result, in Figure 4.9 the quantities id,meas and

iq,meas measured by the sensors are shown and the transfer function is not necessary.

4.5 LSC subsystem control

The LSC subsystem in the dq reference frame is shown in Figure 4.10

Figure 4.10 - The LSC subsystem in terms of space vectors.

The LSC is controlled to keep constant the dc-link voltage and to regulate the PF at

the LSC terminals [89]. When compensation by means of RSC modulation is implemented,

the LSC is not intended to compensate harmonic currents and the reference currents idL

and iqL are sinusoidal and at fundamental frequency f1.
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4.5.1 LSC reference currents

The reference currents idL,ref and iqL,ref are obtained from the active and reactive powers

pL and qL measured at the LSC terminals [106]:

pL = vd idL + vq iqL

qL = vd iqL − vq idL

(4.43)

In the voltage reference frame, the conditions (B.42) apply. Substituting vd = vs and

vq = 0 in (4.43):

pL = vs idL

qL = vs iqL

(4.44)

The value of the reference current iqL is obtained from the second equation of (4.44):

iqL,ref =
qL
vs

(4.45)

The above expression shows that, similarly to the case of the RSC, the value of iqL,ref

depends on the choice of qL. In section E.2 it is proved that if qL = 0 (and consequently

iLq = 0), a unity PF results at the LSC terminals. This is the usual mode of operation of

the LSC in wind power plants [89].

The value of the reference current iLd,ref is controlled to maintain a constant dc-link

voltage. A PI controller is used to coerce the difference between the reference voltage Vdc,ref

(a constant value) and the actual voltage vdc to be nil [75]. The transfer function of the

dc-link is used to determine the values of the PI controller parameters.

The dc-link (Figure 4.2) is characterized by the following relations [34]:

• the power on the dc side of the LSC is instantaneously equal to the active power on

the AC side, if the power loss in the converter is ignored:

vdc i0L = 3vd idL, (4.46)

• the following relation applies between the dc-link voltage amplitude and the RMS

value of the voltage on the AC side, assuming that PWM modulation is applied:

VL,rms =
ma

2
√

2
vdc, (4.47)

where ma is the amplitude modulation.
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• the constitutive relation of the dc-link capacitor is

C
d

dt
vdc = ic = i0L − i0r, (4.48)

By applying the Laplace transform to (4.46) - (4.48) the following is obtained:

Vdc(s) I0L(s) = 3VL(s) IdL(s) (4.49)

VL(s) =
ma

2
√

2
Vdc(s) (4.50)

sC Vdc(s) = I0L(s) − I0r(s) (4.51)

The control acts so that the current I0L(s) compensates the variations of Vdc(s) and

the current I0r(s) delivered to the rotor side converter is considered as a disturbance [89].

The relation between the current IdL(s) and the dc-link voltage Vdc(s) is obtained from the

equations (4.49) - (4.51):

Vdc(s) = 3 VL
IdL(s)

I0L(s)
= 3

( ma

2
√

2
Vdc(s)

)IdL(s)

I0L(s)
=

3

2
√

2
ma

I0s(s)

sC

IdL(s)

I0L(s)
=

3

2
√

2
ma

IdL(s)

sC
(4.52)

The resulting dc-link transfer function is:

Vdc(s)

IdL(s)
=

3

2
√

2

ma

sC
(4.53)

The control loop for the dc-link is designed according to the block diagram shown in

Figure 4.11. In this case, the input of the PI controller is the error voltage ∆Vdc, the

output is the current IdL. The PI parameters are defined according to the phase margin

test described in appendix D.

Figure 4.11 - Closed-loop including the PI controller and the dc-link transfer
function.
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4.5.2 The LSC transfer function

A third PI controller is used to force to zero the difference between the reference voltage

vL,ref and the actual voltage vL. The transfer function between the currents idL and iqL

and the voltages vdL and vqL respectively is used to determine the parameters of the PI

controller.

Kirchhoff’s voltage law applied to Figure 4.10 gives:

v = RLiL + LL
d

dt
iL + vL (4.54)

where

v = vd + jvq is the space vector that corresponds to the voltage at the PCC;

vL = vLd + jvLq is the space vector that corresponds to the voltage at the LSC

terminals.

From (4.54) the following relations are derived for the d and q axis:











vd = RL idL + LL
d

dt
idL − ω1 LL iqL + vdL

vq = RL iqL + LL
d

dt
iqL + ω1 LL idL + vqL

(4.55)

By substituting vd = vs and vq = 0 in (4.55) and applying the Laplace transform, the

following is obtained:

{

Vs(s) = RL IdL(s) + s LL IdL(s) − ω1 LL IqL(s) + VdL(s)

0 = RL IqL(s) + s LL IqL(s) + ω1 LL IdL(s) + VqL(s)
(4.56)

By rearranging the above relations:

{

Vs + ω1 LL IqL(s) − VdL(s) = RL IdL(s) + s LL IdL(s)

−ω1 LL IdL(s) + VqL(s) = RL IqL(s) + s LL IqL(s)
(4.57)

and the auxiliary voltages are defined as follows:

{

V ′
dL(s) = Vs(s) + ω1 LL IqL(s) − VdL(s)

V ′
qL(s) = −ω1 LL IdL(s) + VqL(s)

(4.58)
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From (4.57) and (4.58) the following expressions are derived:

{

V ′
dL(s) = RL IdL(s) + s LL IdL(s)

V ′
qL(s) = RL IqL(s) + s LL IqL(s)

(4.59)

The above system shows that the same transfer function is obtained for the d and q

equivalent circuits:
IdL(s)

V ′
dL(s)

=
IqL(s)

V ′
qL(s)

=
1

RL + sLL
(4.60)

The same transfer function is obtained because the same resistance and inductance

characterize the d and q axes equivalent circuits.

The transfer function (4.60) is used in the design of the PI controller for the LSC as

shown in Figure 4.12. The input for the PI controller is the current error ∆IdL, the output

is the auxiliary voltage V ′
dL. The PI parameters are defined according to the phase margin

test described in appendix D.

Figure 4.12 - Closed-loop including the PI controller and the LSC transfer
function.

4.5.3 Block diagram for the LSC control

In Figure 4.13 the block diagram for the control of the LSC is presented. The structure is

similar to the one described for the RSC control (Figure 4.9). Two main differences can be

identified between the control systems shown in Figures 4.9 and 4.13:

1. The RSC subsystem reference currents contain harmonic components, the LSC sub-

system reference currents are at fundamental frequency only.

2. The block diagram for the LSC has an additional PI controller that limits the variation

of the dc-link voltage vdc.

The upper level of the diagram shown in Figure 4.13 refers to the d-axis variables, the

lower level refers to the q-axis variables.

The upper level is described at first. In the top left corner of Figure 4.9, the difference

between the reference voltage and the measured voltage is computed. According to Figure
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Figure 4.13 - Block diagram for the LSC subsystem control, compensation by means of RSC modulation.
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4.11, the difference ∆Vdc is the input for the PI controller of the dc-link. The output of the

PI controller is the reference current idL,ref .

The difference between the reference current and the measured current ∆idL is the input

for the PI controller of the LSC. The output of the PI controller is the auxiliary reference

voltage v′dL .

The actual reference voltages vdL,ref is obtained from the auxiliary voltage v′dL according

to the first of (4.58):

vdL,ref (s) = v′dL(s) − d

dt
ω1 LL iqL(s) + vs(s) (4.61)

A similar procedure is applied to the q axis variables except for the definition of the

reference current iqL. The reference current iqL that is derived from the value of qc according

to (4.45) and does not require a feedback loop.

The actual reference voltages vqL,ref is obtained from the auxiliary voltage v′qL according

to the second of (4.58):

vqL,ref (s) = v′qL(s) +
d

dt
ω1 LL idL(s) (4.62)

4.6 Control system simulation

4.6.1 Software and simulation parameters

The system shown in Figure 3.1 is simulated according to the control strategy explained in

sections 4.3 - 4.5. The NLL is replaced by equivalent current sources injecting harmonics.

Appendix A contains the machine and lines data, the power converters characteristics, the

PI controller parameters and the tracking characteristic of the turbine. The software used

is Simulink SimPowerSystems R©[82, 127, 131].

A fixed-step discrete time simulation is chosen. This choice is motivated as follows:

1. When power converters are simulated, it is always recommended to discretize a system

to speed up the simulation process [131, 132]. The step time used for the simulation is

Ts = 10µs. With this choice, a simulation of a few seconds runs in less then five min-

utes and the generated waveforms are not truncated. With a continuous time solver,

the same simulation takes ten times more without adding any significant improve-

ment to the resulting waveforms. With larger step times, the graphs are not accurate

enough; with smaller time steps, the simulation time grows significantly. Other au-

thors [29] chose to simulate the power converters by means of averaged models in
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order to speed up the simulation process. In the averaged model, the power convert-

ers are represented by equivalent voltage sources generating the AC voltage averaged

over one cycle of the switching frequency [130]. The averaged model results in a fast

simulation, but it does not allow harmonics simulations, and this is the reason why it

cannot be used for this work.

2. Using a fixed-step solver, the Fast Fourier Transform (FFT) of the measured electric

quantities can be performed directly from the sampled data [133], and no interpolation

is needed.

4.6.2 Study organization

In each example presented in the following sections, the NLL injects harmonic currents

with different frequencies and magnitudes. The scope of the simulations is to show that the

compensation by means of RSC modulation results in sinusoidal currents at fundamental

frequency on the grid for practical situations that apply in moder power systems.

For each example, the following results are provided:

• Current spectra of NLL current ih, stator current is, LSC current iL and grid cur-

rent ig. The current spectra are used to verify the improvement of the grid current

harmonic content.

• Stator and rotor winding loss, calculated according to (3.23) and power converter

loss, determined as explained in section 3.6. The winding loss calculation allows

determining if derating of the DFIG is necessary.

• Stator and rotor voltage oscillogram and spectra. The voltage oscillograms shows the

value of the peak voltage.

4.6.3 Example 4.I

Example 4.I - Current oscillograms

The NLL injects a negative sequence fifth harmonic current (h = 5); the harmonic current

amplitude is I5 = In/5, where In is the DFIG rated current:











iha = 0.2Incos(5ω1t)

ihb = 0.2Incos(5ω1t+ 2π/3)

ihc = 0.2Incos(5ω1t+ 4π/3)

(4.63)
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Figure 4.14 - Example 4.I : Normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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The normalized current amplitude spectra are displayed in Figure 4.14. The stator

current spectrum illustrated in Figure 4.14.b and is dominated by two components. The fifth

harmonics corresponds to the one injected by the NLL and the first harmonic component

results from the mechanical power extracted by the turbine. The value of the mechanical

power and therefore of the fundamental current is obtained from the tracking characteristic,

Figure A.1.a. In this example, the steady state wind velocity vu=16 m/s is assumed,

corresponding to ωr/ω1 = 1.5 and Ps = 1.

The LSC current spectrum is presented in Figure 4.14.d: since the LSC does not par-

ticipate to the compensation of harmonic currents (section 4.5), the fundamental current

component is dominant. The LSC current charges the dc-link capacitor and results in a

constant dc voltage; minor harmonic components are caused by the switches operation,

since the switches are modeled as real devices with the characteristics listed in appendix A.

Moreover, truncation errors contribute to generate a noisy spectrum.

The normalized grid current amplitude spectrum is displayed in Figure 4.14.a: the 60

Hz component is dominant as a result of the AF operation implemented by the WECS.

The current spectra presented in Figure 4.14 show other spectral lines in addition to

the fundamental and the fifth components. Those spectral lines are at least two orders of

magnitude lower than the fundamental and they are caused by principally two phenomena:

1. Truncation errors caused by the fixed-step solver used.

2. The RSC and LSC IGBTs are modeled according to the manufacturer parameters

([134]): the parasitic parameters included in the model causes discrepancies between

the switching times defined by the control and the actual switch operation, thus

resembling a real-life application.

Several other simulations have been carried out assuming other steady-state wind speeds,

resulting in current spectra very similar to the ones shown in Figure 4.14, with varying

amplitude for stator and grid fundamental current component.

Observation - Phase angle

Figures 4.15.a and 4.15.b show the phase angle spectrum of the NLL current and of the

stator current respectively. These diagrams show that the difference between the fifth

harmonic component of the NLL current and of the stator current is 180o, thus resulting in

harmonic cancellation.

It has been verified that any variations in the phase angle of the harmonic current

injected by the NLL is tracked by the control system, thus resulting in an equal change of

the harmonic stator current phase angle.
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Figure 4.15 - Example 4.I: Current phase angle spectrum; (a) NLL current and
(b) stator current.

Example 4.I - Power loss

The normalized stator and rotor winding losses for variable speed operation are plotted in

Figure 4.16; base value are the rated stator and rotor winding loss, respectively 24. On the

horizontal axis the normalized rotor speed ωr/ω1 is displayed. The winding loss calculation

has been calculated according to (3.23), under the assumption that the operation of the

DFIG cooling system does not depend on the rotor speed [135].

The patterns of stator and rotor loss almost overlap: this is due to the similar geometry

of stator and rotor windings [84] and to the mutual coupling between stator windings and

rotor windings.

For subsynchronous speeds (ωr/ω1 < 1), both stator and rotor winding power loss are

below the rated value. For supersynchronous speeds (ωr/ω1 > 1), the winding loss is about

10% over the rated losses. This overloading can be tolerated by the machine for a short

time. Since high wind speeds, corresponding to ωr/ω1 > 1, are not very frequent, this

overloading can be temporarly tolerated by the DFIG without causing winding insulation

damage deterioration. As a result, derating is not necessary and the machine can operate ac-

cording to the tracking characteristic at any wind speed, providing harmonic compensation

simultaneously.

The normalized power converters losses are plotted in Figure 4.17; base value is the

rated power loss. Two different patterns are presented: the RSC and LSC loss for sinusoidal

operation and for harmonic compensation. Since no harmonic currents are injected by the

power converters, the two patterns overlap.

24The rated power loss values are listed in appendix A.
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Figure 4.16 - Example 4.I: Normalized windings power loss; (a) Stator and (b)
rotor. For subsynchronous speeds (ωr/ω1 < 1), both stator and rotor winding
losses are below the rated value. For supersynchronous speeds (ωr/ω1 > 1), both
stator and rotor power loss are about 10% above the rated value.
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Figure 4.17 - Example 4.I: Normalized power converters loss; the black rectan-
gles correspond to sinusoidal operation, the gray triangles to power generation
and harmonic compensation.

Example 4.I - Voltage oscillograms and spectra

The normalized line-to-line rotor oscillogram and spectrum are shown in Figures 4.18 and

4.19, respectively.

The line-to-line rotor voltage is the typical output of a power converter controlled by

PWM modulation. The peak rotor voltage depends on the value of the dc-link voltage vdc

according to (3.17).

The harmonic components are identified in Figure 4.19:

1. Fundamental component frequency is fr,1 = 30 Hz, since the slip for the case study

is S=0.5 and fr,1 = sfs,1 = 0.5 · 60 = 30 Hz.

2. A low frequency component corresponds to the NLL currents: fr,5 = sfs,5 = 0.5·300 =

150 Hz.

3. High frequency components in the region 6000 < f < 7000 Hz that includes the PWM

carrier frequency (ftri = 6480 Hz, appendix A). According to the theoretical analysis

presented in appendix H, PWM operation generates harmonic frequencies that are

multiple of the carrier frequency (Figure H.4): therefore, it is expected to find other

harmonic components equally spaced at multiple of the frequency ftri = 6480 Hz.

The normalized line-to-neutral stator voltage oscillogram and spectrum are presented

in Figures 4.20 and 4.21, respectively.
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Figure 4.18 - Example 4.I: Normalized line-to-line rotor voltage oscillogram.

Figure 4.19 - Example 4.I: Normalized line-to-line rotor voltage spectrum.
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Figure 4.20 - Example 4.I: Normalized line-to-neutral stator voltage oscillogram.

Figure 4.21 - Example 4.I: Normalized line-to-neutral stator voltage spectrum.
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The stator voltage peak V̂s is approximately 1.4 p.u. and is function on the harmonic

content of the stator current, as explained in section 3.2.2. The harmonic components to

the voltage spectrum are identified in Figure 4.21, similarly to the rotor voltage:

1. Fundamental harmonic at fs,1=60 Hz. This component is responsible for the transfer

of fundamental active power.

2. A low frequency harmonic at fs,5=300 Hz. This component is caused by the flow of

the fifth harmonic current in the DFIG stator windings and consequent voltage drop

on the line impedance Zc.

3. High frequency harmonics in the region 6000 < f < 7000 Hz. The stator voltage

high frequency components correspond to the ones illustrated in Figure 4.21 for the

rotor voltage spectrum. The amplitudes of the stator voltage harmonic components

are smaller than the rotor voltage harmonic components, according to the theoretical

extimates provided in chapter 3. For example, for f = 6200, Vrh/Vn ≈ 0.13 (Figure

4.19) and according to (3.17), Vsh/Vn = 0.12 ∗ 0.13 ≈ 0.0156 is expected. Figure

4.21 shows that Vsh/Vn ≈ 0.01: this results is consistent with the theoretical results,

observing that (3.17) is obtained with the help of approximations and simplifications.

4.6.4 Example 4.II

Example 4.II - Current spectra

The NLL injects a negative sequence fifth harmonic and a positive sequence seventh har-

monic current: the amplitude of the harmonic components are listed in Table 4.1.

Table 4.1 - Example 4.II: Harmonic currents injected by the NLL.

h Ih/In Sequence

5 0.20 +

7 0.14 −

The normalized current amplitude spectra are shown in Figure 4.22: the stator current

spectrum (Figure 4.22.c) contains the harmonic currents corresponding to the ones injected

by the NLL (Figure 4.22.b). As a consequence, the grid current spectrum (Figure 4.22.a)

is dominated by the fundamental current component and this proves the validity of the

proposed approach. Similarly to the previous example, the LSC current spectrum dominant
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component is at fundamental frequency, since the stator windings only are responsible for

harmonic compensation.

Figure 4.22 - Example 4.II: normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.

Example 4.II - Power loss

The normalized stator and rotor winding losses are plotted in Figure 4.23 as function of the

normalized rotor speed ωr/ω1 and they are very similar to the ones calculated for Example

4.I. The winding loss in Example 4.II are slightly higher than the winding loss calculated

in Example 4.I, since an additional seventh order current is injected by the DFIG in the

second example. The difference can be quantified as follows: the amplitude of the seventh

harmonic current is I7 = 1/7 = 0.43, the winding loss caused by this current component
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(ignoring the skin effect) is:

P7 = (I7)
2 =

1

72
≈ 0.02 (p.u.)

Figure 4.23 - Example 4.II: Normalized winding power loss for Example 4.II;
(a) Stator and (b) rotor. For ωr/ω1 ≤ 1, the winding loss is below the rated
value for both rotor and stator. For ωr/ω1 ≥ 1, the winding loss is about 10%
over the rated loss for both stator and rotor.

The conclusions carried out from the graphs depicted in Figure 4.23 are very similar

to the ones obtained in Example 4.I. The increased power loss due to harmonic compen-

sation does not result in winding insulation damage if high wind speeds corresponding to

supersynchronous operation are an intermittent condition.
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Example 4.II - Voltage oscillograms and spectra

The normalized line-to-line rotor voltage oscillogram and spectrum are presented in Figures

4.24 and 4.25, respectively.

Figure 4.24 - Example 4.II: Normalized line-to-line rotor voltage oscillogram.

The normalized phase-to-neutral stator voltage oscillogram and spectrum are presented

in Figures 4.26 and 4.27, respectively.

The voltage oscillograms and spectra show a pattern very similar to the one obtained

for the previous example, and the harmonic content is very similar to the one described in

aection 4.6.3.

4.6.5 Example 4.III

Example 4.III - Current spectra

The NLL injects a negative sequence fifth harmonic and a positive sequence seventh har-

monic current with the amplitudes listed in Table 4.2.

The amplitude spectra for Example 4.III are shown in Figure 4.28. Similarly to Examples

4.I and 4.II, the grid current spectrum (Figure 4.28.a) is dominated by the fundamental

component, thus proving the effectiveness of the proposed approach.
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Figure 4.25 - Example 4.II: Normalized line-to-line rotor voltage spectrum.

Figure 4.26 - Example 4.II: Normalized phase-to-neutral stator voltage oscillo-
gram.
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Figure 4.27 - Example 4.II: Normalized phase-to-neutral stator voltage spec-
trum.

Table 4.2 - Example 4.III: Harmonic currents injected by the NLL.

h Ih/In Sequence

5 0.2759 +

7 0.2108 −
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Figure 4.28 - Example 4.III: normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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Example 4.III - Power loss

The normalized stator and rotor winding loss are displayed in Figure 4.23 as function of

the normalized rotor speed ωr/ω1. For ωr/ω1 ≤ 1, the winding loss in the machine are

below the rated rated value. For ωr/ω1 ≥ 1, the winding loss are 30 % above the rated

value (black markers). Therefore, derating is necessary for ωr > 1 to reduce the winding

loss below the rated value (white markers).

DFIG derating results in the power curve shown in Figure 4.30. Stator active power Ps

is shown on the vertical axis as function of the normalized rotor speed ωr/ω1. The derating

curve for the stator windings is shown since derating of the stator results in an automatic

derating of the rotor, according to the analysis carried out in section 3.4.

For subsynchronous speeds (0.5 ≤ ωr ≤ 1), the power curve follows the tracking charac-

teristic presented in Figure A.1: the area below the curve corresponds to the fundamental

stator power Ps1, the area between the tracking characteristic and the rated power corre-

sponds to the harmonic stator power PsH . In Region II a wide area is available for harmonic

compensation.

For supersynchronous speeds (1 ≤ ωr ≤ 1.5), the fundamental stator power Ps1 (3.28)

is equal to 0.8 p.u. : this corresponds to a lower active power extracted from the wind with

respect to the traditional power curve (Figure A.1.a). The area between 0.8 p.u. and 1 p.u.

is dedicated to the harmonic stator power PsH .
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Figure 4.29 - Example 4.III: Normalized winding loss; (a) Stator and (b) rotor.
The black markers indicate the winding power loss when AF operation and
power generation are implemented simultaneously, the white markers indicate
the stator and rotor losses when derating is applied. For ωr/ω1, the stator and
rotor losses derating is necessary.
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Figure 4.30 - Example 4.III: Modified power curve as function of the normalized
rotor speed ωr/ω1; derating of the DFIG is implemented at supersynchronous
speed 1 ≤ ωr/ω1 ≤ 1.5.

4.6.6 Example 4.IV

Example 4.IV - Current spectra

The last example exemplifies the effectiveness of the proposed control method when several

harmonics are injected by the NLL. The harmonic current injected by the NLL are listed

in Table 4.3.

Table 4.3 - Example 4.IV - Harmonic currents injected by the NLL.

h Ih/In Sequence

0.05 0.10 +

5 0.20 +

7 0.14 −
7.5 0.10 +

The current amplitude spectra are presented in Figure 4.31: similarly to the previous

examples, the effectiveness of the proposed method is verified and the grid current spectrum

is dominated by the fundamental component.
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Example 4.IV - Power loss

The normalized winding power loss is shown in Figure 4.32. For supersynchronous speed

both the stator and the rotor winding loss are about 20 % above the rated values. As a

consequence, the derating is implemented according to Figure 4.33.

Figure 4.31 - Example 4.IV: Normalized current amplitude spectra for Example
4.VII: (a) grid current, (b) NLL current, (c) stator current and (d) LSC current.

The total power loss in the RSC and LSC is plotted in Figure 4.34 as a function of the

normalized rotor speed ωr/ω1. If derating of the DFIG is implemented according to the

curve depicted in Figure 4.33, the power loss at ωr/omega1 ≥ 1 are below the rated value,

because the value of the fundamental power delivered from the rotor through the power

converters is reduced. The above results proves that harmonic compensation does not have

side effects on the operation of the power converters, because derating of the machine limits
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Figure 4.32 - Example 4.IV: Normalized winding loss: (a) Stator and (b) rotor.
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Figure 4.33 - Example 4.IV: Modified power curve as function of the normalized
rotor speed ωr/ω1; derating of the DFIG is implemented at supersynchronous
speed 1 ≤ ωr/ω1 ≥ 1.5. .

their power loss.

Example 4.IV - Voltages oscillograms and spectra

The normalized line-to-line rotor voltage oscillogram and spectrum are illustrated in Figures

4.35 and 4.36, respectively.

The normalized stator voltage oscillogram and spectrum are presented in Figures 4.37

and 4.38, respectively.
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Figure 4.34 - Example 4.IV: Total power loss in the RSC and LSC as function of
the normalized rotor speed ωr/ω1. Three curves are presented: the rated power
loss, the power loss in presence of harmonic compensation and the power loss
when derating is implemented according to the curve shown in Figure 4.33 are
shown.

Figure 4.35 - Example 4.IV: Normalized line-to-line rotor voltage oscillogram.

119



Chapter 4. Compensation by Means of RSC Modulation: Steady-State Analysis

Figure 4.36 - Example 4.IV: Normalized line-to-line rotor voltage spectrum.

Figure 4.37 - Example 4.IV: Normalized line-to-neutral stator voltage oscillo-
gram.
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Figure 4.38 - Example 4.IV: Normalized line-to-neutral stator voltage spectrum.

4.7 Conclusions

Compensation by means of RSC modulation has been described and simulation results

demonstrate that it can be applied successfully to obtain sinusoidal current on the grid

when a NLL is connected in proximity of the WECS.

When the injection of harmonic current from the stator results in overheating of the

windings, derating is necessary. If the amplitudes of the harmonic components are too

high, the proposed methodology has limitations because the compensation of the harmonic

currents results in saturation of the power converters.

In the following chapter, two other methods for harmonic compensation will be de-

scribed, named ‘compensation by means of LSC modulation’ and ‘compensation by means

of combined modulation’. They will be compared with ‘compensation by means of RSC

modulation’.
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Chapter 5

Compensation by Means of LSC

Modulation: Steady-State Analysis

5.1 Introduction

This chapter deals with the mathematical formulation of the RSC and LSC control systems

to obtain ‘compensation by means of LSC modulation’ [111]. The analysis is based on a

procedure similar to the one described in chapter 4 for ‘compensation by means of RSC

modulation’. In particular:

• The control system is defined in the stator voltage reference frame as explained in

section 4.3.

• The transfer functions (4.40), (4.53) and (4.60) for the DFIG, the dc-link and the LSC

derived in chapter 4 are used because the same system configuration is studied. As a

consequence, the same PI controllers described in sections 4.4 and 4.5 are used with

the parameters listed in appendix A.

The main difference between ‘compensation by means of RSC modulation’ and ‘com-

pensation by means of LSC modulation’ is in the definition of the RSC and LSC reference

currents, according to the following principles:

1. Compensation by means of RSC modulation: the rotor reference currents contain both

fundamental and harmonic components, the LSC reference currents contain only the

fundamental component;

2. Compensation by means of LSC modulation: the rotor reference currents contain

only the fundamental component; the LSC reference currents contain both first and

harmonic components.

In the second part of this chapter it is proved that the connection of the dc-link to

the neutral allows the compensation of the triplen harmonics by applying compensation by

means of LSC modulation.
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5.2 Power converters control

The RSC subsystem (Figure 4.1) and LSC subsystem (Figure 4.2) are analyzed indepen-

dently; the equivalent subsystems in terms of space vectors are shown in Figures 4.6 and

4.10, respectively.

5.2.1 RSC subsystem control

The DFIG is used as a generator and the rotor winding currents contains the fundamental

frequency only. Since no harmonic currents flow in the DFIG windings, the RSC control is

simpler than the one described in section 4.4.

The block diagram for the generation of the RSC power switches pulses is obtained by

setting the harmonic rotor reference currents idrh (4.27) and iqrh (4.28) to zero, and the

result is shown in Figure 5.1.

5.2.2 LSC subsystem control

The LSC reference currents idL,ref and iqL,ref are the sum of two parts: idL1, iqL1 are the

components at fundamental frequency (h = 1); the sets idLh, iqLh include the harmonic

components (h 6= 1):

idL,ref = idL1 + idLh (5.1)

iqL,ref = iqL1 + iqLh (5.2)

The LSC subsystem is linear and superposition principle is applied. The fundamental

reference currents and the harmonic reference currents are defined separately and the two

components are summed to obtain the overall reference currents.

Fundamental LSC currents idL1,ref and iqL1,ref

The fundamental reference currents idL1,ref and iqL1,ref are obtained as described in section

4.5.1; only the final expressions are reported below:

idL1,ref (s) =
2
√

2

3

d

dt

vdc

ma
(5.3)

iqL1,ref =
qL
vs

(5.4)
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Figure 5.1 - Block diagram for the RSC subsystem control, compensation by means of LSC modulation.
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Harmonic LSC currents idLh,ref and iqLh,ref

The harmonic currents idLh,ref and iqLh,ref are equal in magnitude and 180o out of phase

with respect to the currents injected by the NLL:

idLh,ref = −idh (5.5)

iqLh,ref = −iqh (5.6)

Block diagram for the LSC subsystem control

The block diagram illustrated in Figure 4.13 is modified as shown in Figure 5.2: the LSC

d−q reference currents are the sum of the fundamental and harmonic component, according

to (5.1) and (5.2).

5.3 Simulation results

In the following sections, simulations results are shown to prove the effectiveness of com-

pensation by means of LSC modulation. The studied system is the one illustrated in Figure

3.1 and the system parameters are listed in appendix A. The software and simulation pa-

rameters are the same used in section 4.6.1.

For each example, the current and voltage oscillogram and spectra and the RSC and

LSC power loss are presented. The stator fundamental current curve is displayed when

DFIG derating is applied.

5.3.1 Example 5.I

Example 5.I - Current spectra

The NLL injects a negative-sequence fifth harmonic current with amplitude I5 = In/5,

(4.39).

The current spectra are shown in Figure 5.3. The grid current spectrum is shown in

Figure 5.3.a and is relatively clean in spite of the harmonic current injected by the NLL

(Figure 5.3.b).

The stator current spectrum (Figure 5.3.c) contains a dominant first harmonic current

responsible for the active power flow from the turbine to the grid.
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Figure 5.2 - Block diagram for the the LSC subsystem control, compensation by means of LSC modulation.
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Figure 5.3 - Example 5.I: Normalized current amplitude spectra; (a) grid cur-
rent, (b) NLL current, (c) stator current and (d) LSC current.
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The LSC current spectrum (Figure 5.3.d) contains the first harmonic component respon-

sible to maintain a constant dc-link voltage and a fifth harmonic that cancels the harmonic

current injected by the NLL.

Example 5.I - Power loss

The normalized RSC and LSC power loss are shown in Figure 5.4. Two trajectories are

presented: one corresponds to power loss for sinusoidal operation; the second shows the

power loss when compensation by means of LSC modulation is applied. The power loss

is higher in the second case than in the first, due to harmonic power flow in the power

converters. However, since only one harmonic current is injected by the LSC, the power

loss is always lower than the rated value, except for ωr/ω1 = 1.5. Given these results,

derating is not applied in the present case.

Figure 5.4 - Example 5.I: Normalized power loss in the RSC and LSC as function
of the normalized rotor speed; base values are the rated stator power ∆Pn and
the synchronous speed ω1. The rated power loss ratio ∆Pn/Pn and the power
loss ratio when harmonic compensation is implemented ∆PH/Pn are shown.

5.3.2 Example 5.II

Example 5.II - Current spectra

The harmonic current injected by the NLL are listed in Table 5.1 and they are as in Example

4.IV to allow comparison of the two compensation methodologies.

The current spectra are shown in Figure 5.5 and they are very similar to the ones
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Table 5.1 - Example 5.II - Harmonic currents injected by the NLL.

h Ih/In Sequence

0.05 0.10 +

5 0.20 +

7 0.14 −
7.5 0.10 +

obtained for Example 5.I. The stator current spectrum (Figure 5.5.c) contains a dominant

first harmonic current responsible for the active power flow from the turbine to the grid.

The LSC current spectrum (Figure 5.3.d) contains the first harmonic component responsible

to maintain a constant dc-link voltage and the harmonic components that cancel the ones

injected by the NLL. The LSC current spectrum is very noisy since the LSC is operating

in saturation (Figure H.3 in appendix H).

The grid current spectrum shown in Figure 5.3.a is relatively clean in spite of the noise

observed for the LSC current spectrum.

Example 5.II - RSC and LSC power loss

The total power loss in the RSC and LSC is plotted in Figure 5.6 as a function of normalized

rotor speed ωr/ω1. Three trajectories are presented:

1. ∆Pn/Pn: power loss for sinusoidal operation,

2. ∆PH/Pn: power loss for harmonic compensation

3. ∆Pderating/Pn: power loss when DFIG derating is applied.

When harmonic compensation is applied, for any rotor speeds, the power loss in the

RSC and in the LSC is significantly higher than the power loss for sinusoidal operation.

In particular, for supersynchronous speeds, the power loss is unacceptable for the power

converters operation. For this reason, DFIG derating is applied: the reduction of the

fundamental power flow in the rotor results in a reduction of the power loss in the RSC and

in the LSC.

DFIG derating is implemented according to the curve depicted in Figure 5.7: for speed

above the synchronous, the target fundamental current is linearly reduced with respect to

the rated current.
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Figure 5.5 - Example 5.II: Normalized current amplitude spectra; (a) grid cur-
rent, (b) NLL current, (c) stator current and (d) LSC current.
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Figure 5.6 - Example 5.II: Normalized RSC and LSC power loss as function
of the normalized rotor speed; base values are the rated stator power and the
synchronous speed. Three trajectories are illustrated: power loss for sinusoidal
operation ∆Pn/Pn, power loss for harmonic compensation ∆PH/Pn and power
loss when DFIG derating is applied ∆Pderating/Pn. Derating is implemented
according to the power curve presented in Figure 5.7.

Figure 5.7 - Example 5.II: Modified power curve as function of the normalized
rotor speed ωr/ω1; DFIG derating is implemented at supersynchronous speed.
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Example 5.II - Voltages oscillograms and spectra

The normalized line-to-line rotor voltage oscillogram and spectrum are presented in Figures

5.8 and 5.9, respectively. The results are very similar to the ones presented in chapter 4.

However, no low frequency harmonics are identified in the spectrum because the LSC is

responsible for harmonic compensation.

Figure 5.8 - Example 5.II: Normalized line-to-line rotor voltage oscillogram.

The normalized line-to-line rotor voltage oscillogram and spectrum are presented in

Figures 5.10 and 5.9, respectively. The results are very similar to the ones obtained for

the rotor, since both the LSC and the RSC are controlled by means of PWM and the

same carrier frequency is used. However, the LSC voltage spectrum shows the following

harmonics:

1. Fundamental component frequency is f1 = 60 Hz.

2. Low frequency components corresponding to the NLL currents frequencies.

3. High frequency components in the region 6000 < f < 7000 Hz that includes the PWM

carrier frequency (ftri = 6480 Hz, appendix A).

The normalized line-to-neutral PCC voltage oscillogram and spectrum are illustrated

in (Figure 5.12) and Figure 5.12, respectively. The voltage waveform is sinusoidal with a

slight distortion. The corresponding spectrum is dominated by the fundamental component;
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Figure 5.9 - Example 5.II: Normalized line-to-line rotor voltage spectrum.

Figure 5.10 - Example 5.II: Normalized line-to-line LSC voltage oscillogram.
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Figure 5.11 - Example 5.II: Normalized line-to-line LSC voltage spectrum.

minor harmonics components are caused by PWM operation of the LSC connected to the

same PCC.

The stator voltage oscillogram (Figure 5.14) and spectrum (Figure 5.15) resemble the

ones obtained for the PCC. This result can be justified by observing that only the funda-

mental current component flows through the feeder that connects the DFIG stator to the

PCC, therefore the harmonic voltage drop on the feeder impedance is negligible.
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Figure 5.12 - Example 5.II: Normalized line-to-neutral voltage oscillogram at
the PCC.

Figure 5.13 - Example 5.II: Normalized line-to-neutral voltage spectrum at the
PCC.
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Figure 5.14 - Example 5.II: Normalized line-to-neutral stator voltage oscillo-
gram.

Figure 5.15 - Example 5.II: Stator line-to-neutral voltage spectrum.
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5.4 Triplen harmonics compensation

Triplen25 harmonics include the odd multiples of the 3rd harmonic (ex. 3rd, 9th, 15th,

21st etc.). Since triplen harmonics are additive in the neutral and result in a zero-sequence

current [92], their effect is different from the positive- and negative-sequence harmonics [136]

. Consequences of triplen harmonics include: large currents circulating in the neutral (that

present a fire hazard and result in a degradation of the neutral insulation), transformer

overheating, elevated neutral potential and EMI (electromagnetic interference). Single-

phase power supplies for equipment such as electronic loads and PCs are the most significant

source of triplen harmonics [136]. Due to their detrimental effect on the grid operation,

compensation of triplen harmonics is important and will be studied in the following sections.

Induction machine windings are never connected to the ground [76] to avoid the flow of

zero-sequence triplen harmonics in the machine’s windings. The flow of triplen harmonics

would cause harmful power loss and parasitic torques [75] that would reduce the life time

of the windings insulation and of the bearings. As a results, no triplen harmonics can

be injected by the DFIG and when compensation by means of RSC modulation [110] is

performed the cancellation of the triplen harmonics injected by the NLL cannot be obtained.

On the contrary, the connection of the dc-link to the ground as shown in Figure 5.16

allows the injection of the zero-sequence triplen harmonics from the LSC terminals (refer-

ence). A triplen harmonic injected by the NLL does not flow in the mains if a current with

the same magnitude and frequency and shifted by 180o is injected by the LSC.

This is the same principle described for the compensation of direct and inverse current

components; however, triplen harmonics compensation requires a dedicate analysis and a

different control system design [92] because the zero-sequence pattern includes the neutral

and zero-sequence circuit is independent from the positive- and negative-sequence equivalent

circuits (appendix E).

5.5 LSC subsystem zero-sequence equivalent circuit

Figure 5.17 shows the zero-sequence equivalent circuit for the LSC subsystem and the

pattern of the zero-sequence current injected by the NLL. The zero-sequence equivalent

resistance RL0 and inductance LL0 are calculated as follows [92, 137]26:

RL0 = RL + 3RLN (5.7)

25The term ‘triplen’ has been introduced by Vladimir Karapetoff in 1928 in a letter to AIEE.
26The relations (5.7) and (5.8) are derived in appendix F.
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Figure 5.16 - Modification of the system configuration: the dc-link is connected to the neutral. The capacitor
C shown in Figure 3.1 has been replaced by the series of two equivalence capacitors 2C. The step-up
transformer is not shown for simplicity.
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Figure 5.17 - The zero-sequence equivalent circuit for the LSC subsystem.

LL0 = LL + 3LLN (5.8)

where RLN and LLN are the neutral resistance and inductance; and RL and LL are the

phase resistance and inductance for the line that connect the LSC to the PCC 5.16.

The zero-sequence current injected by the NLL ih0 is calculated by applying the Fortes-

cue transformation [138]:

ih0 =
1

3
(iha + ihb + ihc) (5.9)

When compensation by means of LSC modulation is implemented, the following relation

applies between the zero-sequence current components injected by the NLL (ih0) and by

the LSC (iL0):

iL0 = −ih0 (5.10)

The zero-sequence current flows in the dc-link and then through the ground, and returns

to the NLL. The equality (5.10) means that no zero-sequence current component flow in

the grid resistance Rg and inductance Lg and in the RSC subsystem.

Figure 5.18 shows in detail the zero-sequence current flow in the dc-link: due to the

dc-link symmetry the capacitor currents shown in Figure 5.18 are equal to half the zero-

sequence current injected by the NLL:

ic10 = ic20 =
ih0

2
(5.11)

Given the relation (5.11), the zero-sequence voltage drops on the capacitors vc10 and
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Figure 5.18 - Detailed representation of the zero-sequence current flow in the
dc-link.

vc20 are instantaneously equal in magnitude and opposite in phase:

vc10 = −vc20 (5.12)

Figure 5.19 exemplifies this concept: the voltages vc10 and vc20 are plotted as a function

of time, while compensation by means of LSC modulation is implemented and a triplen

harmonic current of the third order (h=3) is injected by the NLL. Figure 5.19 shows that

the sum of the voltages amplitude vdc10 and vdc20 is instantaneously equal to the rated

voltage (1200 V), although the capacitors voltages are not perfectly constant and equal to

half the rated value. The voltage ripple frequency is equal to 180 Hz; the ripple is caused by

the voltage drops on the LSC power switches (the IGBTs parameters are listed in appendix

A).

5.5.1 Transfer functions for the grounded dc-link

Positive- and negative-sequence transfer function

The relation (5.12) means that the zero-sequence current flow in the dc-link has no effect

on the dc-link voltage vdc magnitude. Moreover, the connection to ground of the common

terminal of the capacitors 2C does not alter the positive- and negative-sequence current

flow in the dc-link, because these components do not flow through the ground resistance

RLN and impedance LLN .

The above considerations imply that the connection in series of two capacitors 2C is

equivalent to the single capacitor C for the positive- and negative-sequence current compo-

nents and that the dc-link transfer function (4.53) derived in chapter 4 is still valid for the

system modified as in Figure 5.16.
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Figure 5.19 - Voltages vc10 and vc20 as a function of time, when compensation by
means of LSC modulation is implemented and a triplen harmonic of frequency
180 Hz is injected by the NLL.

Zero-sequence transfer function

Since the zero-sequence harmonics flow through the neutral, the zero-sequence transfer

function is different from the positive- and negative-sequence transfer function and is derived

by using the circuit shown in Figure 5.17.

If harmonic compensation by means of LSC modulation is implemented, no zero-sequence

current is allowed to flow on the grid and the zero-sequence voltage at the PCC is nil:

v0 =
1

3
(va + vb + vc) = 0 (5.13)

Given the above result, the KVL for the circuit shown in Figure 5.17 is:

vL0 = RL0 + LL0

d

dt
iL0 (5.14)

By applying the Laplace transform to (5.14), the zero-sequence transfer function for the

LSC subsystem is obtained:
IL0

VL0

=
1

RL0 + s LL0

(5.15)

The above transfer function is used in the design of the zero-sequence controller as shown

in Figure 5.20. The input for the controller PI4 is the current error ∆IL0, the output is the

auxiliary voltage VL0. The values for the proportional and integral gains kp4 and ki4 are
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determined by using the gain and phase margin test and they are listed in appendix A.

Figure 5.20 - Closed-loop including the integral controller and the zero-sequence
transfer function.

5.6 LSC Block diagram including the zero-sequence

The control of the zero-sequence current component is independent from the d and q com-

ponents. For this reason, the triplen harmonics compensation results in the addition of a

third branch to the block diagram presented in Figure 5.2. This design implies that if no

triplen harmonics are injected by the NLL, the zero-sequence inputs are nil and the original

block diagram of Figure 5.2 is restored.

Figure 5.21 illustrates the complete control diagram for the LSC converter when com-

pensation by means of LSC modulation is implemented. The first and second branches are

the same used in Figure 5.2: the same variables and PI controller parameters are used.

The lower branch describes the control for the zero-sequence component. The input is

the inverse of the zero-sequence current injected by the NLL (ih0). The controller used for

the zero-sequence is the PI controller shown in Figure 5.20. Note than in the zero-sequence

controller branch, there is no auxiliary voltage because the zero-sequence transfer function

is independent from the d and q transfer function.

5.7 Examples including triplen harmonics

5.7.1 Example 5.III

The NLL injects a triplen harmonic current and the corresponding spectrum is presented

in Figure 5.22.b:

iha = ihb = ihc = 0.2Incos(3ω1t) p.u. (5.16)

The grid current spectrum (Figure 5.22.a) contains a dominant fundamental component

at 60 Hz; the third harmonic current magnitude is approximately two order of magnitude

142



C
h
ap

ter
5.

C
om

p
en

sation
b
y

M
ean

s
of

L
S
C

M
o
d
u
lation

:
S
tead

y
-S

tate
A

n
aly

sis

Figure 5.21 - Block diagram for the control of the LSC subsystem including the zero-sequence component,
compensation by means of LSC modulation.
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Figure 5.22 - Example 5.III: normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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smaller than the fundamental components; other components are present due to power

converters’ operation and to the non idealities included in the solid state devices model.

The stator current spectrum is depicted in Figure 5.22.c: the fundamental harmonic

component at 60 Hz is responsible for the fundamental power flow and the high order

harmonic components are due to the coupling between the stator windings and the rotor

windings.

The LSC is injecting a first and third harmonic (Figure 5.22.d); the first harmonic

current corresponds to the active power flow through the rotor and controls the dc-link

voltage magnitude. The third harmonic amplitude is equal to the one injected by the NLL.

The third harmonic current is not compensated perfectly on the grid because the third

harmonic component current injected by the LSC is not exactly out of phase with respect

to the third harmonic current injected by the NLL. This behaviour is due to the difficulty

to identify the zero-sequence current pattern and to the consequent imperfections of the

control system.

The LSC and RSC power loss for Example 5.III are very similar to the one obtained

for Example 5.I. This result is explained by observing that in both examples the NLL is

injecting a single harmonic component only with amplitude equal to 0.2 p.u. Given the

above, derating is not applied in Example 5.III as in Example 5.I.

5.7.2 Example 5.IV

Example 5.IV - Current spectra

The NLL injects the currents listed in Table 5.2 and the corresponding current spectrum is

shown in Figure 5.23.b.

Table 5.2 - Example 5.IV: Harmonic currents injected by the NLL.

h Ih/In Sequence

3 0.20 0

5 0.20 +

7 0.14 −

The grid current spectrum (Figure 5.23.a) contains a dominant fundamental component

at 60 Hz; the third, fifth and seventh components amplitudes are significantly smaller

than the one illustrated in Figure 5.23.b; other harmonic components are attributed to the

connection of the LSC to the PCC and to the nonidealities introduced in the model.
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Figure 5.23 - Example 5.IV: Normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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The stator current spectrum is shown in Figure 5.23.c: the first harmonic current is

responsible for the fundamental power flow and the other minor components are due to the

coupling with the RSC through the rotor.

The LSC current spectrum dominant component are the first, the third, fifth and seventh

harmonics (Figure 5.23.d); the first harmonic current corresponds to the active power flow

through the rotor; the amplitude of the third, fifth and seventh harmonic currents are equal

to the one represented in Figure 5.23.b. The NLL harmonic current components are not

canceled perfectly due to the imperfections in the zero-sequence current compensator, as

already pointed out for Example 5.III.

Example 5.IV - Power loss

The RSC and LSC power loss is shown in Figure 5.24. The majority of power loss is

due to the flow of harmonic currents: at low rotor speed, when the fundamental current

flow is small, the power loss is close to the rated value and it is mainly caused by the

harmonic currents. When the rotor speed increases above the rated value, the power loss

is unacceptable and DFIG derating is necessary.

Figure 5.24 - Example 5.IV: Normalized power loss for in the RSC and LSC as
function of the normalized rotor speed; base values are the rated stator power
and the synchronous speed. Three patterns are shown: the rated power loss
ratio ∆Pn/Pn, the power loss ratio when harmonic compensation is implemented
∆PH/Pn and the power loss ratio when DFIG derating is applied ∆Pderated/Pn.

DFIG derating for Example 5.IV is presented in Figure 5.25 and is applied for super-

synchronous speeds. DFIG derating helps to reduce the RSC and LSC power loss at high
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rotor speeds. In order to reduce the power loss in the RSC and LSC to the rated value at

ωr/ω1 = 1.5, derating equal to 0.5 is needed. As observed in chapter 3, practical derating

is limited to 0.7.

Figure 5.25 - Example 5.IV: Modified power curve as function of the normalized
rotor speed ωr/ω1; DFIG derating is implemented at supersynchronous speed.

5.7.3 Example 5.V

Example 5.V - Current spectra

The NLL injects the currents listed in Table 5.3 and the corresponding current spectrum

is depicted in Figure 5.23.b. The same current injection studied in Example 5.III with an

additional third harmonic is assumed.

Table 5.3 - Example 5.V: Harmonic currents injected by the NLL.

h Ih/In Sequence

0.05 0.10 +

3 0.20 0

5 0.20 +

7 0.14 −
7.5 0.10 +
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The grid current spectrum (Figure 5.23.a) contains a dominant fundamental component

at 60 Hz; as in the previous Examples, the reduction of the third harmonic current is not

as good as the cancellation of the other harmonic components.

The stator current spectrum is depicted in Figure 5.23.c: the first harmonic current is

responsible for the fundamental power flow and the other minor components are due to the

coupling with the RSC through the rotor.

The LSC current spectrum dominant component are the first components and the har-

monic components listed in Table 5.3 (Figure 5.23.d) responsible for the active power flow

through the rotor. The other harmonics correspond to the ones injected by the NLL. There

are also other components due to the imperfection of the control system, and due to the

fact that the LSC PWM reaches saturation as described in appendix H.

Figure 5.26 - Example 5.V: Normalized current amplitude spectra; (a) grid
current, (b) NLL current, (b) stator current and (c) LSC current.
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The grid current and grid voltage THD (total harmonic distortion) [25, 26] are sig-

nificantly reduced when harmonic compensation is applied. Table 5.4 shows that current

and voltage THD measured at the PCC (Figure 3.1) before and after the compensation is

implemented. In the last column of Table 5.4 the percent reduction is shown.

Table 5.4 - Example 5.V: Voltage and current THD at the PCC.

THD No Compensation LSC modulation % Reduction

Current 0.25 0.075 -333 %

Voltage 0.11 0.055 -50 %

Example 5.V - Power loss

The power loss in the RSC and LSC are presented in Figure 5.27 as function of the nor-

malized rotor speed. The majority of power loss is caused by the harmonic currents flown.

For this example, DFIG derating does not result in a successful reduction of the power loss

below the rated value.

Figure 5.27 shows that even DFIG derating does not allow to achieve this result, because

the majority of the power loss in the RSC and LSC are caused by the harmonic power flow.

This examples teaches that if the harmonic current injection from the NLL includes many

harmonic components with significant amplitudes, it is not possible to operate the LSC as

AF and to guarantee the safe and continuous operation of the solid state devices, due to

the high power loss.

DFIG derating for Example 5.IV is presented in Figure 5.28: similarly to the previous

example, the required derating is too severe.

Example 5.V - Voltage oscillograms and spectra

The normalized line-to-line rotor voltage oscillogram and spectrum are displayed in Figure

5.29 and 5.30, respectively.

The normalized line-to-line LSC voltage oscillogram and spectrum are presented in

Figure 5.31) and Figure 5.30, respectively.

The normalized PCC voltage oscillogram is displayed in Figure 5.33, the corresponding

spectrum is shown in Figure 5.34. Similarly to Example 5.II, the PCC voltage is practically

sinusoidal, and the spectrum is dominated by the fundamental component.
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Figure 5.27 - Example 5.V normalized power loss for in the RSC and LSC as
function of the normalized rotor speed; base values are the rated stator power
and the synchronous speed. The rated power loss ratio ∆Pn/Pn, the power loss
ratio when harmonic compensation is implemented ∆PH/Pn and the power loss
ratio when DFIG derating is applied ∆Pderated/Pn are shown.

Figure 5.28 - Example 5.V: Modified power curve as function of the normalized
rotor speed ωr/ω1; DFIG derating is implemented at supersynchronous speed.

151



Chapter 5. Compensation by Means of LSC Modulation: Steady-State Analysis

Figure 5.29 - Example 5.V - Normalized line-to-line rotor voltage oscillogram.

Figure 5.30 - Example 5.V - Normalized line-to-line rotor voltage spectrum.
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Figure 5.31 - Example 5.V - Normalized line-to-line LSC voltage oscillogram.

Figure 5.32 - Example 5.V - Normalized line-to-line LSC voltage spectrum.
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Figure 5.33 - Example 5.V - Normalized line-to-ground voltage oscillogram at
the PCC.

Figure 5.34 - Example 5.V - Normalized line-to-ground voltage spectrum at the
PCC.
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Figure 5.35 - Example 5.V - Normalized line-to-ground stator voltage oscillo-
gram.

Figure 5.36 - Example 5.V - Normalized line-to-ground stator voltage spectrum.
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The stator voltage oscillogram (Figure 5.35) and spectrum (Figure 5.36) are very similar

to the ones shown for the PCC voltage. This result is very similar to the one obtained for

Example 5.II and has the same explanation: the current flowing from the DFIG stator to

the grid is practically sinusoidal, therefore there is no harmonic voltage drop on the line

impedance and no voltage distortion at the DFIG terminals.

5.8 Conclusions

The control system to perform ‘compensation by means of LSC modulation’ has been pre-

sented. Simulation results prove that this method is a valid alternative to the compensation

by means of RSC modulation described in chapter 4. The major advantage of compensa-

tion by means of LSC modulation is the possibility to compensate triplen harmonics if the

dc-link is connected to the neutral.

The last two examples show a drawback of the proposed method: since the power

converters are rated for a power smaller than the DFIG, compensation by means of LSC

modulation may result in excessive power loss in the RSC and LSC and therefore damage

of the solid state devices. It has also been shown that DFIG does not allow the reduction of

the power loss to the rated value. This result suggests that in practical applications it may

not be convenient to compensate all the harmonic currents injected by the NLL by using

current injection by the LSC.
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Chapter 6

Compensation by Means of

Combined Modulation:

Steady-State Analysis

6.1 Introduction

The first part of this chapter deals with the comparison of ‘compensation by means of RSC

modulation’ (chapter 4) and ‘compensation by means of LSC modulation’ (chapter 5).

In the second part, a third concept for harmonic compensation is presented, named

‘compensation by means of Combined Modulation (CM)’.

6.2 Comparison between compensation by means of RSC

and of LSC modulation

The comparison between the two compensation methods is implemented with the help of a

case study characterized by the following assumptions:

• The currents injected by the NLL are listed in Table 4.3: the NLL spectrum includes

harmonic components multiple of the fundamental, interharmonics, subharmonics and

triplen harmonics and it has been chosen because it exemplifies the harmonic current

content injected by practical NLLs. The NLL current spectrum is depicted in Figure

6.1.

• At the DFIG stator terminals, the power factor (PF) is unity.

• The blade pitch angle is nil, β=0: this allows maximum power capture from the wind

[10, 94].

• Operation at maximum wind speed, corresponding to maximum normalized rotor

speed ωr/ω1 = 1.5 (according to the tracking characteristic reported in Fig. A.1) is

considered.
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• The obtained results correspond to steady-state conditions: the NLL current spectrum

and the wind speed are assumed constant.

Figure 6.1 - Comparison between compensation by means of RSC modulation
and of LSC modulation: normalized NLL current spectrum.

6.2.1 Current spectra and THDs

The normalized current spectra at the PCC, at the stator terminals and at the LSC ter-

minals are shown Figure 6.2.a, 6.2.b and 6.2.c respectively. For both the compensation

methodologies, the amplitude of the current harmonics in the grid spectrum is lower than

in the NLL spectrum, as obtained by comparing Figure 6.2.a with Figure 6.1. Compen-

sation by means of RSC modulation results in a slightly cleaner spectrum, except for the

triplen harmonic that cannot be injected from the stator terminals. Figure 6.2.b shows that

the stator contains the harmonic currents corresponding to the ones injected by the NLL

when RSC modulation is implemented. Figure 6.2.c shows that the LSC feeder current

spectrum contains the harmonic currents corresponding to the ones injected by the NLL

when LSC modulation is considered.

The performances of the two compensation methodologies can be better quantified by

comparing the current THD at the PCC for three cases: no harmonic compensation, com-

pensation by means of RSC modulation and compensation by means of LSC modulation.

The numerical values for the current THD are listed in Table 6.1.

The current spectra illustrated in Figure 6.2 and of the current THD variations shown in
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Figure 6.2 - Comparison between compensation by means of RSC modulation
and of LSC modulation: normalized current spectra; (a) grid current, (b) stator
current and (c) LSC feeder current. For all the figures, x-axis: f (Hz) ; y-axis:
harmonic current amplitude, p.u. (base value is the DFIG rated current).
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Table 6.1 - Comparison between compensation by means of RSC modulation
and of LSC modulation: current THD at the PCC.

THD No Comp. RSC mod. LSC mod.

Current 0.25 0.16 0.075

Table 6.1 teach that compensation by means of RSC modulation results in a lower current

distortion than compensation by means of LSC modulation.

6.2.2 Voltage spectra and THD

Table 6.2 - Comparison between compensation by means of RSC modulation
and compensation by means of LSC modulation: voltage THD at the PCC.

THD No Comp. RSC mod. LSC mod.

Voltage 0.11 0.047 0.055

The normalized voltage spectrum at the PCC, at the stator terminals, at the rotor

terminals and at the LSC terminals are shown in Figure 6.3.a, 6.3.b, 6.3.c and 6.3.d respec-

tively. In terms of voltage at the PCC, the two compensation methodologies are equivalent:

the spectra depicted in the first row of Figure 6.3 show a dominant fundamental component

and residual high frequency components, due to the power converters’ PWM.

The amplitude of the harmonic components is lower for the stator voltages (Figure

6.3.b) than for the rotor voltages (Figure 6.3.c), because the DFIG acts as a filter for the

harmonics generated by the RSC.

The spectra depicted in Figure 6.3.c and Figure 6.3.d show clearly how the role of

the RSC and of the LSC are interchanged for each compensation methodology: the rotor

and LSC spectra for the case of compensation by means of RSC modulation are similar

to the LSC and rotor spectra respectively for the case of compensation by means of LSC

modulation.

By observing the results in Figures 6.3.b,.c and .d one learnes that compensation by

means of LSC modulation results in a general higher harmonic distortion at the stator

terminals, rotor terminals and LSC terminals then compensation by means of RSC modu-

lation. This result is confirmed by comparing the voltage THD at the PCC for three cases:

no harmonic compensation, compensation by means of RSC modulation and compensation
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Figure 6.3 - Comparison between compensation by means of RSC modulation
and of LSC modulation: Voltage amplitude spectra (a): PCC voltage, (b):
stator voltage, (c): rotor voltage and (d): LSC feeder voltage. For all the
figures, x-axis: f (Hz); y-axis: harmonic voltage amplitude, p.u. (base value is
the DFIG rated voltage).
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by means of LSC modulation. The numerical results are listed in Table 6.2. Compensation

by means of RSC modulation results in a lower THD for the voltage at the PCC: this

conclusion is similar to the one obtained from the comparison of the grid current THD

variations (Table 6.1).

6.2.3 Power loss and derating

Figures 6.4 and 6.5 show the windings power loss and the RSC and LSC power loss respec-

tively. In both cases the x-axis variable is the normalized rotor speed. Figure 6.6 presents

the fundamental stator current for the case study, assuming unit power factor at the stator

terminals. Under this condition, the fundamental stator current is directly proportional to

the stator active power.

When compensation by means of RSC modulation is implemented, the windings loss

rises significantly above the rated value as shown by the left plot of Figure 6.4. DFIG

derating is needed to reduce the winding power loss. On the contrary, from the right plot of

Figure 6.4 one concludes that, when compensation by means of LSC modulation is applied,

the winding loss is always equal or below the rated value.

When compensation by means of LSC modulation is implemented, the RSC and LSC

power loss rises significantly above the rated value as shown by the right plot of Figure 6.5.

DFIG derating is needed to reduce the RSC and LSC power loss below the rated value. On

the contrary, the left plot of Figure 6.5 shows that when compensation by means of RSC

modulation is implemented, the RSC and LSC power loss is always below the rated value.

Figure 6.6 shows that the fundamental current trajectory for the two compensation

methodologies is very similar: this result is expected since the same case study and the

same system topology are assumed.

6.2.4 Summary of the comparison

The analysis developed in chapter 4, chapter 5 and in the previous sections shows that either

compensation by means of RSC modulation or compensation by means of LSC modulation

can be used to cancel the harmonic currents injected by a NLL connected in proximity ofthe

WECS. The results of the comparison are summarized in Table 6.3.

Compensation by means of RSC modulation is slightly superior from the point of view of

current and voltage spectra; compensation of LSC modulation has the indisputable advan-

tage of allowing compensation of triplen harmonics (5.4). The power loss and consequent

derating is very similar.

Although the simulation results provided in the previous sections applies to a particular
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Figure 6.4 - Comparison between compensation by means of RSC modulation
and of LSC modulation: normalized winding power loss; (a) Stator winding
power loss and (b) rotor windings power loss. DFIG derating is implemented
according to the curves shown in Figure 6.6 for each compensation methodology.
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Figure 6.5 - Comparison between compensation by means of RSC modulation
and of LSC modulation: RSC and LSC power loss. Three trajectories are
presented; ∆Pn/Pn: normalized power loss at rated conditions (sinusoidal oper-
ation); ∆PH/Pn: normalized power loss when harmonic compensation is applied;
∆Pderated/Pn: normalized power loss when derating is implemented according to
Figure 6.6.

Figure 6.6 - Comparison between compensation by means of RSC modulation
and of LSC modulation: DFIG fundamental stator current, under the assump-
tion of unity power factor at the stator terminals.
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Table 6.3 - Comparison between compensation by means of RSC modulation
and of LSC modulation: Summary of the results.

Item RSC or LSC?

Current Spectra RSC

Voltage Spectra RSC

Derating Similar

Triplen LSC

harmonic current injection and to a specific system configuration, they exemplify the con-

trol system response for more general situation. Some of the most important factors and

parameters that affect the control system response can be summarized as follows:

1. Stator feeder length:

The length of the feeder that connects the PCC to the stator terminals is an important

variable when compensation by means of RSC modulation is implemented. When this

method is applied, the harmonic currents flow from the stator to the grid results in

harmonic voltage drop on the line impedance, and in distortion of the voltage at the

stator terminals (chapter 4). The importance of this parameter when the transient

phenomena take place is addressed in chapter 8.

2. RSC and LSC rated power:

When sinusoidal operation is assumed, the RSC and LSC rated power is proportional

to the maximum slip, (3.36). When harmonic compensation is implemented, the LSC

and RSC rated power must be increased to withstand the estimated harmonic power

flow and the rms current increase.

This concept is explained by means of an example: the RSC and LSC rated power

is 30% of the DFIG rated power (Pn,RSC = Pn,LSC = 0.3Pn) and a single harmonic

current injection h=5 with amplitude 0.2 p.u. is assumed. Simulation results indicate

that at ωr/ω1 = 1.5, the power converter loss is approximately 50 % higher than the

rated value for both compensation by means of RSC modulation and compensation

by means of LSC modulation. When the power converters rated powre is 0.5Pn, it

results that the power loss increase for both compensation methods is a few percent,

as presented in chapters 4 and 5.
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This result for a single harmonic injection indicates that the use of a WECS as an AF

and power generator simultaneously requires to oversize the power converters.

3. Triplen harmonics:

Triplen harmonics can be canceled only by means of LSC modulation if the dc-link

is connected to the neutral. The RSC modulation cannot be used for this purpose,

because the DFIG winding are never connected to the neutral (chapter 5).

6.3 Harmonic compensation by means of Combined

Modulation (CM)

6.3.1 Control system and block diagrams

The system under study is the one presented in Figure 5.16: since the system configuration

is identical to the one studied in chapter 5, the same transfer functions apply.

Compensation by means of Combined Modulation is implemented according to these

principles:

• The triplen harmonics compensation (h = 3k) is obtained by LSC modulation

• The compensation of the other harmonics (h 6= 3k) is obtained by RSC modulation.

In the equivalent Park domain (section 4.3), the above principles are expressed as follows:

1. The stator positive- and negative-sequence currents are equal in magnitude and 180o

out of phase with respect to the positive- and negative-sequence currents injected by

the NLL:

isd = −ihd (6.1)

isq = −ihq (6.2)

2. The zero-sequence current injected by the LSC equal in magnitude and 180o out of

phase with respect to the zero-sequence NLL current injected by the NLL

iL0 = −ih0 (6.3)

The block diagrams implementing the power converters control are derived from the ones

presented in chapters 4 and 5: the same block diagram illustrated in Figure 4.9 is used to

166



Chapter 6. Compensation by Means of Combined Modulation: Steady-State Analysis

Figure 6.7 - Block diagram for the control of the LSC subsystem, compensation
by means of Combined Modulation.

control the RSC. The block diagram shown in Figure 5.21 for the LSC control is simplified

as shown in Figure 6.7 when compensation by means of CM is applied. The block diagram

presented in Figure 6.7 is obtained by removing the NLL positive- and negative-sequence

currents ihd and ihq from the diagram shown in Figure 5.21, since the RSC modulation

results in the compensation of those components.

The value of the proportional and integral gains used in the block diagrams of Figure

4.9 and Figure 6.7 are listed in Table A.7.

6.4 Simulation results for compensation by means of CM

6.4.1 Example 6.I

Example 6.I - Current spectra

The amplitude of the harmonic currents injected by the NLL are listed in Table 6.4. This

first example is assumed to explain the control system operation and to compare the power

loss distributions with the ones obtained for compensation by means of RSC modulation
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and of LSC modulation.

Table 6.4 - Example 6.I: Harmonic currents injected by the NLL.

h Ih/In Sequence

3 0.20 0

5 0.20 +

The normalized current spectra are presented in Figure 6.8. The grid current spectrum

is presented in Figure 6.8.a: the main component is at 60 Hz; the third and fifth harmonic

components are significantly reduced with respect to the NLL current spectrum (Figure

6.8.b).

The fifth harmonic component is sinked by the stator (Figure 6.8.c), the third harmonic

component by the LSC (Figure 6.8.d).

The power loss distribution is not presented in details because the plots resemble the

ones presented in chapters 4 and 5. The DFIG loss are equal to the ones shown in Figure

4.16 for Example 6.I; the power converter loss shows a pattern similar to the one presented

in Figure 5.4 for Example 6.I. The power loss patterns indicate that no derating is necessary.

6.4.2 Example 6.II

The NLL spectrum is the one chosen to compare compensation by means of RSC and of LSC

modulation: the harmonic currents are listed in Table 4.3 and the corresponding spectrum

is displayed in Figure 6.9.b.

Example 6.II - Current spectra

The current amplitude spectra are shown in Figure 6.9: the LSC is responsible for the in-

jection of the third order harmonic current (Figure 6.9.d), while the stator is responsible for

the injection of all the other harmonics (Figure 6.9.c). The resulting grid current spectrum

is relatively clean (Figure 6.9.a), by observing that the NLL current spectrum introduce a

severe distortion (Figure 6.9.b).

The improvement of the current waveform can be better quantified by analyzing the

grid current oscillograms presented in Figure 6.10. The upper oscillogram shows the current

waveform before harmonic compensation is applied; the lower oscillogram shows the current

oscillogram when compensation by means of Combined Modulation is implemented. The

waveform improvement is relevant, although there are residual distortions.
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Figure 6.8 - Example 6.I: normalized current amplitude spectra; (a) grid cur-
rent, (b) NLL current, (c) stator current and (d) LSC current.
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Figure 6.9 - Example 6.II: Normalized current amplitude spectra; (a) grid cur-
rent, (b) NLL current, (b) stator current and (c) LSC current.
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Figure 6.10 - Example 6.II: Normalized grid current oscillogram, base value
is DFIG rated current; (a) Current oscillogram before harmonic compensation
and (b) after harmonic compensation.
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Example 6.II - Voltage spectra

The voltage spectra are shown in Figures 6.11 - 6.12.

Figure 6.11 - Example 6.II: Normalized line-to-neutral PCC voltage amplitude
spectrum.

The normalized stator voltage oscillogram is shown in Figure 6.15. The upper diagram

shows the stator voltage oscillogram before harmonic compensation is applied: the waveform

is a sinusoid with minor distortions, principally due to the coupling between stator and rotor

and the consequent presence of high harmonic components. The lower oscillogram shows

that when compensation by means of Combined Modulation is applied, the stator windings

are injecting harmonic currents and the consequent voltage drop on the line impedance

causes voltage distortion at the stator windings terminals and the resulting peak voltage is

approximately 1.15 p.u.

Example 6.II: Current and voltage THDs

The current and voltage THDs are presented in Table 6.5.

Example 6.II: Power loss

Figures 6.16 and 6.17 present the RSC and LSC power loss and the winding power loss,

respectively.
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Figure 6.12 - Example 6.II: Normalized line-to-line rotor voltage amplitude
spectrum.

Figure 6.13 - Example 6.II: Normalized line-to-neutral stator voltage amplitude
spectrum.
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Figure 6.14 - Example 6.II: Normalized line-to-line LSC voltage amplitude spec-
trum.

Table 6.5 - Example 6.II: Current and voltage THD at the PCC

THD No Compensation RSC mod. LSC mod. CM

Current 0.25 0.050 0.075 0.070

Voltage 0.11 0.030 0.055 0.040
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Figure 6.15 - Example 6.II: Normalized stator voltage oscillogram.
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Figure 6.16 - Example 6.II: Normalized winding power loss: (a) Stator and (b)
rotor.
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Figure 6.17 - Example 6.II: Normalized RSC and LSC power loss.

Figure 6.18 - Example 6.II: Normalized fundamental stator current curve as
function of normalized rotor speed.
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Figure 6.18 presents the normalized fundamental stator curve as function of the nor-

malized rotor speed ωr/ω1. Two trajectories are presented: ABC is the stator fundamental

curve for sinusoidal operation; ADE is the fundamental stator curve when Combined Mod-

ulation and consequent derating are implemented.

By comparing the results presented in Figures 6.16 - 6.18 with the plots illustrated in

Figures 6.4-6.6 one concludes that compensation by means of Combined Modulation results

in a more uniform split of the power loss among the WECS components and in a less

conservative derating.

6.4.3 Example 6.III - Three-phase diode rectifier

The NLL is represented by a three-phase diode rectifier: the NLL configuration is shown in

Figure 6.19, where the dc-current load Id/In=0.2.

Figure 6.19 - Example 6.III: A three-phase diode rectifier is connected to the
PCC.

Example 6.III - Current spectra

The current spectra are presented in Figure 6.20. Figure 6.20.b shows the typical spec-

trum of a three-phase bridge rectifier: the dominant harmonics are the fifth and seventh

components, no triplen harmonic is present. The stator is responsible for injecting the

compensating currents (Figure 6.20.c), according to compensation by means of CM. No

harmonic current is inected by the LSC (Figure 6.20.d).
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Figure 6.20 - Example 6.III: Normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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Example 6.III: Current and voltage THDs

The control system operation results in a reduction of the voltage and current THDs,

according to the results listed in Table 6.6.

Table 6.6 - Example 6.III: Current and voltage THDs.

THD No Comp. CM

Voltage 0.007 0.008

Current 0.068 0.04

Example 6.III: Power loss

The DFIG normalized winding loss are illustrated in Figure 6.21. The DFIG winding loss are

above the rated value due to the significant amount of harmonic currents flowing in the DFIG

windings: for this particular example, the stator windings are responsible for the injection

of a significant amount of harmonic currents, thus explaining the increasing winding loss.

On the contrary, the LSC is not injecting any harmonic current (compare Figures 6.26.c

and 6.26.d) and the power loss in the RSC and LSC are comparable with the ones presented

in Examples 5.1-5.IV. Example 6.III leads to the conclusion that compensation by means of

Combined Modulation is an improvement of the other two methodologies but depending on

the NLL current spectrum may not result in an uniform partition of the power loss among

the WECS components.
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Figure 6.21 - Example 6.III: Normalized winding power loss as function of the
normalized rotor speed, compensation by means of CM is applied; (a) stator
winding loss and (b) rotor winding loss.
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6.4.4 Example 6.IV - Three single-phase diode rectifier

The NLL is represented by single-phase diode rectifier connected between phase a,b,c and

neutral respectively. The NLL configuration is shown in Figure 6.19, where Id/In=0.2.

The above configuration has been chosen because it exemplifies the operation of a power

system with balanced load, that results in a severe neutral current.

Figure 6.22 - Example 6.IV: Three single-phase diode rectifiers connected be-
tween phase and neutral.

Example 6.IV - Current spectra

The current amplitude spectra are displayed in Figure 6.23. Figure 6.23.a shows the cur-

rent spectrum measured at the single-phase diode rectifiers terminals. The stator current

spectrum (Figure 6.23.b) contains the fundamental component as well as the positive- and

negative-sequence harmonic currents h = 3k±1. The LSC current spectrum (Figure 6.23.c)

contains the fundamental component and the triplen component with frequency f = 3f1 Hz.

Consequently the grid current spectrum (Figure 6.23.d) is relatively clean being dominated

by the fundamental frequency.
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Figure 6.23 - Example 6.IV: normalized current amplitude spectra; (a) grid
current, (b) NLL current, (c) stator current and (d) LSC current.
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Example 6.IV: Current and voltage THDs

The control system operation results in a reduction of the voltage and current THD, ac-

cording to the results listed in Table 6.6.

The AF operation results in a significant reduction of the voltage and current THD, as

shown in Table 6.7. The current THD is reduced from 0.24 to 0.030, meaning a variation

equal to −87.5%. The voltage THD variation consequent to the cancellation of harmonic

currents is −45.0%.

Table 6.7 - Current and voltage THD for Example 6.IV, without compensation
and with compensation by means of CM.

THD No Comp. CM % Difference

Voltage 0.24 0.030 −87.5 %

Current 0.10 0.055 −45.0 %

Example 6.IV: Power loss and derating

The winding loss are the same obtained for Example III and presented in Figure 6.21, since

the same harmonic current injection is supplied by the DFIG windings in both examples.

The RSC and LSC power loss and the fundamental stator current trajectory are shown

in Figures 6.24 and 6.25, respectively.

At supersynchronous speed, both the winding loss and the RSC and LSC power loss are

above the rated value. The WECS derating trajectory allows reducing the power losses to

or below the rated values.

The normalized grid current oscillogram is presented in Figure 6.20.a. Similarly to the

previous examples, the harmonics injected by the NLL are filtered by the WECS.

6.5 Conclusions

The comparison between compensation by means of RSC modulation and of LSC modu-

lation allows identifying the advantages and the drawbacks of each compensation method-

ology. The results obtained from the comparison suggest to define a third compensation

methodology, named ‘compensation by means of Combined Modulation’. This technique

provides similar results in terms of grid current spectrum improvement, and a more uniform
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Figure 6.24 - Example 6.IV: normalized RSC and LSC power loss as function of
the normalized rotor speed, compensation by means of CM is applied. Three
curves are shown: ∆Pn/Pn: normalized power loss at rated conditions (sinusoidal
operation); ∆PH/Pn: normalized power loss when the DFIG is used as AF;
∆Pderated/Pn: normalized power loss when derating is implemented according to
Figure 6.25.

Figure 6.25 - Example 6.IV: normalized fundamental stator current trajectory,
base values is the rated stator current. Compensation by means of CM is
applied

.
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Figure 6.26 - Example 6.IV: Grid current oscillogram: (a) without harmonic
compensation and (b) with harmonic compensation.
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distribution of the power loss among the WECS components, compared to the other two

techniques.

The analysis of simulation results allows concluding that compensation by means of

Combined Modulation is the most efficient technique among the ones presented in chapters

4-6 to use a WECS as an AF. However, Example 6.III shows that depending on the load

distribution, compensation by means of Combined Modulation may lead to a non uniform

distribution of the harmonic current injection from the power converters.
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Part III

Harmonic Compensation:

Transient Operation
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Introduction to Part III

Transient analysis is necessary to validate the control system design because it allows study-

ing the following fundamental aspects of the WECS operation:

• Mechanical stress. In the DFIG, high currents caused by faults or transients may result

in high magnetic forces between the windings resulting in the mechanical damage of

the windings insulation. Transient analysis allows estimating such forces and therefore

gives indications on the winding insulation desing.

• Thermal stress. The solid state devices are the most sensitive components of the

WECS to temperature rise. The calculation of the transient peak and rms currents

result in the choice of the components able to withstand the most severe conditions.

• Voltage oscillations. Voltage variations at the transmission level caused by WECS

operation affects the loads connected to the same PCC and should be limited. The

dielectric inside the dc-link capacitor may be damaged by the dc-link voltage increase.

• Low Voltage Ride Through (LVRT) capability (chapter 1) must be verified.

The mechanical transients have a larger time constant than the electrical transients

[12, 16, 139, 140]. While the mechanical response can be ignored when voltage variations

are assumed (chapter 7), an accurate model of the mechanical system is necessary to study

the WECS response to wind variations (chapter 8). The mechanical model of the WECS

proposed in this work includes the following components:

• Aerodynamic model, that provides the relationship between the wind speed and the

mechanical power extracted by the wind turbine;

• Shaft model, that represents the coupling between the wind turbine and the electric

generator;

• Pitch control model, that calculates the pitch angle β based on the wind speed and

power set point.
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Chapter 7

WECS Transient Response to

Voltage Sags

7.1 Introduction

Voltage variations on the transmission line affect the waveform, magnitude and phase shift

of the voltage supplied to both the DFIG and the LSC and alter the power flow from the

WECS to the grid. The detailed response of a WECS to voltage variations highly depends

on the system’s topology and on its control system [141]: the WECS analyzed in the present

chapter has the characteristics described in appendix A and implements compensation by

means of CM (chapter 6).

The goal of the present study is the analysis of the transient response of this specific

WECS to voltage sags27: in particular, the LVRT ability (chapter 1) of the studied system

is assessed and the effects of WECS operation on other loads connected to the same PCC

are quantified.

It is assumed that no other additional phenomena take place during the voltage sag and

in the instants following the fault clearance: in particular, the NLL current spectrum and

the wind characteristic don’t change. As a result, the mechanical torque applied to the

generator is constant and the shaft speed is constant too: this assumption is justified by

observing that the mechanical time constants are significantly larger than any typical fault

duration [12, 139, 142].

7.2 DFIG behavior during voltage sags

The DFIG behavior during voltage sags has been extensively studied in the literature [10,

39, 143, 144] and is briefly summarized in the following paragraphs.

27According to IEEE Standard 1159 [24], ’The term sag is used in the power quality community as a
synonym to the IEC term dip. The category short duration variations is used to refer to voltage dips and
short interruptions. The term swell is introduced as an inverse to sag (dip)’. Categories and characteristics
of voltage transient phenomena in power systems according to different standards are described in [113].
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In steady-state operation, the bulk of power absorbed by the wind turbine is delivered

to the grid through the stator; a small fraction of the total power flows through the power

converters that connect the rotor to the PCC, as illustrated in Figure 2.16. The power flow

balance is maintained during transient too, but the separation of power flow between the

stator and the rotor may be different from the one typical of steady-state operation.

During a voltage sag, the power delivered to the grid by the DFIG stator is reduced

and the power delivered through the power converters increases thus resulting in a higher

dc-link voltage and current flow through the solid state devices. Simultaneously, the stator

flux decreases since the voltage amplitude at the stator terminals is reduced during the

fault [88, 142]: this means that the energy stored in the magnetizing field is reduced and

the release of this causes a transient reactive current flow in the stator windings.

After the fault clearance, the stator voltage rated value is restored: a second transient

takes place in the WECS to reestablish the power flow distribution prior to the fault and the

magnetic field in the air-gap. The stator current amplitude may exceed the rated current

during this second transient due to the combination of two phenomena:

1. the DFIG absorbs reactive current needed to produce the magnetic field;

2. the phase shift between the stator fundamental voltage phasor and to the PCC fun-

damental voltage phasor may be different from the pre-fault condition.

The second phenomenon can be explained by means of the phasor diagrams represented

in Figure 7.1. This figure displays the phasors corresponding to the fundamental voltage at

the PCC and at the stator terminal prior and after the fault. Prior to the fault, a certain

phase angle ϕ1 is measured between the phasors V s1 and V 1, corresponding to fundamental

voltage induced in the stator windings and voltage at the PCC, respectively. During the

voltage sag, the angular speed of the stator may be different from the rated value ω1. When

the fault is cleared, the phase shift ϕ2 is expected to be different from ϕ1. If ϕ2 >> ϕ1, the

difference between the phasor voltages V̄s2 and V̄2 is significant, thus leading to high stator

currents.

The above described phenomena prove the vulnerability of the DFIG to the voltage

variations and the need to study the transient response for each new installation.

The stator and rotor windings can withstand a current higher than the rated one if the

insulation temperature is not excessive [145] and heads of the windings are not damaged by

the magnetic forces generated by the short-circuit currents.

The maximum admissible surge currents that can be withstood by the RSC and LSC

solid state devices are defined in the components’ datasheet and they are generally limited
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by the maximum allowable junction temperature. During and after the fault, the current

flow increase in the power converters may be significant thus causing a permanent damage

of the solid state devices [34]. In case of threatening transient currents, protection devices

are necessary to limit the current flow through the solid state devices One of the most

popular, although controversial, devices intended to limit the current flow is the crowbar

[43, 146]: details on the crowbar operation are given in appendix 7.A.

Figure 7.1 - Phasors diagrams representing the voltage at the PCC and the
voltage induced in the stator’s windings: (a) phasor diagram before the sag
takes place and (b) phasor diagram after the fault is cleared. The stator current
is proportional to the voltage difference ∆V s. This diagram shows that before
and after the fault the fundamental voltage phasor amplitudes are unaltered,
but due to different phase shifts (ϕ1 6= ϕ2), the amplitude of ∆V s may increase
after the fault clearance, thus causing high stator currents.

7.3 Organization of the study

The study of the WECS dynamical response to voltage variation at the PCC is organized

as follows:

• The voltage sags are classified using three parameters that describe the voltage am-

plitude and phase shift at the PCC.

• The operating conditions of the WECS prior to the voltage sag are established, based

on the wind speed and on the NLL characteristics.

• Simulations are carried out: the voltage sags are defined based on the LVRT require-

ments for wind power plants.
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• The oscillograms corresponding to the most significant electrical quantities are dis-

played for different types of fault.

• Contour plots are presented, thus giving a complete picture of the WECS transient

response to voltage variations.

• Based on simulation results and power loss calculations, LVRT ability for the studied

installation is carried out and the effect of harmonic compensation on the WECS

performance following a voltage disturbance is assessed.

7.4 Voltage sag classification

The voltage sag classification used in the present chapter is based on the study reported in

[147]. Three characteristics define the severity of a voltage sag:

1. Sag amplitude

2. Phase shift

3. Sag duration

The above characteristics are defined as follows:

1. Sag amplitude α,β

As illustrated in Figure 7.2, the amplitude of the voltage sag is defined by the scale

parameters α and β. Those parameters affect the magnitude of the phasors V a,

V b and V c, corresponding to the phase voltages at the high-voltage of the step up

transformer28. The values of the scale parameters for different types of faults are

listed in Table 7.1. For three-phase symmetrical faults α = β; for single-phase sags,

0 ≤ α ≤ 1 and β=1 because only the magnitude of phase a voltage changes. For

phase-to-phase sags the reverse conditions apply: 0 ≤ β ≤ 1 and α=1 because the

magnitude of phases b and c voltage changes with the same ratio. The asymmetrical

fault is described by the simultaneous variation of α and β.

2. Phase angle ε

The phase angle is described by the parameter ε, depicted in Figure 7.2. The value

of ε during the fault is determined by three-phase transformers installed between the

point where the fault takes place and the load. Different primary and secondary

28This is the point where the voltage dip is measured according to [73]
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Figure 7.2 - Voltage phasor diagram used to describe seven fault types listed in
[147]. α and β are the scale parameters, ε is the phase angle.

connections of the transformer windings and different typed of fault result in positive

or negative phase shifts with respect to the rated value ε = 120 deg. In practice, only

a few degrees variation around the rated value is observed [147].

3. Sag duration ∆t

The fault duration is chosen according to the LVRT requirements (chapter 1) defined

by in the WECC white paper [148], illustrated in Figure 7.3. The LVRT requirement

is a function of the voltage sag amplitude: the less severe the sag amplitude, the

longer the DFIG is required to remain connected. The LVRT requirements apply to

any kind of voltage sag (three-phase, phase-to-phase or phase-to-ground).

7.5 WECS operation at the moment of fault

Each simulation is characterized by the voltage parameters α,β and by the angle ε described

in the previous section and by two additional quantities that define WECS operation at the

moment of fault:

1. Rotor speed ωr/ω1

The rotor speed is a function of the wind speed, according to the wind turbine tracking

characteristic (Figure A.1). The rotor speed is related to the torque applied to the

Table 7.1 - Fault characteristics for the phasor diagram shown in Figure 7.2.

Type α β ε

Three-phase 0 to 1 α 120 deg

Single-phase 0 to 1 1 120 deg

Phase-to-phase 1 0 to 1 0 to 180 deg

194



Chapter 7. WECS Transient Response to Voltage Sags

Figure 7.3 - LVRT requirement according to WECC white paper [148]. The
normalized voltage amplitude at the high side of the step-up transformer is
plotted in function of time, and the region where the WECS is allowed to
disconnect is indicated by the gray area. For voltage variations above the black
trajectory, the WECS must stay connected to the grid.

DFIG shaft: in general, at lower rotor speed the torque is significantly lower than

the rated value. On the contrary, maximum rotor speed corresponds to the rated

mechanical torque. The value of the torque impressed at the DFIG shaft when the

voltage sag take place determines the power flow through the WECS components and

therefore the current amplitudes during the transients that follow the fault.

2. Derating D

As described in chapter 3, the derating trajectory depends on both the NLL current

spectrum and the control method. In the following sections, the NLL is given by three

single-phase diode rectifiers connected phase-to-neutral (Figure 6.22). Compensation

by means of CM is implemented; therefore, the derating trajectory assumed in the

following sections is the one illustrated in Figure 6.25.

7.6 Simulation results - Oscillograms

In the following sections, oscillograms obtained from the simulations29 of phase-to-phase and

three-phase voltage sags are displayed. The most representative variables of the system’s

behavior have been selected:

• Stator current
29The simulation software and parameters are the same used in chapters 4 - 6.
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• Voltage measured at the PCC

• LSC current

• dc-link voltage

The instant of fault is tf = 2s for all simulations, while the fault duration ∆t varies

from 140 ms to 1000 ms.

7.6.1 Phase-to-phase voltage sag, ∆t=140 ms

The phase-to-phase voltage sag is characterized by the parameters listed in Table 7.2.

Table 7.2 - Phase-to-phase voltage sag characteristics.

Item Value Unit

α 1 N.A.

β 0 N.A.

ε 120 deg

∆t 140 ms

ωr/ω1 1.5 p.u.

D 0.85 p.u.

Grid voltage at the PCC

The normalized PCC phase-to-ground voltage amplitudes for phases a, b and c are shown in

Figures 7.4-7.6. The oscillograms for the three phase voltages at the PCC must be verified

because, due to the phase shift between the three phases, the peak voltages may be different

from phase to phase.

The voltage sag takes place during the interval 2 ≤ t ≤ 2.14 s and involves phases b and

c. Phase a voltage slightly increase during the fault: this behavior is due to the decay of

the magnetizing stator flux.

After the fault clearance, both phase a and b voltage amplitude is restored without any

overshoot. On the contrary, a visible surge (1.4 p.u.) appears on phases c voltage. This

peak is due to the phase shift between the voltage at the PCC and the voltage at the stator

terminals at the moment of voltage sag clearance, and may affect the operation of other

loads connected at the same PCC.
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Figure 7.4 - Phase-to-phase fault: normalized phase a PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.

Figure 7.5 - Phase-to-phase fault: normalized phase b PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.
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Figure 7.6 - Phase-to-phase fault: normalized phase c PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.

Stator current

The normalized stator current phase oscillograms are shown in Figures 7.7 - 7.9 for phase

a,b and c respectively. While the stator phase b current is higher than the rated value during

the fault (Figure 7.8), phases a and c currents are lower (Figure 7.7 and 7.9)).

After the fault clearance (t > 2.14 s), the sudden magnetization of the machine results

in currents amplitude above the rated values for all three phases.

Both during the fault and after the fault clearance, the peak stator currents are only a

few p.u. higher than the rated values and the overvoltages die out in a few periods: this

behavior does not results in a tripping of the CBs installed for the protection of the stator

windings. The verification of the winding temperature rise during the fault proves that the

temperature rise in the windings is only a few degrees ◦Cand do not compromise the physical

properties of the winding insulation. The procedure applied to verify the temperature rise

is described in appendix 7.B.1.
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Figure 7.7 - Phase-to-phase fault: normalized phase a stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.

Figure 7.8 - Phase-to-phase fault: normalized phase b stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.
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Figure 7.9 - Phase-to-phase fault: normalized phase c stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.

LSC current and dc-link voltage

The normalized LSC current oscillograms are shown in Figures 7.10-7.12 for phase a,b and

c respectively; the dc-link normalized voltage oscillogram is displayed in Figure 7.13. The

three current plots are very similar, due to the symmetry of the system.

During the fault, the power flow through the rotor and the power converter increases

but, due to the intrinsic voltage limitations in the power converter three-phase voltages30

and to the low value of the voltage at the PCC, the power deliver to the grid through the

power converters is limited. This results in increasing LSC currents and dc-link voltage for

2 ≤ t ≤ 2.14 s.

After the fault clearance, the power flow through the power converters is reduced and the

dc-link controller brings the dc-link voltage amplitude to the rated value. The transients

following the fault clearance result in voltage oscillations around the rated value. The

oscillations are caused by the fact that the dc-link controller (chapter 4) is not intended to

be fast, but to maintain the stability of the dc-link voltage magnitude. The LSC current

amplitudes decrease to the value prior to the fault in a few periods. This is because the

30Appendix H provides the details of the RSC and LSC control through PWM and it shows that the
three-phase voltage at the power converters’ terminal is limited by the intrinsic characteristics of the control
by means of PWM. More in detail, the amplitude modulation coefficient ma, that is proportional to the
three-phase voltage amplitude, is limited to a fixed value, as illustrated in Figure H.3.
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current controller is faster than the dc-link controller (the PI controllers parameters are

listed in appendix A).

For the studied fault, the peak current amplitude is 1.5 times the rated LSC current. In

order to verify the temperature increase in the power converters, both the peak value and the

rms value of the LSC current must be considered. The temperature rise is verified according

to the procedure described in appendix 7.B.2. For the assumed fault, the temperature

increase in the solid state devices is below 140 ◦C, for an ambient temperature of 40 ◦C.

Figure 7.10 - Phase-to-phase fault: normalized phase a LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms.
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Figure 7.11 - Phase-to-phase fault: normalized phase b LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms.

Figure 7.12 - Phase-to-phase fault: normalized phase c LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms.
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Figure 7.13 - Phase-to-phase fault: normalized dc-link voltage oscillogram, base
value is dc-link rated voltage, ∆t = 140 ms.

7.6.2 Symmetrical fault ∆t=140 ms

Symmetrical faults are less frequent than single-phase or phase-to-phase faults, but they

results in the most severe transients. The characteristics of the symmetrical fault studied

in this section are listed in Table 7.3.

Table 7.3 - First symmetrical voltage sag - characteristics.

Item Value Unit

α 0 N.A.

β 0 N.A.

ε 120 deg

∆t 140 ms

ωr/ω1 1.5 p.u.

D 0.85 p.u.
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PCC voltage amplitude for ∆t = 140 ms

The normalized PCC phase-to-ground voltage amplitudes for phases a, b and c are shown

in Figures 7.14-7.16. The measured peak voltage is the same as the one obtained from the

previous simulation (1.4 p.u.) and it is detected on phase c after the voltage restoration.

The same value is obtained because the same reclosing time is assumed.

This result allows one to conclude that in case of small residual voltage amplitude during

the fault, the effect of phase shift on the magnitude of voltage peak is more evident than

the effect due to the variation of the magnetic field magnitude.

Figure 7.14 - Symmetrical fault: normalized phase a PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.
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Figure 7.15 - Symmetrical fault: normalized phase b PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.

Figure 7.16 - Symmetrical fault: normalized phase c PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.
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Stator current for ∆t = 140 ms

The normalized stator current oscillograms for phases a, b and c are shown in Figures 7.17-

7.19: a first transient takes place during the voltage sag (2.00 < t < 2.14 s) and a more

severe transient starts immediately after the fault clearing (t > 2.14 s). For all three phases,

the first transient results in a current peak amplitude equal to approximately 1.5 p.u., and

the second transient results in a peak equal to approximately 2.5 p.u.

Both peak values listed above are below five times the rated stator current and lasts

about two cycles: therefore the CBs installed to protect the DFIG do not trip. The thermal

analysis (appendix 7.B.1) proves that the temperature rise in the machine’s windings is

only a few degrees ◦C, and does not affect the mechanical and dielectric properties of the

winding’s insulation.

Figure 7.17 - Symmetrical fault: normalized phase a stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.
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Figure 7.18 - Symmetrical fault: normalized phase b stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.

Figure 7.19 - Symmetrical fault: normalized phase c stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms.
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LSC current and dc-link voltage for ∆t = 140 ms

The normalized LSC current oscillogram are illustrated in Figures 7.20-7.22. The normalized

dc-link voltage oscillogram is plotted in Figure 7.23.

In case of a three-phase fault, the peak values of the LSC currents and of the dc-link

voltages are higher than for the phase-to-phase fault because the symmetrical fault causes

higher power flow through the power converters.

The dc-link voltage oscillogram after the fault clearance is significantly different than the

one displayed in the previous sections. Figure 7.23 shows that the dc-link voltage oscillates

around 0.9 p.u. for 2.2 / t ' 2.9 ms, and then rises to the rated value that is reached at t=

3.4 s. This behavior is explained as follows: the generator absorbs reactive power from the

grid for its magnetization after the fault, and this process slows the recovery of the dc-link

voltage [142].

The current amplitude pattern results in higher power loss in the solid state devices and

consequent temperature rise. The thermal analysis for the solid state devices is presented

in appendix 7.B.2: during symmetrical faults the temperature rise in the solid state devices

can be significant; however, if the fault duration is limited to a few hundreds milliseconds,

the maximum temperature remains below the limit value of 140 ◦C.

Figure 7.20 - Symmetrical fault: normalized phase a PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms.
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Figure 7.21 - Symmetrical fault: normalized phase b LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms.

Figure 7.22 - Symmetrical fault: normalized phase c LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms.
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Figure 7.23 - Symmetrical fault: normalized dc-link voltage oscillogram, base
value is dc-link rated voltage, ∆t = 140 ms.

7.6.3 Symmetrical fault ∆t=140 ms, sinusoidal operation

In the present section, the WECS is not injecting harmonic currents: this case is analyzed

to compare the results with the ones presented in the previous section and to see the

effects of harmonic compensation on the currents and voltage peak values. The simulation

characteristics are listed in Table 7.4: the only difference with respect to Table 7.3 is derating

equal to unity.

Table 7.4 - First symmetrical voltage sag, harmonic compensation not imple-
mented - characteristics.

Item Value Unit

α 0 N.A.

β 0 N.A.

ε 120 deg

∆t 140 ms

ωr/ω1 1.5 p.u.

D 1 p.u.
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Phase c voltage oscillogram at the PCC is displayed in Figure 7.24. The peak voltage

magnitude is approximately 1.1 p.u. and occurs after the fault clearance. This value is

lower than 1.4 p.u., obtained from the simulations when compensation by means of CM

is implemented (Figure 7.16). This result can be justified as follows: harmonic currents

injection from the stator windings result in harmonic voltage drop on the stator, that leads

to higher peak voltage at the PCC than for sinusoidal operation.

Figure 7.24 - Symmetrical fault: normalized phase a PCC voltage oscillogram,
base value is DFIG rated voltage, ∆t = 140 ms, harmonic compensation is not
implemented.

The normalized stator current oscillogram for phase a is presented in Figure 7.25. The

peak stator current is about 3 p.u., higher than the value detected in Figure 7.17. When

harmonic currents are injected from the stator windings and consequent derating of the

DFIG is applied, a lower fundamental current amplitude flows in the machine’s windings

both in steady-state operation and during the transients. As a consequence, DFIG derating

results in a less severe transient for the stator currents with respect to the case when the

machine is operating at full power.

The normalized LSC current oscillogram for phase a is presented in Figure 7.25. The

peak LSC current is about 3 p.u. as in Figure 7.20. This means that the use of the WECS

as a harmonic compensator does not modify the current flow in the power converters during

the transients following a voltage sag. This conclusion, however, depends on the type of

modulation that is implemented: for the current simulations, compensation by means of
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Figure 7.25 - Symmetrical fault: normalized phase a stator current oscillogram,
base value is DFIG rated stator current, ∆t = 140 ms, harmonic compensation
is not implemented.

CM has been assumed, thus resulting in the injection of the third harmonics only from the

power converters (chapter 6). If compensation by means of LSC modulation (chapter 5) is

applied, a higher number of harmonic currents is injected by the power converters and it

is expected that the harmonic current flow will have a more significant on the LSC current

oscillograms.

The normalized dc-link voltage oscillogram is presented in Figure 7.27. The peak voltage

is above 1.5. p.u., higher than the value detected in Figure 7.20. The power flowing in the

power converters is higher for sinusoidal operation, since derating is equal to unity and the

rated power is flowing in the DFIG at the moment of fault.
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Figure 7.26 - Symmetrical fault: normalized phase a LSC current oscillogram,
base value is LSC rated current, ∆t = 140 ms, harmonic compensation is not
implemented.

Figure 7.27 - Symmetrical fault: normalized dc-link voltage oscillogram, base
value is dc-link rated voltage, ∆t = 140 ms, harmonic compensation is not im-
plemented.
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7.6.4 Symmetrical fault ∆t=200 ms

The characteristics of the second symmetrical fault are listed in Table 7.5: the only difference

with respect to the case described in Table 7.3 is the fault duration increased to 200 ms.

Harmonic compensation by means of CM is applied, thus resulting in derating the system

to 0.85 p.u.

Table 7.5 - Second symmetrical voltage sag - characteristics.

Item Value Unit

α 0 N.A.

β 0 N.A.

ε 120 deg

∆t 200 ms

ωr/ω1 1.5 p.u.

D 0.85 p.u.

The only electrical quantity that is significantly affected by ∆t increase is the LSC

current. The LSC current oscillogram for the second symmetrical fault is shown in Figure

7.28: the measured peak current amplitude is higher and last longer than in the previous

case. However, according to the thermal analysis conducted in appendix 7.B.2 the maximum

temperature is still below the limit of 140 ◦C.

7.6.5 Symmetrical fault ∆t=1000 ms

The characteristics of the third symmetrical fault are listed in Table 7.6: the fault duration

is further increased to 1000 ms.

Figure 7.29 shows that for ∆t > 800 ms the LVRT ability is lost: the dc-link voltage does

not recover and goes to zero. This result arises from the fact that the DFIG is completely

demagnetized and the WECS is disconnected from the grid. This situation is unlikely to

happen in the practice, but is presented to show the system response in extreme situations.

The LSC current oscillogram is displayed in Figure 7.30: the current amplitude assumes

high values during the transient following the fault, and eventually drops to zero due to the

WECS disconnection from the grid. Thermal analysis shows that the current transient re-

sults in unacceptable junction temperature, and protections must be installed to disconnect

the power converters when such conditions are met.
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Figure 7.28 - Symmetrical fault: normalized LSC current oscillogram, base value
is LSC rated current, ∆t = 200 ms.

Table 7.6 - Third Symmetrical voltage var - characteristics.

Item Value Unit

α 0 N.A.

β 0 N.A.

ε 120 deg

∆t 1000 ms

ωr/ω1 1.5 p.u.

D 0.85 p.u.
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Figure 7.29 - Symmetrical fault: normalized dc-link voltage oscillogram, base
value is dc-link rated voltage, ∆t = 1000 ms.

Figure 7.30 - Symmetrical fault: normalized LSC current oscillogram, base value
is LSC rated current, ∆t = 1000 ms.

216



Chapter 7. WECS Transient Response to Voltage Sags

The stator current oscillogram is shown in Figure 7.31. The stator current drops to zero

at 2.9 s, due to the disconnection of the DFIG from the grid.

Figure 7.31 - Symmetrical fault: normalized stator current oscillogram, base
value is DFIG rated stator current, ∆t = 1000 ms.
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7.7 Conclusions based on the oscillograms

The oscillograms presented in the previous sections allow one to conclude that LVRT ca-

pability is verified for faults that fall outside the gray area of the diagram shown in Figure

7.3. When the fault conditions fall within the gray area, the LVRT ability is not guaranteed

any more.

The comparison between the case when harmonic compensation is implemented by the

WECS and the case when harmonic compensation is not implemented shows that harmonic

compensation has a positive effect on LVRT capability: derating allows the reduction of

fundamental power flow within the WECS and therefore results in less severe transients

following a voltage sag.

A more accurate analysis, carried out in the next sections, provide a clearer distinction

between the fault conditions when the LVRT ability is verified and the ones when the safe

operation and the integrity of the WECS components cannot be guaranteed.

7.8 Simulation results - Countour plots

In the following sections, the system response to voltage sags is investigated in detail and

the results are presented as contour plots.

Countour plots allow to represent a three-dimensional surface z on a xy plane: the points

that correspond to the same height are connected by means of countour lines. The area

between two contour lines is colored according to the magnitude assumed by the surface z.

The following electrical quantities are represented as contour plots for each type of fault

that is investigated:

1. peak voltage at the PCC

The peak voltage at the PCC may have negative effect on other loads connected

in proximity of the WECS: this is due to the fact that the loads are intended to

operate at rated voltage and the presence of voltage dips or spikes may results in

their malfunctioning or damage.

2. peak stator current

From the oscillograms illustrated in the previous sections, results that the critical

time of the transient occurs after the fault clearance, when the current reaches its

peak value. The steady state value is restored within three or four cycles. The peak

current has two consequences:
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(a) Excessive magnetic forces that can mechanically damage or distort the conduc-

tors at the heads of the windings

(b) Increased conductor temperature.

The DFIG designer has the responsibility to address the mechanical integrity of the

machine when stressed by the magnetic forces. Conservative computations of the

temperature rise are based on the peak stator current appendix 7.B.1.

3. peak LSC current

The thermal analysis carried out in appendix 7.B.2 allows determining the hot spot

temperature of the solid state devices installed within the LSC and the RSC. The

conclusion from it analysis is that for rms currents equal or below to 2 p.u., the

junction limit temperature of 140o is not reached, while for currents values above 2

p.u. such temperature is reached in a few milliseconds.

In the level curves presented in the following sections, the peak value of the LSC

current is displayed and it is used to estimate the temperature rise in the solid state

devices. This choice is conservative, because the peak value of any waveform is always

higher than the rms, and results in a simplification of the study, because, being the

amount of harmonic components in the LSC current dependent on the compensation

methodology, the rms current value is variable, while the peak value is independent

on the harmonic current injection, as proved in Section 7.6.3.

4. peak dc-link voltage

The dc-link peak voltage controls the maximum electric field intensity within the

dielectric material of the capacitor. Too high peak voltage may lead to an insulation

breakdown and arc within the capacitor.

For any simulation, the values of the parameters that describe WECS operation at the

moment of fault (section 7.5) are as follows:

• D=0.85

• ωr/ω1 = 1.5

7.8.1 Single-phase voltage sag

The contour plots for single-phase voltage sag are shown in Figures 7.32 - 7.35. The in-

dependent variables are the sag duration ∆t and the scale parameter α. The other two

parameters shown in Figure 7.2 are constant: β = 1 and ε = 2π/3.
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Figure 7.32 displays the normalized transient peak voltage V̂PCC/V̂n in function of sag

duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ α ≤ 1. A grey shade scale is used to

present the results, where white color indicates the rated value and dark color the highest

values assumed by the normalized peak voltage. The contour plot shows that the highest

value of the peak voltage are reached for α close to zero. This result can be explained as

follows: for α close to zero, the power transiting through stator phase a is almost nil, while

the power transferred through phases b and c is equal to the rated value, thus resulting

in the most severe transients at the beginning of the fault and after fault clearance. The

oscillograms displayed in the previous sections showed that the peak voltage is reached after

fault clearance; for the single-phase fault, the maximum peak voltage is about 16 % above

the rated value. As a final observation, the countour plot for maximum peak voltage shows

that this value is practically independent of time.

The contour plot displayed in Figure 7.33 shows the normalized stator current peak

amplitude Îs/Îsn in function of sag duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ α ≤ 1;

the grey scale used to represent the current peak value varies between 0 and 2.2. The

highest value for the stator peak current are reached for values of α close to zero, for the

same reasons explained for the previous contour plot. For the contour plot describing stator

current peak, the highest values are concentrated around the region ∆t ≈ 140 ms. According

to the requirements illustrated in Figure 1.6, any WECS is required to stay connected for

fault duration below 140 ms, therefore LVRT ability of the system for fault durations close

to this value must be investigated.

The thermal analysis carried out in appendix 7.B.2 proves that the peak value of 2.2

p.u. does not affect significantly the temperature rise in the stator windings. Moreover, the

CB will not trip because the peak value of the stator current is below 5 p.u., that is the

threshold typically set for CBs’ relays [127].

Figures 7.34 show the countour plot for the peak values assumed the LSC current

ÎLSC/ÎLSCn. The characteristics of this plot are very similar to the ones presented for

countour plot displayed in Figure 7.32: highest peak values for the LSC current are ob-

tained for values of α close to zero and the curve levels are independent from time duration.

The peak value assumed by the LSC current is about 2.1 p.u.: thermal analysis carried

out in appendix 7.B.2. prove that for rms currents equal to twice the rated current, the

hot spot temperature always below the critical threshold of 140oC (Figure 7.53). Since the

contour plot displays the peak value and not the rms value of the LSC current, it results

the solid devices temperature will not rise above the threshold under any condition in case

of single-phase faults.

The last results provided for single-phase fault are shown in Figure 7.35 where normal-
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ized peak voltage at the dc-link V̂dc/Vdc,n is presented. The contour lines are independent

of the fault duration, and the normalized peak voltage value is about 20% above the rated

value. This value is not compromising the operation and the safety of the dc-link capacitor.

From the analysis of the graphs presented in Figures 7.32 - 7.35, it results that LVRT

ability is verified for single-phase sags, even for conditions more severe than the one ex-

pressed by the typical LVRT requirements (Figure 1.6).
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Figure 7.32 - Single-phase sag: normalized PCC peak voltage contour plot. x-axis: ∆t (ms); y-axis: scale
parameter α.
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Figure 7.33 - Single-phase sag: normalized stator peak current contour plot. x-axis: ∆t (ms); y-axis: scale
parameter α.
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Figure 7.34 - Single-phase sag: normalized LSC peak current contour plot. x-axis: ∆t (ms); y-axis: scale
parameter α.
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Figure 7.35 - Single-phase sag: normalized dc-link peak voltage contour plot. x-axis: ∆t (ms); y-axis: scale
parameter α.
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7.8.2 Phase-to-phase voltage sag

The contour plots for phase-to-phase voltage sag are shown in Figures 7.36 - 7.39. The

independent variables are the sag duration ∆t and the scale parameter β. The other two

parameters shown in Figure 7.2 are constant: α = 1 and ε = 2π/3.

Figure 7.36 summarizes the normalized transient peak voltage V̂PCC/V̂n in function of

sag duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ β ≤ 1. The behavior is very similar to

the one observed in the case of single-phase fault (Figure 7.32). The highest peak voltages

are reached for β close to zero, and they are independent of time. The peak amplitudes

are more severe for the case of phase-to-phase voltage sag than for the case of single-phase

fault, being respectively 1.6 p.u. and 1.16 p.u.

The contour plot displayed in Figure 7.37 shows the normalized stator current peak

amplitude Îs/Îsn in function of sag duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ β ≤ 1.

The grey scale used to represent the current peak value varies between 0 and 1.55 and the

results obtained from thermal analysis on stator windings (appendix 7.B.2.) prove that peak

value reached by the stator current does not compromise the integrity of the stator winding

insulation. Similarly to the contour plot displayed for single-phase fault, the highest value

for the stator peak current are reached for values of the scale parameter close to zero and

they are independent of time. It is worth to observe that the peak stator current is generally

higher in the case of phase-to-phase fault than in the case of single phase fault; however the

contour plot for peak stator current in presence of single-phase fault presents higher peaks

in the region around 140 ms. This result shows that reclosing time is a critical parameter

for the study of the transients following fault clearance.

Figures 7.38 illustrates the peak values assumed by the LSC current ÎLSC/ÎLSCn. The

behavior of this plot is very similar to the corresponding one presented for single-phase

voltage sag. Higher peak values for the LSC current are obtained for values of β close to

zero, the curve levels are independent of time duration and the peak value is close to twice

the rated current. As already discussed for the single-phase fault, the thermal analysis

carried out in appendix 7.B.2. proves that for this peak value the threshold temperature in

the power converters is not reached.

The last results provided for single-phase fault are summarized in Figure 7.39 where

normalized peak voltage at the dc-link V̂dc/Vdc,n is presented. The results are again very

similar to the ones obtained for single phase fault; however, the peak voltage is only 10%

above the rated value, thus resulting in an even lower less severe fault condition for the

phase-to-phase voltage sag.

The above discussion on the results provided in Figures 7.36 - 7.39 proves that LVRT
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ability is verified for the phase-to-phase voltage sag for a wide spectrum of sag amplitude

and duration, that goes beyond the typical LVRT requirements.
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Figure 7.36 - Phase-to-phase sag: normalized PCC peak voltage contour plot. x-axis: ∆t (ms); y-axis: scale
parameter β.
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Figure 7.37 - Phase-to-phase sag: normalized stator peak current contour plot. x-axis: ∆t (ms); y-axis: scale
parameter β.
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Figure 7.38 - Phase-to-phase sag: normalized LSC peak current contour plot. x-axis: ∆t (ms); y-axis: scale
parameter β.
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Figure 7.39 - Phase-to-phase sag: normalized dc-link peak voltage contour plot. x-axis: ∆t (ms); y-axis: scale
parameter β.

231



Chapter 7. WECS Transient Response to Voltage Sags

7.8.3 Thee-phase symmetrical voltage sag

The contour plots for the three-phase voltage sag are shown in Figures 7.40 - 7.44. The

independent variables are the sag duration ∆t and the scale parameters α = β. The phase

shift is constant: ε = 2π/3.

In the countour plots displayed in Figures 7.40 - 7.44, a dotted line and a rectangle de-

limited by the letters ABCD are shown. The dotted line represents the LVRT requirements

described in section 7.4. The rectangle shows the area where LVRT ability of the system

cannot be guaranteed. The dotted line and the rectangle are not shown in the contour plots

obtained for single-phase and phase-to-phase voltage sags because for those faults LVRT

ability is verified under any working condition.

Figure 7.40 describes the normalized transient peak voltage V̂PCC/V̂n in function of sag

duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ α = β ≤ 1. The highest peak voltages are

approximately 1.5 p.u. and they are reached for α = β close to zero. The value assumed by

the peak voltage is dependent on fault duration and the most critical area is between 100

ms and 140 ms.

The contour plot displayed in Figure 7.41 shows the normalized stator current peak

amplitude Îs/Îsn in function of sag duration 0 ≤ ∆t ≤ 3.2 and scale parameter 0 ≤ β ≤ 1.

The highest value for the stator peak current is 3.55 p.u. and is reached for values of α = β

close to zero. However, for ∆t ≈ 140 ms, high stator currents are reached even for values of

the scale parameters close to 0.5. p.u. Although the peak stator current amplitude for three-

phase voltage sag is significantly higher than for single-phase and phase-to-phase voltage

sags, it results that this value does not result in a significant temperature rise, according to

the thermal analysis carried out in appendix 7.B.2. The CB will not trip because the peak

value of the stator current is always below 5 p.u.

The countour plot depicted in Figures 7.42 show the normalized peak LSC current

ÎLSC/ÎLSCn. The highest peak current values are obtained for α = β close to zero. The

detail of this plot for 40 ≤ ∆t ≤ 1000 (ms) and 0 ≤ α = β ≤ 0.1 is depicted in Figure

7.43. In case of three-phase symmetrical voltage sag, the LSC current amplitude reaches

peak values close to 10 times the rated current. Such high values are not allowed because

they will lead to the destruction of the power converters’ solid state devices; this situation

is also aggravated by observing that such peaks are obtained in correspondence of long

fault durations. According to the thermal analysis carried out in appendix 7.B.2., the

threshold temperature in the switches is reached after a few milliseconds for rms currents

equal to 4 p.u. For higher rms currents the temperature rise above the threshold is almost

instantaneous. As a conclusion, for LSC peak currents above 3 p.u. and with durations
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higher than 150 ms the LVRT capability of the system under study cannot be guaranteed:

the rectangle ABCD encloses such area.

After this description, the reason why the rectangle ABCD is depicted in all the diagrams

reported in Figures 7.40 - 7.44 is clear: for symmetrical fault with α = β ≤ 0.1p.u. and

∆t ≥ 150 ms the system LVRT ability is not verified. The values assumed by the peak

voltage at the PCC, the peak stator current and the dc-link voltage are not critical within

this area, but the fact that LSC peak currents are too high limits the performances of the

complete system.

Since the area delimited by the rectangle ABCD lies below the dotted line, the studied

system controlled by means of CM can be operated within the requirements defined by the

majority of the utilities [55, 67, 68].

The results obtained for normalized peak voltage at the dc-link V̂dc/Vdc,n are presented

in Figure 7.44. The contour lines are independent of the fault duration, and the peak

value is about 60% above the rated value. This voltage amplitude may be critical for the

operation of the dc-link, but since it is within the rectangle ABCD, the system is not allowed

to operated in this region.

The contour plots obtained for symmetrical faults confirm that the three-phase voltage

sag represent the most severe fault condition for a WECS. The amplitudes for all the

electrical quantities peak values are significantly higher than for single-phase and phase-to-

phase faults. The most severe transients are obtained for α = β close to zero: this result is

justified by considering that under this condition the power delivered to the grid through

the stator is almost nil. The quantity that is limiting the performances of the entire system

is the LSC current.
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Figure 7.40 - Three-phase symmetrical sag: normalized PCC peak voltage contour plot. x-axis: ∆t (ms);
y-axis: scale parameter α = β.
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Figure 7.41 - Three-phase symmetrical sag: normalized stator peak current contour plot. x-axis: ∆t (ms);
y-axis: scale parameter α = β.
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Figure 7.42 - Three-phase symmetrical sag: normalized LSC peak current contour plot. x-axis: ∆t (ms);
y-axis: scale parameter α = β.

236



C
h
ap

ter
7.

W
E

C
S

T
ran

sien
t

R
esp

on
se

to
V

oltage
S
ags

Figure 7.43 - Three-phase symmetrical sag: detail of the normalized LSC peak current contour plot for
40 ≤ ∆t ≤ 1000 (ms) and 0 ≤ α = β ≤ 0.1.

237



C
h
ap

ter
7.

W
E

C
S

T
ran

sien
t

R
esp

on
se

to
V

oltage
S
ags

Figure 7.44 - Thee-phase symmetrical sag: normalized dc-link peak voltage contour plot. x-axis: ∆t (ms);
y-axis: scale parameter α = β.
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7.8.4 Phase-to-phase voltage sag with phase shift

The contour plots for the phase-to-phase sag with phase shift are shown in Figures 7.45 -

7.48. The independent variables are the sag duration ∆t and the phase shift ε. The values

assumed by the scale parameters are: α = 1 and β = 0.85. The scale parameters are typical

of a mild fault conditions, and they are chosen to identify the effect of the phase shift on

the amplitudes of the electrical quantities.

Figure 7.45 displays the normalized transient peak voltage V̂PCC/V̂n in function of sag

duration 0 ≤ ∆t ≤ 3.2 and phase shift 100 ≤ ε ≤ 140. This contour plot shows that when

the phase shift changes with respect to the rated value, the peak voltage at the PCC rises

significantly up to 1.3 p.u. for phase shift equal to 140 deg. Although a phase shift variation

of 20 deg is rarely obtained in the practice, this plot shows that even for mild voltage sag

characteristics, the effect of phase shift on the PCC voltage variation can be significant.

The contour plot displayed in Figure 7.46 shows the normalized stator current peak

amplitude Îs/Îsn. The behavior of the contour lines is similar to the one described for

the plot related to voltage at the PCC since any deviation (positive or negative) from the

rated condition results in an increase of peak stator current, independent of the voltage sag

duration. The peak stator current, however, is only about 1.45 p.u. thus not compromising

the windings’ insulator integrity.

The countour plot depicted in Figure 7.47 shows the peak values assumed by the nor-

malized LSC current ÎLSC/ÎLSCn. The behavior is similar to the one described for the peak

voltage at the PCC and for the peak stator current, and the peak LSC current of 1.7 p.u.

is reached. The peak current is below 2 p.u. and does not affect the safe operation of the

power converters’ solid state devices.

Figure 7.48 displays the contour lines for the normalized peak voltage at the dc-link

V̂dc/Vdc,n. The peak value of 1.1. p.u. is obtained, and does not result in an threaten for

the dc-link capacitor.

If a more severe fault conditions were chosen, the peak values obtained from the con-

tour plots would have been obtained; however, the contour plots are representative of the

contribution of phase shift.

The conclusion learned from the diagrams presented in this section is that any phase

shift variations increase the peak values assumed by the electrical quantities; if a severe fault

condition is combined with a significant fault variations, the results obtained in sections

7.8.1-7.8.3 may be reviewed. In detail, LVRT ability may not be guaranteed any more

under any condition of single-phase and phase-to-phase faults, and the rectangle ABCD

may be extended.
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Figure 7.45 - Phase-to-phase voltage sag with phase shift: normalized PCC peak voltage contour plot. x-axis:
∆t (ms); y-axis: phase angle ε (deg).
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Figure 7.46 - Phase-to-phase voltage sag with phase shift: normalized stator peak current contour plot.
x-axis: ∆t (ms); y-axis: phase angle ε (deg).
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Figure 7.47 - Phase-to-phase voltage sag with phase shift: normalized LSC peak current contour plot. x-axis:
∆t (ms); y-axis: phase angle ε (deg).
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Figure 7.48 - Two-phase voltage sag with phase shift: normalized dc-link peak voltage contour plot. x-axis:
∆t (ms); y-axis: phase angle ε (deg).
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7.9 LVRT assessment and conclusions

The oscillograms and contour plots displayed in the previous sections show the values as-

sumed by the principal electric quantities during four types of voltage sags, characterized

by different amplitudes and durations. The studied conditions cover a broad spectrum of

voltage variations that may take place in typical power grids.

The conclusion from the study carried out in the present chapter is that LVRT ability of

the WECS under study is guaranteed for the majority of the faults; contour plots allowed to

identify the region where LVRT cannot be verified, that corresponds to symmetrical faults

with almost zero residual voltage and relatively long duration. Since this region is below

the trajectory illustrated in Figure 1.6, the LVRT requirements are guaranteed.

The effects of harmonic current injection on the dynamic response of the system has

been evaluated in section 7.6.3 by comparing the oscillograms obtained for the same fault

condition with and without harmonic compensation implemented by the WECS. From

these oscillograms, it results that the harmonic currents flow does not affect the peak values

assumed by the electrical quantities, except that for the voltage at the PCC. On the contrary,

derating of the machine results in a reduction of the peak currents trough the stator and

the power converters and in a lower dc-link voltage peak, since derating results in a lower

fundamental power flowing through the WECS components.

Appendix 7.A: Use of the crowbar to limit LSC current

during the voltage sags

The crowbar is a three-phase rectifier installed on the rotor side circuit to protect the DFIG

during faults [22, 142, 145, 146, 149, 150]. The purpose of the crowbar is to provide a path

to dissipate the excess of energy injected by the rotor and therefore to reduce the amplitude

of the current flowing through the power converters. The crowbar current icr is zero under

normal operation. If either the rotor current or the dc-link voltage levels exceed their limits,

the crowbar is activated [151]. When the crowbar is triggered, the rotor side converter is

disconnected from the rotor and the controllability of the DFIG is lost during the voltage

dip: this is the main drawback of the crowbar protection.

During the time the crowbar is active, the DFIG behaves as a squirrel cage induction

generator with a variable rotor resistance until the moment when the crowbar is cut off and

the rotor side converter resumes normal operation. During the transient that follows the

crowbar deactivation, the DFIG absorbs reactive power from the grid need for reestablish

the amplitude of the magnetic field [142].

244



Chapter 7. WECS Transient Response to Voltage Sags

Figure 7.49 - The crowbar model used in the simulation.

The installation of the crowbar in wind power plant is controversial: some authors

consider the crowbar more a threat than a benefit due to the disconnection of the power

converters and to the loss of their control during crowbar operation [144]. Other authors

claim that the crowbar is necessary to guarantee zero-voltage ride through [39, 152]. In [9]

it is remarked that the details of crowbar operation are vendor dependent and therefore

difficult to generalize across all turbines of the same topology.

This appendix is dedicated to study the effects of crowbar installation in the system

under study. The crowbar is modeled by the three-phase rectifier depicted in Figure 7.49 and

connected in parallel to the RSC [146]. The dc-load is a resistor. The value of the resistor

Rcr is an important design parameter. Small values of the rotor resistance implies high

rotor current, high values of the rotor resistance result in too high rotor voltage [142, 145].

In the present work, Rcr= 2 p.u.

The effect of the crowbar on the LSC current amplitude for two symmetrical fault with

different fault durations is studied. Symmetrical faults are assumed because they create

the most stressful conditions in the WECS. Figure 7.50 shows the LSC current for the

symmetrical fault described in Table 7.3, with ∆t = 140 ms. By comparing this oscillogram

with the one presented in Figure 7.20, it results that the peak current amplitude is lowered

from 3 p.u. to 1.8 p.u. when the crowbar is installed.
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Figure 7.50 - Symmetrical fault with crowbar installed: normalized LSC current
oscillogram, base value is LSC rated current, ∆t = 140 ms.

Figure 7.51 - Symmetrical fault with crowbar installed: normalized LSC current
oscillogram, base value is LSC rated current, ∆t = 1000 ms.

246



Chapter 7. WECS Transient Response to Voltage Sags

Appendix 7.B: Thermal effects during voltage sag

7.B.1 Winding temperature rise

The stator currents increase that follows the voltage sag results in higher power dissipation

in the stator windings. The fault duration is short compared to the thermal time constant

of the stator windings: for this reason, the heating process is adiabatic.

The following equation governs the adiabatic process:

R I2
s ∆t = Cth∆T (7.1)

where Is is the rms stator current, R is the copper resistance (assumed constant), Cth

is the winding thermal capacitance and ∆T is the temperature rise (K). The value of both

R and the Cth depends on the winding dimensions (displayed in Figure 3.20) and of the

conductor physical properties and (7.1) can be rewritten as follows:

(

ρ
l

A

)

I2
s ∆t =

(

Alγcs
)

∆T (7.2)

where:

l is the length of the conductor (m)

A is the cross-section area of the conductor (m)

ρ is the conductivity (Ω/m)

γ is the density (Kg/m3)

cs is the specific thermal capacitance (J/ Kg ◦C)

The temperature rise is obtained from 7.2 as:

∆T =
ρ(Is/A)2∆t

γcs
=
ργ2∆t

γcs
(7.3)

where the current density is γ = Irms/A.

If the material used for the windings is copper and the windings designed in appendix

3.A are used, the following substitutions are made in (7.3): ρ = 16.78nΩ/m, cs=385 J/Kg

◦C, γ=8900 kg/m3, A=384 mm2
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yielding to the simplified formula for the calculation of the adiabatic temperature rise:

∆T = 0.08192(Is/In)2∆t (7.4)

The last result shows that the copper properties combined with the geometrical charac-

teristics of the winding yield an insignificant temperature rise for the transients conditions.

The analysis provided in the previous sections shows that the peak current in the stator

windings is generally a few p.u. and the duration of the transients is lower than three

periods.

This conclusion is reinforced by the results provided in Table 7.7. In this table it is shown

that the temperature rise is below one degree even for significantly high stator currents and

long transients. Note that in this table the peak value of the stator current is used: this

approximation is conservative, and is made since the results provided by the contour plots

display the peak current. It is worth to notice that although the peak values are assumed,

the temperature rise is very small.

Table 7.7 - Stator windings temperature rise ∆T as function of Is,rms/Isn and
∆t, according to (7.3). It is assumed that the conductive material used for the
stator windings is copper.

Is/Isn ∆t ∆T
(A) (s) (◦C)

3 0.05 0.0371

4 0.05 0.0659

5 0.05 0.103

7.B.2 Solid state devices temperature rise

The thermal equivalent circuit for a solid state device subjected to power flow p(t) is rep-

resented in Figure 7.52.

The solid state equivalent thermal resistance and capacitance are obtained from the

datasheet [134]; the power loss is the sum of conduction loss and switching loss [34]:

p(t) = pcond + psw = RI2
rms + ftriEsw (7.5)

where Esw is the switching energy loss during the switching time and ftri is the modulating

signal frequency (see appendix H for definitions related to PWM).
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Figure 7.52 - Equivalent thermal circuit for a solid state device characterized by
thermal resistance Rth and thermal capacitance Cth. The ambient temperature
is Ta, the power loss injected in the switch is p(t).

The following data are used for the switch thermal analysis [134]:

R=0.143 mΩ

Rth=0.055 ◦C/w

Cth=1.5 J/ ◦C

E=190 mJ/pulse

ILSCn=840 A

ftri=6480 Hz

Ta=40 ◦C.

For the present analysis, it is assumed that during the fault the switching loss psw does

not change. The rms current through the switch is obtained by using the LSC current

oscillograms presented in sections 7.6 and 7.8.

The maximum temperature oscillograms are illustrated in Figures 7.53-7.55 for different

current amplitudes and durations. These oscillograms show that for increasing values of the

rms current through the solid state devices, the maximum temperature limits is reached for

shorter values of ∆t.

In detail, when the current rms into the solid state devices is twice the rated current,

the steady state temperature is below 140 deg for any fault duration (Figure 7.53). For

Irms = 3 · ILSCn, the temperature of 140 ◦Cis reached after 155 ms (Figure 7.54). For

Irms = 4 · ILSCn, the temperature of 140 ◦Cis reached after 47 ms (Figure 7.55).

249



Chapter 7. WECS Transient Response to Voltage Sags

Figure 7.53 - Symmetrical fault: maximum temperature oscillograms, Irms =
2 · ILSCn, ∆t = 800 ms.

Figure 7.54 - Symmetrical fault: maximum temperature oscillograms, Irms =
3 · ILSCn, ∆t = 800 ms.
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Figure 7.55 - Symmetrical fault: maximum temperature oscillograms, Irms =
4 · ILSCn, ∆t = 800 ms.
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Chapter 8

WECS Transient Response to

Wind Speed Variation

8.1 Introduction

Wind speed variation is a second transient phenomenon that affects the operation of wind

generators31.

The present chapter is intended to study in detail the effects of wind speed variations on

the quality of the energy delivered by the WECS at the PCC and to assess if the transient

phenomena affect the ability to perform harmonic compensation. The following assumptions

are made:

• The chosen WECS has the characteristics described in appendix A and is controlled

to perform compensation by means of CM (chapter 6).

• The system response to wind speed variations is principally determined by the mechan-

ical transient: both the shaft control and the blades pitch control are characterized

by high time constants (in the order of seconds), while the response of the power

electronics is assumed to be instantaneous [153].

• Three identical single-phase diode rectifiers (Figure 6.22) are the NLL.

8.2 Mechanical system model

For WECSs based on DFIG technology (Type C configuration, chapter 1), the mechanical

section consists of the wind turbine, the low speed shaft, the gearbox and the high speed

shaft that support the wind generator rotor windings 32. The gearbox is needed to rise the

31The characteristics of wind speed distribution and the wind power fluctuations are described in appendix
C.

32The mechanical system is different for WECSs based on Type D configuration - Direct drive.
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Figure 8.1 - Overview of the mechanical control: the input of the control system
is the upstream wind speed vu, the output are the pitch angle β, the generator
speed ωr and the generator torque Tr.

low turbine velocity to an appropriate value for the operation of the electric generator; the

turbine velocity and the generator velocity are related by the gearbox ratio Ngb as follows:

ωr = Ngbωt (8.1)

Typical values of gearbox ratio for variable speed wind turbines based on DFIG are in

the order of 100:1 [36].

The concept of the mechanical system control is depicted in Figure 8.1, where two blocks

are shown:

1. Tracking characteristic: The input variable is the upstream wind speed vu; the output

variables are the turbine torque Tt, turbine speed ωt and pitch angle β.

2. Drive train: The input variables are the turbine speed and torque are the input for

the drive model. The output variables are the generator speed ωr and the generator

torque Tr.

Each block is described in details in the following sections.

8.2.1 Tracking characteristic and pitch control

The use of the tracking characteristic for variable speed operation is described in appendix

C: the tracking characteristic defines a relation between the upstream wind speed vu, the

turbine angular speed ωr, the power extracted from the wind Pt and the pitch angle β

(Figure C.5). Increasing the pitch angle β results in a limitation of the power absorbed by

the turbine (section C.4.1) for wind speeds above the rated value [12]; for wind speed below

the rated value the angle β is kept equal to zero33. The tracking characteristic used in the

present work is displayed in Figure A.1.

33As mentioned in chapter 3, pitch angle control may be used to implement DFIG derating because it
results in a lower fundamental power flow
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Figure 8.2 - Block diagram for the control of the pitch angle β: the input are
the wind speed vu and the turbine extracted power Pt.

The control system for the determination of the angle β is illustrated in Figure 8.2: the

turbine reference power Pt,ref is derived from the tracking characteristic depending on the

measured wind speed. The ratio between the mechanical power Pt,ref and the cube of the

wind speed vu results in the reference power coefficient cp,ref (C.4). The reference pitch

angle βref that corresponds tocp,ref is obtained by inverting (C.4):

βref =
c1(

c2
Γi

− c4)e
−c5/Γi − cp,ref

c1c3e−c5/Γi
(8.2)

According to [12, 127], the rate of change that limits the pitch angle variation falls

within the interval:

5o/s < β̇ < 20o/s (8.3)

In this work, the selected speed is 10o/sec. This feature is modeled by including a rate

limiter in the block diagram shown in Figure 8.2. The output of the rate limiter is the actual

value of the angle β. Table 8.1 displays the values of the mechanical quantities (Pt,ωt and

β) as a function of the wind speed are listed in t

8.2.2 Drive train model

The drive train is described by means of a two-mass model [154, 155, 156] as illustrated in

Figure 8.3. In this model, the mass of the drive train is ignored; the two degree of freedom
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Table 8.1 - Relation between wind speed, turbine angular speed, power ex-
tracted from the wind and blade pitch angle from the tracking characteristic
displayed in Figure A.1; vu=6 m/s is the cut-in speed; vu=12 m/s is the cut-off
speed.

vu ωr/ω1 Pt/Pn β

(m/s) (p.u.) (p.u.) (deg)

6 0.50 0.125 0

7 0.58 0.198 0

8 0.67 0.296 0

9 0.75 0.422 0

10 0.83 0.579 0

11 0.92 0.770 0

12 1.00 1.000 0

13 1.08 1.000 3.1

14 1.17 1.000 7.1

15 1.25 1.000 10.3

16 1.33 1.000 12.2

17 1.42 1.000 13.65

18 1.50 1.000 14.7

of the system are the angular position of the turbine θt and the angular position of the

electrical generator θr, measured with respect to an arbitrary reference; in this case the

vertical axis has been chosen.

The equations that govern the system are:

Tt − Tk = (Jtθ̈t +Dtθ̇t) (8.4)

Tk − Tr = (Jrθ̈r +Drθ̇r) (8.5)

Tk = k(θt − θr) (8.6)

where
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Figure 8.3 - Two mass model used to describe the drive train: the rotating
mass on the left corresponds to the wind turbine, the rotating mass on the
right corresponds to the electrical generator and the central spring represents
the gearbox and the shaft connecting the two rotating masses.

• Tt and Tr (Nm) are the turbine and generator torques;

• Jt and Jr (kg m2) are the turbine and generator inertias;

• Dt and Dr (kg m2/s) are the turbine and generator damping coefficients;

• ϑt and ϑr (rad/s) are the turbine and generator angular positions;

• k (Nm/rad) is the spring constant.

In the differential system (8.4)-(8.6), the variables Tt and ωt are known; the parameters

Jr, Jt and k are also known. The damping coefficients Dt and Dr are ignored: this approx-

imation allows simplifying the system solution without introducing significant deviations

from the actual results.

The torque across the spring is determined:

Tk = Tt − Jtθ̈t

The generator angle (and consequently the mechanical speed) is carried out:

θr = θt − Tk/k

The generator torque is obtained:

Tr = Tk − Jrθ̈
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8.2.3 Solution of the mechanical system

The response of the mechanical system including the wind turbine and the shaft (Figure

8.1) is obtained by solving the following steps:

1. The reference mechanical power Pt and turbine speed ωt are calculated from the

upwind speed vu by using the data listed in Table 8.1. In case of wind speed magnitude

above the rated value, the pitch angle controller is activated and β 6= 0

The turbine torque is obtained as follows:

Tt =
Pt

ωt
(8.7)

2. The values of Tt and ωt are the input for the mechanical system (8.4-8.6). The output

variables are the generator torque and speed Tr and ωr.

3. The two mechanical variables Tr and ωr are the input for the electrical generator.

8.3 Simulation results

The electrical and mechanical responses to different wind speed variations are studied in the

following sections. The case studies are chosen to exemplify the wind transients encountered

in typical sites: for this reason, different wind speeds with different rates of change are

simulated.

The first simulation assumes ideal mechanical response. In the following simulations,

the electromechanical actual response is assumed.

The characteristics of the system, including the mechanical parameters, are listed in

appendix A. In this set of simulations, the line length is ℓ=1 km.

8.3.1 Slow wind speed variation below the rated value, ideal mechanical

response

The wind speed varies between 6 m/s and 8 m/s for 2 ≤ t ≤ 6 s, as shown in Figure 8.4;

since during the whole simulation time the wind speed is below the rated value, the pitch

angle β is equal to zero and the pitch angle control is not activated.

The mechanical system is assumed to be ideal, by ignoring the turbine and generator

inertias and damping coefficients, and assuming a rigid shaft (In Figure 8.1, this means

Jt = Jg = 0, Dt = Dg = 0 and k=0). The choice of an ideal mechanical response allows

studying exclusively the effects of the wind speed variation on the system’s response. The
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Figure 8.4 - Slow wind speed variation below the rated value, ideal mechanical
response: wind speed variation versus time.

effects caused by the mechanical delays and oscillations will be quantified in the following

case studies. The shaft speed variation for the ideal mechanical system is presented in

Figure 8.5: the shaft speed increases following the same trend of the wind speed.

The dc-link voltage oscillogram is displayed in Figure 8.6. As already observed in the

dynamic study carried out in chapter 7, the dc-link voltage control is designed to be stable,

not to be fast. Since wind speed variation causes variation in the power flow through the

converters, the dc-link voltage oscillogram is not kept exactly constant. In particular, for 2

≤ t ≤ 6 s, the dc-link voltage is slightly below the rated value. For t ≥ 6 s, when steady

state operation is reached, the dc-link oscillogram is noisy.

The voltage measured at the PCC is shown in Figure 8.7 and the corresponding THD

is shown in Figure 8.8. The voltage is roughly constant and minimally distorted in spite of

the varying power injected into the grid; this observation is numerically quantified by the

constant value assumed by the voltage THD34. The average voltage THD is about 2 %, but

presents some oscillations. These oscillations may be due to numerical truncations, or to

low order harmonics circulating in the systems. The oscillations that the dc-link voltage

amplitude present (Figure 8.13) may justify the origin of these harmonics.

The constant voltage is a result that is not affected significantly by the line parameters

(Rg and Lg): different simulations has been carried out where the line parameters have

been increased up to 10 times the values listed in appendix A, with no significant variations

34The THD window width is 10 periods of the fundamental harmonic.
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Figure 8.5 - Slow wind speed variation below the rated value, ideal mechanical
response: normalized generator speed ωr/ω1 versus time.

Figure 8.6 - Slow wind speed variation below the rated value, ideal mechanical
response: dc-link voltage versus time.
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in the voltage oscillogram at the PCC.

Figure 8.7 - Slow wind speed variation below the rated value, ideal mechanical
response: voltage at the PCC for 3 ≤ t ≤ 3.3 s.

The normalized current oscillogram measured at the PCC is plotted in Figure 8.9: for

2 ≤ t ≤ 6 s, the fundamental component of the grid current increases due to the increase

power captured from the wind. A detail of this oscillogram is presented in Figure 8.10: since

the grid current waveform has low distortion, the corresponding current THD is below 10

%, as illustrated in Figure 8.11. The current THD decreases in time due to the increase of

the fundamental current component delivered to the grid35.

The power at the PCC is displayed in Figure 8.12. The power delivered to the grid

increases repeating the same trend of the current measured at the PCC (Figure 8.9), since

the voltage magnitude does not change significantly in time (Figure 8.7).

35An alternative quantification of the distortion at the PCC is given by the non fundamental effective
apparent power SeN defined by the IEEE Standard 1459 - 2000 [157]. For the system assumed in the present
analysis, the fact that the low THD and the symmetry of the system and of the loads result in a value for
SeN very close to the current THD. This observation agrees with the IEEE Standard, where, for the above
described conditions, it is assumed SeN ≈ THDi.
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Figure 8.8 - Slow wind speed variation below the rated value, ideal mechanical
response: voltage THD measured at the PCC versus time.

Figure 8.9 - Slow wind speed variation below the rated value, ideal mechanical
response: grid current versus time.
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Figure 8.10 - Slow wind speed variation below the rated value, ideal mechanical
response: grid current for 12 ≤ t ≤ 15 s.

Figure 8.11 - Slow wind speed variation below the rated value, ideal mechanical
response: grid current THD versus time.
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Figure 8.12 - Slow wind speed variation below the rated value, ideal mechanical
response: grid power versus time.

8.3.2 Slow wind variation below the rated value, real mechanical

response

For the second simulation, the same wind speed variation shown in Figure 8.4 is assumed,

but the inertias of the mechanical system and the elastic coupling between turbine and

generator are taken into account.

Due to non idealities of the mechanical system, the generator response is delayed and

slower than the wind variation: while the wind speed variation takes place for 2 < t < 6 s

(Figure 8.4), the transient of the mechanical system is slightly delayed and lasts around 100

seconds, as illustrated in Figure 8.13. To visualize better the different dynamics, in Figure

8.14 the wind speed variation and the rotor speed transient are shown on the same time

scale.

The dc-link voltage oscillogram is displayed in Figure 8.15. For 2 < t < 6 s, the dc-

link voltage variation is more evident than in the case of ideal mechanical response (Figure

8.6); nevertheless, the voltage drop with respect to the rated value is still very small. A

more significant difference is related to the long term transient: the dc-link voltage variation

follows the rotor speed oscillations, although with a reduced amplitude. The dc-link voltage

magnitude oscillations are caused by the variation of power flow through the RSC and the

LSC.

The stator current oscillogram is presented in Figure 8.16. The fundamental component
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Figure 8.13 - Slow wind variation below the rated value, real mechanical re-
sponse: normalized generator speed ωr/ω1 versus time.

Figure 8.14 - Slow wind variation below the rated value, real mechanical re-
sponse: wind speed and normalized generator speed for 0 ≤ t ≤ 36 s.
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Figure 8.15 - Slow wind variation below the rated value, real mechanical re-
sponse: dc-link voltage versus time.

of the stator current is derived from the mechanical power extracted from the wind. Since

the response of the power converters is practically instantaneous [153], the stator current

rises to the rated value simultaneously to the increase of the wind speed. The spikes in the

stator current oscillogram are due to the harmonic current injection.

Figure 8.17 shows the oscillogram of the rotor current for the whole simulation time.

Since the rotor is magnetically coupled to the stator, a similar transient takes place in the

stator current oscillogram (Figure 8.16) and in the rotor current oscillogram (Figure 8.17),

for 2 ≤ t ≤ 6 s. The oscillations in the shaft speed (Figure 8.13) result in a variation

in rotor current frequency. Figures 8.18 and 8.19 help visualizing the variation in rotor

current frequency by dysplaing the details of rotor current oscillograms for two different

time intervals. The rotor current frequency corresponding to the two time intervals is

calculated in Table 8.2. In the same table, the value of the slip is calculated too; since

the steady state value of the normalized rotor speed is 0.8 for the given wind speed, it is

expected to obtain a steady state slip equal to 20 %.

The remaining results show the performance at the PCC. The voltage oscillogram pre-

sented in Figure 8.7 shows the voltage at the PCC for 6 ≤ t ≤ 6.3 s. The voltage is roughly

constant in spite of the variation of power injected into the grid and in spite of the varia-

tions of rotor speed. As a consequence, the voltage THD is low and approximately constant.

These results are very similar to the ones presented in the case of ideal mechanical response.
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Figure 8.16 - Slow wind variation below the rated value, real mechanical re-
sponse: stator current versus time.

Figure 8.17 - Slow wind variation below the rated value, real mechanical re-
sponse: normalized rotor current versus time.
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Figure 8.18 - Slow wind variation below the rated value, real mechanical re-
sponse: normalized rotor current for 16 ≤ t ≤ 18 s.

Figure 8.19 - Slow wind variation below the rated value, real mechanical re-
sponse: normalized rotor current for 76 ≤ t ≤ 78 s.
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Table 8.2 - Rotor current frequency calculated for two different time intervals:
the rotor current is obtained as the ratio of the number of periods and the time
interval.

t1 t2 ∆t N fr = N/∆t slip
(s) (s) (s) (Hz)

Figure 8.18 16 18 2 ≈ 21 ≈ 10.5 ≈ 21.67

Figure 8.19 76 78 2 ≈ 26 ≈ 13 ≈ 17.5

In particular, this is due to the fact that the line connecting the WECS to the PCC is stiff.

In section 8.4 the effects of line lenght will be investigated.

Figure 8.20 - Slow wind speed variation below the rated value, real mechanical
response: voltage at the PCC for 3≤ t ≤ 3.3 s.

The grid current oscillogram is illustrated in Figure 8.22; a detail of this plot for 12 ≤
t ≤ 15 s is displayed in Figure 8.23.

The oscillogram depicted in Figure 8.22 shows that the current delivered to the grid in-

creases due to the higher power captured from the wind, similarly to the results presented in

the previous simulations. However, for the present case, there are low frequency oscillations

due to the variations of the shaft speed (Figure 8.13). The low frequency oscillations do

no affect significantly the current distortion; this observation is quantified numerically by

studying the current THD oscillogram represented in Figure 8.24. The THD decreases fast

for t ≤ 6 s in correspondence of the wind speed increase, due to the increasing amplitude
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Figure 8.21 - Slow wind variation below the rated value, real mechanical re-
sponse: voltage THD measured at the PCC, versus time.

of the fundamental component of the grid current. For t ≥ 6 s, the current THD stabilizes

around the value 0.06.

By comparing the two details of the grid current oscillogram Figure 8.10 and Figure 8.23,

one concludes that the mechanical transient contributes to slow the grid current response.

The total power delivered at the PCC is depicted in Figure 8.25. The power delivered

to the grid increases due to the increasing stator current. The initial slope is slower than

in Figure 8.12. The oscillation around the average value are caused by the variation of the

shaft speed.
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Figure 8.22 - Slow wind variation below the rated value, real mechanical re-
sponse: grid current versus time.

Figure 8.23 - Slow wind variation below the rated value, real mechanical re-
sponse: grid current for 12 ≤ t ≤ 15 s.
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Figure 8.24 - Slow wind variation below the rated value, real mechanical re-
sponse: grid current THD versus time.

Figure 8.25 - Slow wind variation below the rated value, real mechanical re-
sponse: grid power versus time.
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8.3.3 Slow wind variation above the rated value, real mechanical

response

The wind speed variation for the present case is presented in Figure 8.4: for 2 ≤ t ≤ 6 s,

the wind speed ramps from 12 to 14 m/s.

Since the initial wind speed is equal to the design value and then further increases, a

corresponding increase of the angle β is expected. The pitch angle variation is displayed

in Figure 8.27: the assumed wind variation is relatively slow and therefore the rate limiter

doesn’t affect the trajectory of β. One observes that although the wind speed variation is

linear, the variation of β follows a non linear trajectory, due to the many variables that are

involved in the pitch angle control (section 8.2.1). The initial value of β is higher than zero

because derating is applied: an angle equal to 1.7 deg for a wind speed of 12 m/s allows

reducing the power absorption from the wind to 0.8 of the rated value, according to (C.5).

Figure 8.26 - Slow wind variation above the rated value, real mechanical re-
sponse: wind speed variation versus time.

The shaft speed variation is presented in Figure 8.5. The shaft speed increases due to

the increase of the wind speed, and the oscillations are due to the elastic coupling between

the turbine and the generator. This result is similar to the one displayed in the previous

example (Figure 8.13); however the oscillations amplitude is larger, due to the higher wind

speed values assumed in the present simulation and to the consequent higher power absorbed

from the wind.

The stator current oscillogram is presented in Figure 8.29. This oscillogram shows that
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Figure 8.27 - Slow wind variation above the rated value, real mechanical re-
sponse: pitch angle variation versus time.

Figure 8.28 - Slow wind variation above the rated value, real mechanical re-
sponse: normalized generator speed ωr/ω1 versus time.

273



Chapter 8. WECS Transient Response to Wind Speed Variation

the stator current is constant and equal to the rated value through the entire simulation.

This result is expected since for the assumed wind speeds the power absorbed by the turbine

is equal to the rated power and determines the amplitude of the fundamental stator current

component.

Figure 8.29 - Slow wind variation above the rated value, real mechanical re-
sponse: stator current versus time.

The voltage at the PCC is displayed in Figure 8.30: the oscillogram shows a constant

amplitude and negligible distortion, similarly to the previous simulations. As a consequence,

the voltage THD is constant and small, as illustrated in Figure 8.31.

The grid current oscillogram is presented in Figure 8.32: the effect of the mechanical

system’s oscillations is similar to the one studied in the previous sections. In spite of the

low frequency oscillations, the current distortion is minimal: the current THD oscillogram

represented in Figure 8.33 is constant and very low, due to the high fundamental current

injection.

The total power delivered at the PCC is depicted in Figure 8.34. Similarly to the pre-

vious simulation, the mechanical system’s oscillations are reflected in the power transferred

to the main grid.
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Figure 8.30 - Slow wind variation above the rated value, real mechanical re-
sponse: voltage at the PCC versus time.

Figure 8.31 - Slow wind variation above the rated value, real mechanical re-
sponse: voltage THD measured at the PCC versus time.
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Figure 8.32 - Slow wind variation above the rated value, real mechanical re-
sponse: normalized grid current versus time.

Figure 8.33 - Slow wind variation above the rated value, real mechanical re-
sponse: normalized grid current THD versus time.
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Figure 8.34 - Slow wind variation above the rated value, real mechanical re-
sponse: normalized grid power versus time.

8.3.4 Fast wind variation above the rated value, real mechanical

response

The wind speed variation is presented in Figure 8.4: for 2 ≤ t ≤ 3 s, the wind speed ramps

from 12 to 16 m/s. As a result, the wind speed variation is characterized by an higher slope

with respect to the previous cases.

Being the wind speed equal or above the rated values for all the simulation time, the

pitch angle β is expected to be different from zero, according to Table 8.1. For the present

case study, since the wind speed variation is very rapid, the consequent dynamics of the

pitch angle is fast: therefore the inertia of the blades, represented by the rate limiter in

Figure 8.2, acts to slow the increase of β. As a result, the pitch angle β varies following a

ramp (Figure 8.36) and the steady state value is reached with a delay with respect to the

wind speed36.

Due to the delay of β variation with respect to the wind variation, it results that the

mechanical power absorbed by the turbine is greater than the rated power for 2 ≤ t ≤ 4.2

s.

The shaft speed response is shown in Figure 8.5 and it presents a delay with respect to

the wind speeds and transient oscillations as in the previous cases.

36If a more complete model of the β regulator were used, oscillations superposed to the linear variation
would have been detected. However, for the purpose of the present work, the assumed simplified model is
an acceptable approximation.

277



Chapter 8. WECS Transient Response to Wind Speed Variation

Figure 8.35 - Fast wind variation above the rated value, real mechanical re-
sponse: wind speed variation versus time.

Figure 8.36 - Fast wind variation above the rated value, real mechanical re-
sponse: pitch angle variation versus time.
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Figure 8.37 - Fast wind variation above the rated value, real mechanical re-
sponse: normalized power absorbed from the wind versus time.

Figure 8.38 - Fast wind variation above the rated value, real mechanical re-
sponse: normalized generator speed ωr/ω1 versus time.
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The power delivered to the grid is plotted in Figure 8.39. Two types of disturbances can

be identified, as a result of the mechanical system response. The first disturbance is a glitch

caused the delay of the pitch angle response (for 2 ≤ t ≤ 4.2). The second disturbance is

caused by oscillations of the current amplitude due to shaft speed variations.

Figure 8.39 - Slow wind variation with mechanical transient: grid power.

The current delivered to the grid has a similar trend as the power (Figure 8.40). The

current THD is approximately constant since the amplitude of the fundamental grid current

is significantly high, as shown in Figure 8.41.
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Figure 8.40 - Fast wind variation with mechanical transient: normalized grid
current versus time.

Figure 8.41 - Fast wind variation with mechanical transient: normalized grid
current THD versus time.
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8.4 Effects of the line length

The simulation results illustrated in the previous sections show that, while the amplitude

of the current injected by the WECS into the grid may be significantly affected by the wind

speed variation, the voltage is practically constant. This result depends on the particular

configuration assumed: the transmission line is short, meaning that the voltage drop across

Z̄g is negligible: therefore, the voltage at the PCC is practically coincident with the voltage

impressed by the equivalent voltage source vg (Figure 3.1).

This configuration has been chosen to simplify the analysis, but is not realistic. As

discussed in chapter 1, in-land and off-shore large wind plants are generally built in remote

location, where the wind blows faster, there is more space for the installation of the turbines

and there are less complaints from the residents regarding landscape alteration and acoustic

noise. The choice to build wind power plants far from the residential areas implies a long

transmission line to transfer the wind power to the users [7].

The scope of this section is to identify the effects of the line length on the voltage

and current oscillograms. The same speed variations described in Sections 8.3.2-8.3.4 are

assumed, while the line impedance Zg has been increased by a factor of ten to model a

longer transmission line.

The case of slow speed variation below the rated value is studied first and the results are

displayed in Figure 8.42. The active power and current waveforms (Figures 8.42.a and .b,

respectively) overlap with the ones presented in Figures 8.22 and 8.25, since they depend on

the wind speed and the power extracted from the turbine only and not on the line length.

The normalized line-to-ground voltage measured at the PCC presents a minimal deviation

from the rated value (Figure 8.42.c): this result can be attributed to the fact that the

assumed wind speed variation results in a small increase of the current delivered to the grid

and the changes in the voltage drop across Zg are not detectable.

The results for the case of slow speed variation above the rated value are displayed in

Figure 8.43. Similarly to the previous case, the active power and current waveforms (Figures

8.43.a and .b, respectively) overlap with the one obtained for short transmission line. The

normalized line-to-ground voltage measured at the PCC presents a swall in correspondance

of the current increase during the interval 6 ≤ t ≤ 36 s (Figure 8.43.c). During this time

interval, the current injected into the grid increase by 20 % of the rated value, and the

variation of the voltage drop across Zg has a visible effect on the voltage at the PCC.

The system response to a fast wind speed variation above the rated value is the last case

study, and the results are presented in Figure 8.44. The active power and current waveforms

displayed in Figures 8.44.a and .b, correspond to one obtained for the case of short line.
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Figure 8.42 - Normalized oscillograms for wind speed variation below the rated
value, ℓ=10 km: (a) Instantaneous active power, (b) Line current and (c) Volt-
age at the PCC.
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Figure 8.43 - Normalized oscillograms for slow wind speed variation above the
rated value, ℓ=10 km: (a) Instantaneous ctive power, (b) Line current and (c)
Voltage at the PCC.

284



Chapter 8. WECS Transient Response to Wind Speed Variation

The normalized line-to-ground voltage measured at the PCC present a dip equal to 20 % of

the rated voltage. This result is due to the significant variation in the grid current injected

by the WECS.

The last results indicate that if the transmission line is long and the wind speed varies

suddenly and significantly, the oscillations of the voltage amplitude at the PCC are not

acceptable. They may lead to malfunctioning and damage of other loads connected to the

same PCC and to grid instability.

A further observation results from observing the voltage waveforms in Figure 8.42-8.44.

The voltage at the PCC is equal to the rated value when the rated current is injected by the

WECS. For current magnitude lower than the rated value, the voltage at the PCC is less

than the rated value; conversely, for current magnitude above the rated value, the voltage

rises above 1 p.u. This last observations suggest implementation of voltage regulation by

control of the reactive power injection.
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Figure 8.44 - Normalized oscillograms for fast wind speed variation above the
rated value, ℓ=10 km: (a) Instantaneous active power, (b) Line current and (c)
Voltage at the PCC.
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8.4.1 Reactive power control

WECSs based on DFIG technology have the ability to control active and reactive power

independently (chapter 1: this property can be used to perform voltage regulation. Imple-

menting voltage regulation by proper modulation of the RSC and LSC results in several

advantages, including rapidity of regulation and use of the already installed system com-

ponents. However, the physical limitations of the DFIG must be taken into account in

the design of the reactive power control. The DFIG physical limitations to inject reactive

power consist in: stator current amplitude limitation, rotor current amplitude limitation

and stability limits [64, 65, 118, 158].

The above listed limitations are exemplified for a a 2.75 MW unit in Figure 8.45, where

the stator reactive power is plotted as function of the stator active power. Reactive power

injection is upper limited by the stability limit, lower power injection is limited by the stator

current limit, and it results that the DFIG ability to limit reactive power is not symmetric

[64].

Figure 8.45 - PQ curve for a 2.75 MW DFIG [158]: the stator reactive power
is plotted as function of the stator active power. Three different limitations for
the reactive power output are shown: stator current limitation, rotor current
limitation and stability limitation.

The block diagram that implements reactive power control and voltage regulation for

the system under study is defined in the equivalent dq reference frame and is presented

in Figure 8.46. In the stator-voltage equivalent frame, the instantaneous reactive power

287



Chapter 8. WECS Transient Response to Wind Speed Variation

Figure 8.46 - Block diagram used for reactive power regulation: the reference
signal for q is obtained from the values assumed by vd and iq

.

(appendix E) at the PCC is expressed as follows:

q = vdiq (8.8)

and the values of vd
37 and iq are used to generate the reference values for q.

If the voltage at the PCC differs from the reference value, the error term ∆vd = 1 − vd

is generated, as shown in the dashed section of the block diagram displayed in Figure 8.46.

The reference value of the q-axis current depends on the PF at the WECS terminal:

in the present work, iq,ref=0, since it is assumed that the WECS is operated as power

generator only (chapter 4). However, due to wind speed variations and consequent transient,

the actual value of iq differs from the refence value, and a second error term ∆iq is obtained.

The product of ∆vd and ∆iq gives the reference instantaneous reactive power qref . Note

that in steady state operation, this term is nil. The reference instantaneous reactive power

qref is the first input for the block that implements the limitations illustrated in Figure

8.45. The active instantaneous power injected by the DFIG is the second input.

The result of the block diagram presented in Figure 8.46 is the signal q, which is the

input for the block diagram presented in Figure 4.9.

37The normalized q-axis voltage is nil both in steady-state and in transient operation because the DFIG
operation does not result in any changes of the system frequency; therefore of the space vector v̄is always
aligned with the d-axis of the equivalent reference frams. The DFIG used for wind generation differs from
the synchronous machine because variations in the power delivered to the grid do no translate in frequency
variation. This is due to the fact that the rotor absorbs the power variation and the rotor current frequency
is decoupled from the grid frequency by means of the power converters [84].
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The improvement of the voltage oscillograms following the implementation of reactive

power regulation are displayed in Figures 8.47 and Figure 8.48.

Figure 8.47.a presents the result for the case of slow wind speed variation under the rated

wind speed value (Figure 8.4). The instantaneous active power and the current waveforms

are not affected by the reactive power regulation (Figure 8.47.a and .b). The reactive power

variation is minimal in this case, as presented in Figure 8.47.c. This minimal variation is

enough to make the voltage at the PCC constant, as displayed in Figure 8.47.d.

Figure 8.47 - Normalized oscillograms for slow wind speed variation below the
rated value, ℓ=10 km; (a) Instantaneous active power, (b) Line current, (c)
Reactive power and (d) Line-to-line voltage.

Figure 8.48 deals with the case of fast wind speed variation above the rated value. As

in the previous case, the instantaneous active power and the current waveforms are not

affected by the reactive power regulation (Figure 8.48.a and .b). Figure 8.48.c shows that
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the reactive power variation is significant in this case since the results presented in the

previous section showed a severe voltage dip, caused by the current amplitude oscillation.

As a result of the implemented control, the voltage at the PCC is maintained practically

constant, as displayed in Figure 8.48.d. A voltage spike is detected in correspondance of the

current glitch at time t = 4 s. This result shows that if the blade control is not fast enough,

sudden active power variations cannot be mitigated even when reactive power control is

applied.

Figure 8.48 - Normalized oscillograms for fast wind speed variation above the
rated value, ℓ=10 km; (a) Instantaneous active power, (b) Line current, (c)
Reactive power and (d) Line-to-line voltage.

290



Chapter 8. WECS Transient Response to Wind Speed Variation

Additional observations on reactive power control

• Voltage regulation has been implemented by regulating the reactive power injected by

the DFIG. A similar concept may be applied to the regulation of the reactive power

injected by the LSC [65], since the LSC is connected to the same PCC. The injection

of reactive power from the LSC converter presents limitations too, dictated by the

rated LSC apparent power and the rms current flowing in the solid state devices.

• For any methods applied to regulate reactive power injection, if the WECS is operating

at full active power, the reactive power injection (either from the DFIG or from the

LSC) in steady state operation must be nil. Given that reactive power injection from

the WECS cannot be guaranteed continuously, this method has been proposed only

for regulating the voltage during transient operations. The installation of additional

devices dedicated to reactive power compensation may be necessary for power factor

and voltage regulation, depending on the specific installation (chapter 1).

• The majority of the grid codes worldwide requires the PF of the wind power plants

to be mainained above 0.95. In United States, the FERC regulations [72, 73] indicate

that the ability for the wind generator to operate within a specific PF range must be

demonstrated only if the Impact Study conducted by the Transmission Operator and

therefore no general rule is defined. If specific values of the PF are required by the grid

operation, at low wind speed, when the active power injected from the WECS into

the grid is only a fraction of the rated power, the reactive power injected or extracted

must be consequently limited, thus adding further contraints to the ones illustrated

in Figure 8.45.

8.5 Conclusions

In this chapter the response system response to wind speed variation has been investigated.

This study requires to model the mechanical part of the WECS, composed by the wind

turbine and the shaft.

Simulation results show that the ability to compensate harmonics is not altered by the

wind speed variation and the following transients: the control signals defining the harmonic

currents injected by the WECS depend on the NLL current spectum only and are not

affected by the fundamental current flow.

Other conclusions resulting from the conducted analysis are:

• The shaft response is delayed with respect to the wind speed variation, due to the
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turbine and DFIG inertia. The mechanical system response is oscillatory, being the

system underdamped. However, since the frequency of the mechanical system response

is low, the oscillations caused by the mechanical transients do no affect the current

and voltage THD, that are measured every few electrical cycles (8 to 10).

• The lenght of the line that connects the WECS to the system affect the severity of

the voltage oscillations following the wind speed variation.

• The effect of wind gusts on the grid current and voltage are significant only when

high wind speed variations are assumed, since the blade pitch dynamics contributes

to delay the mechanical system response and the power oscillations are large. At

low wind speed, the pitch angle is permanently equal to zero, and since the power

absorbed by the turbine is a small ratio of the rated power, wind gusts do not have a

significant effect on the grid waveforms.

• The control of reactive power injected by the WECS helps to maintain a constant

grid voltage. The maximum reactive power injection depends on the operating point

of the turbine.
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Chapter 9

Research Results and Future

Works

9.1 Research results

The achievements of this thesis are the following:

1. Three alternatives control systems are proved to be effective in compensating the

harmonic currents injected by a NLL supplied by the same feeder as the WECS.

It has been verified that any harmonic current (positive-, negative-, zero-sequence,

interharmonics, subharmonics) can be reduced by implementing the designed proposed

systems. The advantages and drawbacks of each control system are identified.

2. The effects of the proposed operation on the WECS steady-state performances have

been investigated: this study is necessary to avoid the damage of the WECS compo-

nents. The use of the WECS as a power generator and harmonic compensator results

in additional power loss and voltage distortion: both these effects have been analyt-

ically studied and quantified in terms of the harmonic currents injected by the NLL

and in terms of the WECS equivalent parameters.

3. Derating is necessary to maintain the power loss within the WECS components below

to a critical level because it results in a lowering of the fundamental power extracted

by the turbine. Transient analysis allows verifying that derating has beneficial effects

by limiting the amplitude of the currents flowing in the WECSs in response to a

voltage dip at the PCC. Practical derating can be obtained by pitching the turbine

blades, being this mechanism available in the majority of the modern wind turbines.

4. The study of the system response to voltage dips and wind speed variation proves

that the system capability to compensate harmonics is not affected during transient

operation: according to the proposed design, the harmonic current injection is a

function of the currents measured at the NLL terminals and of the system transfer

function, that are independent from the fundamental power flow.
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5. Wind transient analysis shows that the main effect of wind speed variation on the grid

operation is the grid voltage oscillation in case of long transmission line. The voltage

fluctuation can be limited by implementing reactive power control.

6. An engineering economic analysis proves that the economical feasibility of the pro-

posed approach is a function of the cost of the AF and of electric energy.

9.2 Future works

The following topics have been identified for further research on the subject of AF operation

of a WECS:

• The definition of a function to optimize the amount of harmonic currents injected

by each power converter. Simulation results show that compensation by means of

combined modulation is the most effective way to implement current cancellation;

however, depending on the NLL current spectrum, harmonic compensation may re-

sults in excessive power loss in some of the WECS components and need for severe

derating, while other components are used below their capability.

• The definition of the control system starting from the currents measured on the grid,

instead than from the currents measured at the NLL terminals. The control systems

designed in the present research are suitable for the case of a dominant NLL con-

nected in proximity of the WECS. In the majority of the applications, the situation is

different: the harmonic currents measured at the PCC are not generated by a single

load, but by a number of loads connected at the same PCC or at different points of

the transmission/distribution system.

• A finer control system to regulate reactive power injection. At the moment, it is

assumed that reactive power is injected only in presence of voltage distortion caused by

fluctuations of the wind speed. In steady state operation, zero reactive power injection

is assumed, according to the operation of the majority of moder wind turbines. The

improved control system will allow regulating the PF at the WECS terminals as

function of the Transmission Operator requirements and of the active power injection.

At the same time, limitations in terms of rated VA and of power loss increase must

be included into the control system.

• The implementation of harmonic compensation and reactive power injection at no-

wind: this application is possible due to the connection of the power converters to the

grid.
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• The study of a similar mechanism by means of other WECS configurations (for ex-

ample direct-drive) and solar plants.

• The study of the steady-state performance of alternative control system designs and

the comparison with the ones used in the present work, based on PI controllers and

PWM of the power converters.
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Appendix A

System data

Table A.1 - DFIG parameters.

Pn = 1.50 MW

cosϕn = 0.90

Vn = 575 V

P = 3

Rs = 0.00706 p.u.

Lls = 0.171 p.u.

Rr = 0.005 p.u.

Llr = 0.156 p.u.

Lm = 2.9 p.u.

H = 5.04 s

F = 0.01 p.u.

Table A.2 - Supply line and transformer parameters.

Rg = 0.1153 Ω / km

Lg = 1.05 mH / km

ℓ = 10 km

V1 = 575 V

V2 = 13 kV

XT = 0.1 p.u.
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Table A.3 - RC load / filter parameters.

Rf = 18.37 Ω

ωCf = 0.367 Ω

Q = 50

Table A.4 - Power converters and dc-link parameteres.

Switches IGBT

Ron = 8 m Ω

Pn = 7.25 MW

ftri = 6480 Hz

C = 0.6 F

Vdc,nom = 1200 V

RL = 0.003 Ω

LL = 0.3 H

Table A.5 - PI controllers parameteres for compensation by means of RSC
modulation.

ki kp

RSC current controller ki1 =4 kp1 =8

LSC current controller ki2 =0.1 kp2 =5

dc-link voltage controller ki3 =0.001 kp3 =0.025

zero sequence controller absent absent
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Table A.6 - PI controllers parameteres for compensation by means of LSC mod-
ulation.

ki kp

RSC current controller ki1 =0.1 kp1 =5

LSC current controller ki2 =4 kp2 =8

dc-link voltage controller ki3 =0.001 kp3 =0.025

zero sequence controller ki4 =0.002 kp4 =400

Table A.7 - PI controllers parameteres for compensation by means of combined
modulation.

ki kp

RSC current controller ki1 =4 kp1 =8

LSC current controller ki2 =4 kp2 =8

dc-link voltage controller ki3 =0.001 kp3 =0.025

zero sequence controller ki4 =0.002 kp4 =400

Table A.8 - System rated power loss (in % with respect to the rated power of
the DFIG).

Name Symbol Value

Stator windings ∆Psn 2.6 %

Rotor windings ∆Prn 1.8 %

Power converters ∆P = 12%
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Table A.9 - Definition of base quantitites [92].

Name Symbol Expression Unit

Base voltage VB V

Base power SB SB =
√

3 VB IB VA

Base current IB V 2
B/SB A

Base Impedance ZB V 2
B/SB = VB/(

√
3 IB) Ω

Table A.10 - Base quantities chosen for the system shown in Figure 3.1.

VB = 575 V

SB = 1.667 MVA

IB = 1675 A

ZB = 0.982 Ω

Table A.11 - Parameters of the two mass model.

Name Symbol Value

Generator inertia Jr 5.04 s

Turbine inertia Jt 4.45 s

Spring constant k 0.001 N/m
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Tracking characteristic

The tracking characteristic of the wind turbine is shown in Figure A.1.

Figure A.1 - Tracking characteristic of the wind turbine used in this work: the
power captured from the wind is expressed as function of time, for different
wind speeds.
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Reference Frame Theory and

Vector Control

B.1 Introduction

The study of the dynamic behavior of the induction machine needs the use of particular

methodologies, due to the complexity of the problem: mutual coupling between stator

and rotor, position-dependence of mutual inductances are a couple of the challenges [90].

A common procedure to study the induction and synchronous machine dynamics is the

transformation of the machine variables in an equivalent reference frame.

The first formulation of the reference frame theory was developed by R. H. Park [159]

in 1929: he formulated a change of variables which replaces the voltages, currents and

flux linkages associated with the stator windings into variables associated with fictitious

windings fixed with the rotor (rotor reference frame). H. C. Stanley [160], G. Kron [161]

and D. S. Bereton [162] developed other changes of variables. In 1965 Krause et al. noted

that all those transformations are different expressions of a more general transformation

that eliminates time-varying inductances by referring the stator and rotor to a reference

frame that may rotate at any angular velocity or remain stationary [78]. This general

reference frame is called ‘arbitrary reference frame’.

In the following sections, the reference frame theory principles are summarized and the

vector control is introduced.

B.2 Clarke and Park transformations

Clarke transformation [163] and the more general Park transformation [164] help to simplify

the dynamic analysis of the three-phase machine because

1. the time-varying machine parameters are replaced by constant values,

2. two parameters are used instead of three.
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B.2.1 Clarke transformation

The concept of Clarke transformation38 [75, 139, 163] is shown in Figure B.1: three phase

axes a, b, c are replaced by two perpendicular axes α and β. In order to obtain a perfect

correspondence between the actual and the transformed system, an arbitrary single phase

(homopolar or zero-sequence) component is added. It will be shown that in the electrical

machine, the homopolar component resulting from the transformation is nil and, as a result,

only two variables will be used after the transformation is applied.

Figure B.1 - The Clarke transformation concept: the three phase axes a, b, c are
replaced by two perpendicular axes d,q and a homopolar component.

Referring to the notation shown in Figure B.1, the α-axis is aligned with the a axis of

the three-phase windings, and hence the projection of the three-phase system on the αβ

frame is obtained as:







yα

yβ

y0






= k







cos(0) cos(2π/3) cos(4π/3)

sin(0) sin(2π/3) sin(4π/3)

w w w













ya

yb

yc






(B.1)

where the coefficients k and w are introduced for generalization.

The transformation matrix [T (0)] is:

[T (0)] = k







cos(0) cos(2π/3) cos(4π/3)

sin(0) sin(2π/3) sin(4π/3)

w w w






(B.2)

38In the literature (for example in [48])this transformation is named also ’Concordia Transformation’.
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The system contains two unknowns, k and w. The values of these coefficients can be chosen

arbitrarily, or additional constrains can be considered to make matrix (B.2) to satisfy specific

properties.

First of all, the matrix (B.2) has to be invertible, in order to apply the reverse transfor-

mation from the equivalent system to the three-phase system. The matrix (B.2) is invertible

if its determinant is different from zero:

det[T(0)] =
√

3 k w
3

2
6= 0

The previous condition is verified if k 6= 0 and w 6= 0. Moreover, the orthogonality

condition [163, 165] is added to (B.2). The orthogonality condition is expressed as:

[T (0)] [T (0)]T = [I] (B.3)

where the [I] is the identity matrix:

[I] =







1 0 0

0 1 0

0 0 1







and the superscript T indicate the transpose.

The orthogonality condition (B.3) is chosen for two reasons:

1. The calculations are simplified because if [T0] is orthogonal, the inverse is equal to the

transpose [165]: [T (0)]T = [T (0)]−1,

2. If the transformation matrix is orthogonal, the same power is absorbed/delivered

by the original and the transformed system. This can be proved in a few steps. If

p = va ia+vb ib+vc ic is the power absorbed by the three-phase system, then applying

(B.1) the following is obtained:

p = [va,b,c]
T [ia,b,c] = [[T (0)]−1[vα,β,0]]

T [T (0)]−1[iα,β,0]

= [vα,β,0]
T [[T (0)]−1]T [T (0)]−1[iα,β,0]

= [vα,β,0]
T [[[T (0)] [T (0)]T ]−1[iα,β,0]

= [vα,β,0]
T [iα,β,0]

The last equation is true only if orthogonality condition (B.3) applies.
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Substituting (B.2) in (B.3) gives:

[T (0)] [T (0)]T = k2







3/2 0 0

0 3/2 0

0 0 3 w2






=







1 0 0

0 1 0

0 0 1






(B.4)

hence:

k =

√

2

3

w =

√

1

2

and the matrix [T (0)] is:

[T (0)] =

√

2

3







cos(0) cos(2π/3) cos(4π/3)

sin(0) sin(2π/3) sin(4π/3)
√

1/2
√

1/2
√

1/2






=

√

2

3







1 −1/2 −1/2

0
√

3/2 −
√

3/2
√

1/2
√

1/2
√

1/2







(B.5)

If the matrix (B.5) is substituted in (B.1), the α, β and 0 components are:



















































yα =

√

2

3

[

ya −
1

2
yb −

1

2
yc

]

yβ =

√

2

3

[

√
3

2
yb −

√
3

2
yc

]

y0 =

√

2

3

[ 1√
2
ya +

1√
2
yb +

1√
2
yc

]

(B.6)

B.2.2 Park transformation

The Park transformation [75, 164] is a generalization of the Clarke transformation, because

in the Park domain the dq axes rotates at arbitrary speed ωa, as shown in Figure B.2. The

zero-sequence axis is fixed as in the Clarke transformation.

By referring to the notation of Figure B.2, the angle between α and d varies in time:

ϑa = ωat
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Figure B.2 - The concept of Park transformation: the two perpendicular axes
d and q rotate with speed ωa. The zero-sequence axis is fixed.

and the dq axes are obtained from the αβ axes by applying the following transformation:







yd

yq

y0






=







cos(ϑa) sin(ϑa) 0

−sin(ϑa) cos(ϑa) 0

0 0 1













yα

yβ

y0






(B.7)

where the rotation matrix is:

[Π(ϑa)] =







cos(ϑa) sin(ϑa) 0

−sin(ϑa) cos(ϑa) 0

0 0 1






(B.8)

The complete transformation from the a, b, c reference frame to the dq reference frame
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is obtained as a combination of (B.5) and (B.7):







yd

yq

y0






= [Π(ϑa)] [T (0)]







ya

yb

yc







=







cos(ϑa) sin(ϑa) 0

−sin(ϑa) cos(ϑa) 0

0 0 1







√

2

3







1 −1/2 −1/2

0
√

3/2 −
√

3/2
√

1/2 +
√

1/2
√

1/2













ya

yb

yc







=

√

2

3







cos(ϑa) cos(ϑa − 2π/3) cos(ϑa − 4π/3)

sin(ϑa) sin(ϑa − 2π/3) sin(ϑa − 4π/3)
√

1/2
√

1/2
√

1/2













ya

yb

yc







= [T (ϑa)]







ya

yb

yc







(B.9)

where the matrix [T (ϑa)] for the Park transformation is:

[T (ϑa)] =

√

2

3







cos(ϑa) cos(ϑa − 2π/3) cos(ϑa − 4π/3)

sin(ϑa) sin(ϑa − 2π/3) sin(ϑa − 4π/3)
√

1/2
√

1/2
√

1/2







=







cos(ωat) cos(ωat− 2π/3) cos(ωat− 4π/3)

sin(ωat) sin(ωat− 2π/3) sin(ωat− 4π/3)
√

1/2
√

1/2
√

1/2







(B.10)

The second formulation of (B.10) is shows that the transformation angle is a function of

time, because the axes are rotating.

B.2.3 The space vector

The dq components can be combined in a unique space vector [166]; as a result, the three-

phase system correspond to a space vector that embeds the information of the d and q

equivalent circuits and to a scalar zero-sequence component.

If the Clarke transformation (B.5) is applied, the space vector and the zero-sequence
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component have the following formulation:















ȳαβ =

√

2

3

{

ya + ᾱyb + ᾱ2yc

}

y0(t) =
1√
3
{ya + yb + yc}

(B.11)

where ᾱ = exp(j2π/3) is the Fortescue operator. According to (B.11), in a balanced three-

phase system the zero-sequence component is nil [75].

If the Park transformation (B.10) is implemented, the space vector formulation is:

ȳdq = ȳαβ exp(−jϑa) (B.12)

The zero-sequence component formulation does not change in the Park domain with

respect to the Clarke domain, since the third line of the matrices (B.5) and (B.10) is the

same.

B.2.4 Inverse transformations

From (B.1) and applying the orthogonality condition (B.3) the phase quantities are obtained

from the α, β and 0 quantities as follows:







ya

yb

yc






= [T (0)]−1







yα

yβ

y0






= [T (0)]T







yα

yβ

y0







=

√

2

3







cos(0) sin(0)
√

1/2

cos(2π/3) sin(2π/3)
√

1/2

cos(4π/3) sin(4π/3)
√

1/2













yα

yβ

y0







(B.13)

and from (B.9), the phase quantities a, b, c are derived from the d,q,0 quantities:







ya

yb

yc






= [T (ϑa)]

T







yα

yβ

y0







=

√

2

3







cos(ϑa) sin(ϑa)
√

1/2

cos(ϑa − 2π/3) sin(ϑa − 2π/3)
√

1/2

cos(ϑa − 4π/3) sin(ϑa − 4π/3)
√

1/2













yd

yq

y0







(B.14)

324



Appendix B. Reference Frame Theory and Vector Control

B.3 The induction machine dynamic model

B.3.1 Stator windings representation in the equivalent frame

The three-phase stator windings of an induction machine are now considered. The windings

and their components are shown in Figure B.3: the resistance of the windings is Rs, the

auto-inductance is Ls, the mutual inductance is Ms.

Figure B.3 - Induction machine stator windings.

The Kirchhoff Voltage Law and the constitutive relation for the stator windings in matrix

representation are:

[vs] = [Rs][is] +
d

dt
[λs] (B.15)

[λs] = [Ls][is] (B.16)

where:

[vs] =







vas

vbs

vcs






; [λs] =







λas

λbs

λcs






; [is] =







ias

ibs

ics







[Rs] =







Rs 0 0

0 Rs 0

0 0 Rs






and [Ls] =







Ls Ms Ms

Ms Ls Ms

Ms Ms Ls
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If the Clarke transformation (B.3) is applied to (B.15) and (B.16), the following is

obtained:

[vαβ0s] = [T (0)][vs] = [T (0)][Rs][is] +
d

dt
[T (0)][λs] (B.17)

and

[λαβ0s] = [T (0)][λs] = [T (0)][Ls][i] (B.18)

where

[vαβ0s] =







λαs

λβs

λ0s






and [λαβ0s] =







λαs

λβs

λ0s







By applying the orthogonality property (B.3) to (B.18), it results:

[λαβ0s] = [T (0)][Ls][i] = ([T (0)][Ls][T (0)]−1)([T (0)][i]) = [Ls]
′[iαβ0s] (B.19)

where:

[Ls]
′ = [T (0)][Ls][T (0)]−1 =







Ls −Ms 0 0

0 Ls −Ms 0

0 0 Ls + 2 Ms







[iαβ0s] =







iαs

iβs

i0s







Substitution of (B.19) in (B.17) it results:

[vαβ0s] = ([T (0)][Rs][T (0)]−1)([T (0)][i])+
d

dt
[T (0)][λs] = [Rs][iαβ0s]+

d

dt
[Ls]

′[iα,β,0,s] (B.20)

From (B.19) and (B.20), the following observations are carried out:

• the diagonal matrix [Rs] is not altered by the transformation: [T (0)][Rs][T (0)]−1 =

[Rs].

• The transformed inductance matrix [Ls]
′ is diagonal: there is no mutual inductance

between the αβ axes. This result derives from the fact that the αβ axes are orthogonal,

as shown in Figure B.3.

• The Clarke transformation requires a simultaneous transformation of the machine

parameters and of the electric quantities in order to obtain an equivalent machine
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with the same air-gap flux.

• As already pointed out, when the Park transformation is applied to symmetric three-

phase systems, the resulting homopolar component is nil, because the sum of the

phase quantities is zero. For this reason, in the following developments only the

two-dimensional vectors [yαβs] and [ydqs] will be used.

• The transformed matrix is symmetric: [Ls]
′ = [Ls]

′T . This condition must be verified

because the symmetry of the original matrix [Ls] cannot be altered by the transfor-

mation.

If the axis are rotating, the matrix [Π(ϑ)] is applied to (B.20)39:

[vdqs] = [Π(ϑ)][vαβ0s]

= [Π(ϑ)]([Rs][iαβs] +
d

dt
[Ls]

′[iαβs])

= [Π(ϑ)][Rs][iαβs] + [T (ϑ)]
d

dt
[Ls]

′[iαβs])

= [Π(ϑ)][Rs][Π(ϑ)]T [T (ϑ)][iαβs] + [Π(ϑ)]
d

dt
[Ls]

′[Π(ϑ)]T [Π(ϑ)][iαβs])

= [Rs][idqs] + [T (ϑ)][Ls]
′[T (ϑ)]T [idqs] + [Π(ϑ)][Ls]

′ d

dt
[Π(ϑ)]T [idqs])

= [Rs][idqs] + [ψdqs] + [Π(ϑ)][Ls]
′ d

dϑ

dϑ

dt
[Π(ϑ)]T [idqs])

= [Rs][idqs] + [ψdqs] + ωa[Π(ϑ)][Ls]
′ d

dϑ
[Π(ϑ)]T [idqs])

= [Rs][idqs] + [ψdqs] + ωa[Π(ϑ)]
d

dϑ
[Π(ϑ)]T [Ls]

′[idqs])

= [Rs][idqs] + [ψdqs] + ωa[B][ψdqs])

(B.21)

where:

[B] = [Π(ϑ)]
d

dϑ
[Π(ϑ)]T =







0 −1 0

1 0 0

0 0 0







39Observing that the information given by (B.19) is embedded in (B.20), in the following only (B.20) will
be considered.
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The stator windings representation in the dq variables is:















vds = Rs ids +
d

dt
λds − ωa λqs

vqs = Rs iqs +
d

dt
λqs + ωa λds

(B.22)

B.3.2 Stator and rotor windings representation in the equivalent frame

The stator and rotor windings are shown in Figure B.4; the winding parameters are:

Rs = stator winding resistance

Rr = rotor winding resistance

Ls = stator winding auto inductance

Lr = rotor winding auto inductance

Figure B.4 - Stator and rotor windings of a three-phase machine.

For the sake of simplicity, the mutual inductances are not shown in Figure B.4; however,

the following mutual inductances will be included in the mathematical analysis:
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• Ms = mutual inductance between stator windings;

• Mr = mutual inductance between rotor windings;

• Mij(ϑm) = mutual inductances between stator winding i and rotor windings j, where

i, j ∈ {a, b, c}. The mutual inductances Mij(ϑm) are function of the angle ϑm between

the rotor axis ar and the stator axis as (Figure B.4) [82].

Kirchhoff’s laws and the constitutive equations are similar to (B.15) and (B.16), but in

this case six-dimensional vectors are considered:

[

vs

vr

]

=

[

[Rs] 0

0 [Rr]

] [

is

ir

]

+
d

dt

[

λs

λr

]

(B.23)

[

λs

λr

]

=

[

[Ls] [M(ϑm)]

M(ϑm) Lr

] [

is

ir

]

(B.24)

where:

[

vs

vr

]

=























vas

vbs

vcs

var

vbr

vcr























;

[

is

ir

]

=























ias

ibs

ics

iar

ibr

icr























[Rs] =







Rs 0 0

0 Rs 0

0 0 Rs






; [Rr] =







Rr 0 0

0 Rr 0

0 0 Rr







[Ls] =







Ls Ms Ms

Ms Ls Ms

Ms Ms Ls






; [Lr] =







Lr Mr Mr

Mr Lr Mr

Mr Mr Lr







and

[M(ϑm)] =







Maa(ϑm) Mab(ϑm) Mac(ϑm)

Mba(ϑm) Mbb(ϑm) Mbc(ϑm)

Mca(ϑm) Mcb(ϑm) Mcc(ϑm)
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Due to the symmetry in the geometry of the machine, [M(ϑm)] is symmetric, however

it is full and dependent on the rotor position ϑm. The dq representation of the systems is

convenient because if the stator and rotor windings are referred to the same frame (Figure

B.5), the mutual inductance matrix is diagonalized and the time dependence is eliminated.

Figure B.5 - Representation of the stator and rotor windings in a dq reference
frame rotating at speed ωa

.

Two transformations characterized by different angles are applied to the stator and rotor

windings respectively. The angles between the windings are shown in Figure B.6.

The dq axes are rotating at speed ωa = ϑat while the stator windings are fixed in space.

The angle between the d axis and the as axis is defined as ϑa (Figure B.6).

The rotor windings rotate with speed ωm = d
dtϑm respect to the stator, the angle between

the d axis and the ar axis is defined as ϑr (Figure B.6).
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Figure B.6 - Angles between stator winding as, rotor winding ar and d axis in
stator reference frame.

If the stator and rotor windings are referred to the same dq reference frame, the angles

for the transformations are ϑa for the stator windings and ϑr for the rotor windings.

The transformation of the systems (B.23) and (B.24) is expressed by the following block

diagonal matrix [165]:

[T ] =

[

T (ϑa) 0

0 T (ϑr)

]

(B.25)

where, referring to the notation of Figure B.6:

• ϑa is the angle of the d axis respect to the stator;

• ϑr is the angle of the d axis respect to the rotor.

Moreover, according to Figure B.6, the following relation apply:

ϑa = ϑm + ϑr (B.26)

The matrix (B.25) applied to (B.23) and (B.24) results in the following systems [75, 90]:























































vds = Rsids +
d

dt
λds − ωaλqs

vqs = Rsiqs +
d

dt
λqs + ωaλds

vdr = Rridr +
d

dt
λdr − ωrλqr

vqr = Rriqr +
d

dt
λqr + ωrλdr

(B.27)

where:

ωr =
d

dt
ϑr = ωa − ωm (B.28)
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is the velocity of the d axis with respect to the rotor winding ar (Figure B.6)

and






















λds = Lsids +Midr

λqs = Lsiqs +Miqr

λdr = Lridr +Mids

λqr = Lriqr +Miqs

(B.29)

where M is the magnetizing inductance [75].

The equivalent circuits of the induction machine on the d and q axes that correspond

to (B.27) and (B.29) are represented in Figure B.7 applying the following relations:

• Lls = Ls −M

• Llr = Lr −M

Figure B.7 - Dynamic equivalent circuits of a DFIG referred to an dq reference
frame rotating with speed ωa.
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The above relations (B.27) and (B.29) can be expressed in terms of space vectors (B.12)

as follows:














v̄s = Rsīs +
d

dt
ψ̄s + jωaψ̄s

v̄r = Rr īr +
d

dt
ψ̄r + j(ωa − ωm)ψ̄r

(B.30)

and
{

λ̄s = Lsīs +Mīr

λ̄r = Mīs + Lr īr
(B.31)

The circuit representation in terms of space vectors on an arbitrary reference frame

(Figure B.8) is obtained from (B.30) and is named Park domain representation:

Figure B.8 - Dynamic equivalent circuit of a DFIG referred to an dq reference
frame rotating with speed ωa in terms of space vectors (Park domain represen-
tation).

B.3.3 Reference frame selection

In the previous sections, a reference frame rotating with arbitrary speed ωa has been con-

sidered in applying the Park transformation (B.10).

In the practical applications [75, 82, 88, 167], the choice for the rotating speed is limited

to two options:

1. ωa = 0

2. ωa = ω1

The first option coincides with the fixed reference frame (or Clarke transformation); the

second option corresponds to the synchronously rotating reference frame.

The d-axis of the fixed reference frame is generally aligned with the stator winding as

[75]; the rotating reference frame may be aligned with the stator flux, rotor flux, air gap

flux, stator voltage... according to the control objectives [75, 82].
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In a synchronously rotating frame, the positive sequence quantities appear as dc com-

ponents; this is the reason why the synchronously rotating frame is widely implemented in

motors’ simulations.

Let us consider a generic three-phase positive sequence system:











ya = Ŷ cos(ω1t)

yb = Ŷ cos(ω1t− 2π/3)

yc = Ŷ cos(ω1t− 4π/3)

(B.32)

where Ŷ is the peak value of the waveform.

By applying (B.6) the α and β components are obtained (while the zero-sequence com-

ponent is nil):

yα =

√

2

3
(ya −

1

2
yb −

1

2
yc) =

√

2

3

3

2
ya =

√

3

2
Ŷ cos(ω1t)

yβ =

√

2

3
(

√
3

2
vb −

√
3

2
vc)

=
1√
2
(vb − vc)

=
1√
2
Ŷ [cos(ω1t− 2π/3) − cos(ω1t− 4π/3)] =

=
1√
2
Ŷ [cos(ω1t)cos(2π/3) + sin(ω1t)sin(2π/3)

−cos(ω1t)cos(4π/3) − sin(ω1t)sin(4π/3)]

=
1√
2
Ŷ

√
3

2
2sin(ω1t) =

√

3

2
Ŷ sin(ω1t)

(B.33)

and it results that they vary sinusoidally.

Further application of (B.10) with ωa = ω1 to (B.33) the dq components on the syn-

chronously rotating frame are derived:

yd = yαcos(ω1t) + yβsin(ω1t)

=

√

3

2
Ŷ [cos(ω1t)

2 + sin(ω1t)
2] =

√

3

2
Ŷ

yq = −yαsin(ω1t) + yβcos(ω1t)

=

√

3

2
Ŷ [−cos(ω1t)sin(ω1t) + sin(ω1t)cos(ω1t)] = 0

(B.34)
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The last expressions that shows that in a synchronously rotating reference frame the dq

components are constant (dc value).

The convenience of the synchronously rotating reference frame representing the system

(B.32) can be summarized in two points:

1. two equivalent quantities are used instead of three

2. the equivalent quantities are constant in time.

B.3.4 Torque expression in the synchronous reference frame

In the previous paragraph the instantaneous power expression have been applied to the

generic three phase load. In the following, the induction machine shown in Figure B.4 will

be considered. The instantaneous power absorbed by the machine is the sum of the rotor

and stator power [166]:

p = ps + pr = vsa isa + vsb isb + vsc isc + vra ira + vrb irb + vrc irc (B.35)

According to (E.7), the instantaneous power (E.1) can be expressed in the equivalent

reference frame as follows:

p = vds ids + vqs iqs + vdr idr + vqr iqr (B.36)
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By substituting (B.27) in (B.36):

p = (Rs ids +
d

dt
λds − ωa λqs )ids

+(Rs iqs +
d

dt
λqs + ωa λds )iqs

+(Rr idr +
d

dt
λdr − ωr λqr )idr

+(Rr iqr +
d

dt
λqr + ωr λdr )iqr

= Rs i
2
ds +

d

dt
λds ids − ωa λqs ids

+Rs i
2
qs +

d

dt
λqs iqs + ωa λds iqs

+Rr i
2
dr +

d

dt
λdr idr − ωr λqr idr

+Rr i
2
qr +

d

dt
λqr iqr + ωr λdr iqr

(B.37)

The following three terms can be identified in (B.37):

1. Joule loss:

Pj = Rsi
2
ds +Rsi

2
qs +Rri

2
dr +Rri

2
qr (B.38)

2. Rate of change of the stored magnetic energy:

d

dt
Wµ =

d

dt
λdsids +

d

dt
λqsiqs +

d

dt
λdridr +

d

dt
λqriqr (B.39)

3. Mechanic power:

pm = −ωaλqsids + ωaλdsiqs − ωrλqridr + ωrλdriqr

= −(ωm + ωr)(Lsiqs + Lmiqr)ids + (ωm + ωr)(Lsids + Lmidr)iqs

−ωr(Lriqr + Lmiqs)idr + ωr(Lridr + Lmids)iqr

= ωmM(idriqs − iqrids)

(B.40)
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and the torque expression is obtained from the (B.40):

Te =
pm

ωm
= M(idriqs − iqrids)

= M
[ 1

M
iqs(λds − Ls) −

1

M
ids(λqs − Ls)

]

= ids λqs − iqsλds

(B.41)

B.4 Vector control

In chapter 2 it was shown that the DFIG stator current affects both the torque and the air-

gap flux simultaneously (the same conclusions apply to the squirrel cage machine [75, 78]).

On the contrary, in a dc motor with independent excitation, the air gap flux is controlled

by the excitation current, the torque is controlled by the armature current [75].

The induction machine can be controlled as the dc machine if the vector control method

is used.

Let us consider a reference frame synchronous with the stator voltage (Figure 4.7)

Figure B.9 - Stator voltage reference frame.

As visualized in Figure B.9, the following conditions are met in the stator reference

frame:
ωa = ω1

vds = vs

vqs = 0

λds = 0

λqs = λs

(B.42)

By substituting (B.42) in the torque expression (B.41), the following is obtained:

Tedq = idsλs (B.43)
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If the reference frame is synchronous with the stator voltage, according to the system

(B.42) and to Figure 4.7, then:

• the air gap flux λs is proportional to the current iqs.

• the torque Te is proportional to the current ids.

The decoupling of torque and flux control is obtained for different reference frames, as

shown in [75, 77, 82, 167].
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Principles of Wind Turbine

Aerodynamics

C.1 Introduction

The understanding of the principles that regulate the turbine operation is fundamental to

properly design the control of the electric generator and the origins of the disturbances that

may affect the quality of the energy delivered to the grid.

Scope of this appendix is to provide these fundamental principles; the reader that may

be interested in more in depth analysis will find further details in the literature dedicated

to this subject, such as [3, 12, 94, 168, 169].

C.2 Turbine operation and power coefficient

The kinetic energy wa of an air mass m moving with speed v is:

wa =
1

2
mv2 (C.1)

while the power pa is defined as the derivative of the kinetic energy and can be expressed

as [3, 94, 168, 170]:

pa =
1

2
ṁv2 =

1

2
(ρAtv)v

2 =
1

2
γaAtv

3 (C.2)

where

pa (w) is the moving air power,

At (m2) is the area swept by the rotor blades (rotor swept area);

γa (kg/m3) is the air density .

The power expression (C.2) shows that the power in the upstream wind varies linearly

with the density of the air sweeping the blades, and with the cube of the wind speed. Thus

a 10% increase in wind speed means a 33% increase in avaliable power [8].
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Only a ratio of the the upstream wind power can be extracted by the blades: some

power is left in the downstream wind which moves with reduced speed (Figure C.1).

Figure C.1 - Wind speed variation caused by the turbine operation: the up-
stream wind speed vu is reduced in the downstream wind vd [3].

.

As a consequence, the actual power extracted by the rotor blades is the difference

between the upstream and the downstream wind powers:

pm =
1

2
γaAt(v

3
u − v3

d) (C.3)

where:

pm (w) is the mechanical power extracted by the rotor;

vu (m/s) is the upstream wind velocity;

vd (m/s) is the downstream wind velocity.

In 1919 Albert Betz [171] proved that no wind turbine can convert more than 16/27

(59.3%) of the upstream kinetic energy of the wind into mechanical energy. This limit has

nothing to do with inefficiencies in the generator, but it is intrinsic in the process of power

extraction from the wind. According to Betz’s analysis, the power (C.3) can be written as

a function of the upstream wind velocity:

pm =
1

2
γaAtcpv

3
u (C.4)

where cp is named ‘power coefficient’ that quantifies the efficiency of the power extraction

from the wind [94, 169, 171].

The analytical expression of cp is complex, because it depends on the blades geometry

[10, 93] and on the turbine speed. A widely used simplified expression that uses a polynomial
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representation is as follows [12, 93, 127, 169]:

cp(Γ, β) = c1

(c2
Γ′

− c3β − c4

)

e−c5/Γ′

+ c6t (C.5)

where

• Γ is the tip speed ratio, defined as the relative speed of the blade tip with respect to

the wind speed:

Γ =
R ωt

vu
(C.6)

(R is radius of the blade and ωt is the rotational speed of the turbine);

• β named ‘pitch angle’ of the turbine blades (more details are provided in section

C.4.1);

• Γ′ is defined as:
1

Γ′
=

1

Γ + 0.083
− 0.035

β2 + 1

• c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21 and c6 = 0.0068.

Table C.1 shows the relation between vu, Γ and cp. In Figure C.2, cp is plotted in

function of Γ; the pitch angle β is a parameter. From the curves presented in Figure C.2,

one learns that cp is a single-maximum function.

Figure C.2 - Typical relations between Cp and Γ for modern three-blades wind
turbine, the pitch angle β is a parameter. The curves are obtained by applying
(C.6).

341



A
p
p
en

d
ix

C
.

P
rin

cip
les

of
W

in
d

T
u
rb

in
e

A
ero

d
y
n
am

ics

Table C.1 - Relation between wind speed vu, tip speed ration Γ, power coefficient cp, and blade pitch angle
β.

vu 0 3.1 7.1 10.3 12.2 13.65 14.7

Γ 1/Γ′ cp 1/Γ′ cp 1/Γ′ cp 1/Γ′ cp 1/Γ′ cp 1/Γ′ cp 1/Γ′ cp
1 0.965 0.007 0.800 0.007 1.369 0.007 0.548 0.007 0.506 0.007 0.478 0.008 0.460 0.008

1.5 0.632 0.010 0.571 0.010 0.813 0.010 0.430 0.013 0.404 0.014 0.386 0.016 0.374 0.017

2 0.465 0.015 0.444 0.016 0.578 0.014 0.354 0.023 0.336 0.027 0.323 0.029 0.315 0.031

2.5 0.365 0.026 0.363 0.026 0.448 0.019 0.301 0.041 0.288 0.046 0.278 0.050 0.272 0.052

3 0.298 0.050 0.307 0.045 0.366 0.029 0.261 0.066 0.251 0.071 0.244 0.075 0.239 0.078

3.5 0.251 0.088 0.266 0.072 0.309 0.046 0.231 0.095 0.223 0.100 0.218 0.103 0.214 0.105

4 0.215 0.140 0.234 0.106 0.268 0.070 0.207 0.127 0.201 0.129 0.196 0.130 0.193 0.130

4.5 0.187 0.200 0.209 0.145 0.236 0.101 0.188 0.158 0.183 0.157 0.179 0.155 0.176 0.153

5 0.165 0.263 0.189 0.187 0.211 0.136 0.172 0.186 0.167 0.181 0.164 0.175 0.162 0.170

5.5 0.147 0.323 0.173 0.227 0.191 0.171 0.158 0.210 0.154 0.200 0.152 0.190 0.150 0.182

6 0.132 0.376 0.159 0.265 0.174 0.205 0.147 0.229 0.143 0.213 0.141 0.199 0.139 0.187

6.5 0.119 0.419 0.147 0.299 0.160 0.236 0.137 0.242 0.134 0.220 0.132 0.201 0.130 0.186

7 0.108 0.451 0.137 0.329 0.148 0.262 0.128 0.249 0.125 0.221 0.124 0.197 0.122 0.179

7.5 0.098 0.472 0.128 0.354 0.138 0.284 0.120 0.251 0.118 0.216 0.116 0.188 0.115 0.166

8.1 0.088 0.480 0.119 0.377 0.128 0.302 0.112 0.246 0.110 0.204 0.109 0.169 0.108 0.142

8.5 0.081 0.474 0.112 0.391 0.120 0.312 0.106 0.236 0.104 0.187 0.103 0.148 0.102 0.118

9.0 0.075 0.458 0.106 0.400 0.113 0.316 0.101 0.222 0.099 0.167 0.098 0.123 0.097 0.089

9.5 0.069 0.431 0.100 0.405 0.107 0.316 0.096 0.204 0.095 0.142 0.094 0.093 0.093 0.057

10 0.064 0.396 0.096 0.406 0.102 0.311 0.092 0.182 0.090 0.115 0.089 0.061 0.089 0.021

10.5 0.059 0.352 0.091 0.403 0.097 0.302 0.088 0.157 0.086 0.084 0.086 0.026 0.085 -0.018

11 0.055 0.302 0.087 0.396 0.092 0.289 0.084 0.129 0.083 0.050 0.082 -0.012 0.081 -0.059
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The maximum achievable value of cp is below 0.5 for high-speed, two-blade turbines,

and between 0.2 and 0.4 for slow speed turbines with more blades [94, 169]. This concept

is visualized in Figure C.3 where cp is plotted as function of Γ, and the number of blades is

a parameter (β = 0 is assumed).

When n = 1, the curve is flat: cp changes very little over a wide tip speed ratio range

but the maximum Cp is low because the drag losses are high. If the number of blades is

high, the curve is narrow with a sharp peak making the turbine very sensitive to tip speed

ratio changes. If the number of blades further increases, the maximum cp is relatively low

due to stall losses.

The best compromise is achieved with n = 3, but two blades is an acceptable alternative

because although the maximum cp is a little lower the spread of the peak is wider and that

might result in a larger energy capture.

Figure C.3 - cp curves as function of Γ; the number of blades is a parameter
(β = 0) [169].

C.3 Fixed and variable-speed operation

In the earlier 1990s wind turbines operated at constant speed, meaning that the wind

turbine angular speed is constant regardless the wind speed. The fixed-speed design is

simple, reliable and cheap. Its disadvantages are low efficiency and limited power quality

control. While the second aspect will be analyzed in chapter 1, the limited efficiency is

explained by analyzing Figure C.4.a. The wind power potential plotted as a function of the

rotor speed; the wind speed is a parameter. Since the power is proportional to the cube of
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the wind speeds, the curves that describe the wind power potential are cubic functions: for

higher wind speed, higher power potential is obtained at different rotor speeds.

The thick vertical line represents the power captured by a turbine operating at fixed-

speed (ωr/ω1=1) showing that the power extracted matched the peak wind power potential

only for vu=10 m/s.

Figure C.4 - Power extracted from a wind turbine as a function of the shaft
speed: (a) fixed speed operation and (b) variable speed operation.

Given the disadvantages of variable speed operation, the last generations of wind tur-

bines operate with variable speed to achieve maximum aerodynamic efficiency over a wide

range of wind speeds [172]. The rotational speed of the turbine is varied according to the
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wind speed to maximize the tip speed ratio (C.6) and to increase the power capture. Above

a certain rotational speed, the power output of the turbine is limited due to mechanical,

thermal and safety reasons. Figure C.4.b presents the power curve of a variable speed wind

turbine and four different control regions can be identified [13, 94, 173, 174]:

• Region I: Below the cut-in speed, it is not efficient to turn on the turbine, and pm = 0;

• Region II (Maximum cp region): Between the cut-in speed and the rated speed, the

rotor speed varies with the wind speed in order to operate at constant Γ corresponding

to the maximum cp for the turbine.

• Region III (Maximum power region): Between the rated speed and the cut-out speed,

the machine is operated at constant power: this result is obtained in the majority of

the installations by pitching the blades (section C.4.1). In this region, cp is below the

optimum value.

• Region IV: Above the cut-out speed, the rotor is shut off to prevent structural over-

loads and damage.

The threshold wind speeds values for typical modern turbines operated in variable-speed

are [13, 172, 175]: rated speed: 12 m/s; cut-in speed: 5 m/s ; cut-out speed: 22 m/s.

The advantages of variable-speed wind turbines with respect to fixed-speed turbines are:

increased energy capture, improved power quality and reduced mechanical stress. Although

the actual power capture increase largely depends on the wind pattern and control design

[13, 93, 94, 169, 176], the advantages in terms of power quality have been making variable-

speed turbine the dominant technology in wind power [10]. The disadvantages are a more

complex electrical design (chapter 1) and higher costs.

C.4 Power capture control

There are several methods to control wind turbines power output, some of them are common

to both fixed- and variable-speed operated wind turbines [10, 13, 93, 169, 172, 173, 176,

177, 178].

C.4.1 Pitch control

In order to implement this control operation, the rotor blades have to be able to turn around

their longitudinal axis (to pitch) as shown in Figure C.5. This Figure presents a top view

of the turbine blade: the angle β is measured with respect to the rotor plane: β = 0 means
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maximum power capture. When the wind speed is higher than the rated value, the blade

pitch mechanism which pitches (turns) the rotor blades slightly out of the wind. When the

rotor speed reach the design limit, the pitch angle is 90o: at this point, the turbine is shut

off. Conversely, the blades are turned back into the wind whenever the wind drops.

Figure C.5 - Top-view of a turbine blade, assuming wind speed vu perpendicular
to the rotor plane. The pitch angle β is the angle between the rotor plane and
the turbine longitudinal axis [12, 169].

Figure C.6 - Normalized mechanical power absorbed by the turbine as a function
of Γ: increasing of the pitch angle β allows limiting the power absorption at high
wind speeds [169].

The pitch mechanism is usually operated using hydraulics or electric stepper motors.

The velocity of the control system is within the range β̇=5:20 deg/sec [12].

Figure C.6 shows the power captured from the turbine as function of the tip speed.

When the rated power is reached, the pitch angle increases in order to maintain the rated

power. Pitch adjustment is utilized to reduce power for wind speed higher than the rated

value, rarely or never used for low wind speeds.
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C.4.2 Passive stall control

Figure C.7 - Passive stall control principle: above a certain wind speed, the
turbulences created by the wind cause a drop in the power capture [169].

Stall controlled wind turbines have the rotor blades bolted onto the hub at a fixed angle.

A rotor blade for a stall controlled wind turbine is twisted slightly along its longitudinal

axis, in order to ensure that the rotor blade stalls gradually rather than abruptly when the

wind speed reaches its critical value. When the wind speed becomes too high, it creates

turbulence on the side of the rotor blade which is not facing the wind as shown in Figure

C.7 and the driving torque is reduced.

As the blade pitch is fixed, the turbine rotor is quite simple as there is no blade pitch

system required (no additional hydraulics, electrics, or pitch bearings) making the turbine

cheap and simple.

On the other hand, stall control represents a complex aerodynamic design problem, that

include the study of the structure dynamics. Some drawbacks of the passive stall control

include:

• reduced efficiency towards rated speeds

• higher loads, particularly on blades and tower

• larger wake deficits resulting in greater array losses for the farm

• increased wake turbulence

• noise is caused by higher angle of attack during operation

• severe vibrations are to transition period around rated speed where blades are coming

in and out of stall during each rotation

• sensitive to dirty blades (rated power can be significantly reduced)
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C.4.3 Active stall control

An increasing number of larger wind turbines (1 MW and up) are being developed with an

active stall power control mechanism. Technically the active stall machines resemble pitch

controlled machines, since they have pitchable blades [177].

In order to get a reasonably large torque (turning force) at low wind speeds, the machines

will usually be programmed to pitch their blades much like a pitch controlled machine at

low wind speeds.

When the machine reaches its rated power, however, the blades are pitched in the

opposite direction from what a pitch controlled machine does. In other words, it will

increase the angle of attack of the rotor blades in order to make the blades go into a deeper

stall, thus wasting the excess energy in the wind [12].

One of the advantages of active stall is that one can control the power output more

accurately than with passive stall, so as to avoid overshooting the rated power of the machine

at the beginning of a gust of wind. Another advantage is that the machine can be run

almost exactly at rated power at all high wind speeds. A normal passive stall controlled

wind turbine will usually have a drop in the electrical power output for higher wind speeds,

as the rotor blades go into deeper stall.

As with pitch control it is largely an economic question whether it is worthwhile to pay

for the added complexity of the machine, when the blade pitch mechanism is added.

C.4.4 Yaw control

A possibility to control the power absorption is to yaw the rotor as presented in Figure

C.8. In this Figure, γ is the angle created by the wind speed and the rotor axis: increasing

values of γ result in a reduction of the power capture. This technique is in practice used

only for small wind turbines (1 kW or less), because it produces cyclically varying stress in

the rotor, which may ultimately damage the entire structure [12, 169].

C.5 Wind and energy distributions

C.5.1 Weibull distribution

Wind speed distribution is a fundamental parameter in the determination of the feasibility

of a wind power plant and in the design of its component.

Experimental measurements of the wind speeds in different locations show that the

Weibull probability distribution can be used to describe the wind patterns with good ap-

proximation [94, 179] in most sites all over the world [69].
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Figure C.8 - Yaw control concept: in order to reduce the power absorption, the
angle γ between the rotor plane and the upwind is increased [169].

The Weibull probability distribution function w has the following expression:

w =
k

ck
vk−1
u e−(vu/c)

k
(C.7)

where

c is the scale parameter;

k is the shape parameter.

The Weibull distribution (C.7) with k = 1 simplifies in the exponential distribution, with

k = 2 results in the Rayleigh distribution. For k > 3, it approaches the normal distribution

(Gaussian distribution).

Typical values of the parameters c and k for that describe wind distributions are [94]:

• 5 < c < 10

• 1.5 < k < 2.5

Given the above values, one concludes that at most sites the Rayleigh distribution

(k = 2) is a simple and accurate enough representation of the wind speed with just one

parameter, the scale parameter c. Figure C.9 shows the Rayleigh distribution as a function

of wind speed, for different values of the scale parameter c. For greater values of c, the

curves shift right to the higher wind speeds, meaning that more number of days have high

winds.
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Figure C.9 - Weibull distribution as function of the wind speed, c is a parameter,
k = 2.

C.5.2 Effect of height

The wind speed is a function of height above the ground. To correctly determine the wind

energy potential in a site, the wind resource map drawn for 100-m elevation should be

considered, since this is the operating hub energy for many modern wind turbines [13].

The wind shear at ground surface causes the the wind speed increase with height: for

this reason, the height of the wind turbine has been increasing continuously in the last

years. The wind power increase at a certain height h2 with respect to a reference point at

height h1 is quantified by means of the following expression:

vu2 = vu1

(h1

h2

)α
(C.8)

where

• vu1 = upstream wind speed measured at the reference height h1,

• vu2 = upstream wind speed estimated at the height h2,

• α = ground surface friction coefficient.

The wind speed increase as a function of height is shown in Figure C.10, the friction

coefficient α is a parameter. For urban areas, 0.4≤ α ≤3, for farmland 0.002≤ α ≤0.3,
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for open sea, 0.001≤ α ≤0.0001 [3, 94]. This last data allows understanding that the wind

speed on the ocean is more constant than on the land and is not a function of the height.

Figure C.10 - Upstream wind speed as a function of height. The upstream wind
speed vu2 estimated at height h2 is normalized with respect to the wind speed vu1

measured at the reference height h1. The friction coefficient α is a parameter.

The wind speed does not increase with height indefinitely: the data collected at Merida

airport in Mexico show that typically the wind speed increases with height up to about 450

m and then decreases [94]. The wind speed at 450 m can be four to five times greater than

the ground speed.

C.5.3 Energy distribution

Since the mechanical power extracted from the wind is proportional to the cube of the

wind speed (C.2), a small increase of wind speed results in a noticeable increase of power

production. This positive effect is counterbalanced by observing in Figure C.9 that high

wind speed take place with lower probability.

The energy distribution function allows to quantify the amount of energy captured from

the wind in a year period:

e =

∫ vu+∆vu

vu
pawdv

∆vu
(C.9)

where

pa is the power in the moving air (C.2),

w is the Weibull distribution,
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vu is the wind speed.

Figure C.11 presents the Weibull distribution w with k = 2 and c = 6 and the corre-

sponding energy distribution function e as a function of wind speed vu. The peak of the

energy function is different from the peak of the wind distribution [94].

Figure C.11 - Weibull distribution w and corresponding energy distribution e.

C.5.4 Wind power fluctuations

The variability of wind speed is one of the most challenging characteristics in the design of

the power plants, because it affects both the quality of wind energy and the operation of

wind turbines. Managing the variability of wind generation is the key aspect associated to

the optimal integration of that renewable energy into electricity grids.

Two main types of wind fluctuations can be identified:

1. Probabilistic variability of wind generation can be expressed using various time scales:

seasonal variations, diurnal cycles, microvariations due to local turbulences. The am-

plitude of the variation is not of the same order for these three different timescales.

[71]. Only an accurate weather forecast allows predicting the variability of wind energy

production caused by probabilistic wind fluctuations; given the above listed mecha-

nisms for probabilistic variability, forecasting of wind power generation is generally

performed at different time scales:
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Figure C.12 - Tower shadow effect for three-bladed wind turbine: (a) Normal-
ized rotor torque fluctuations and (b) Fast Fourier Transform [12].

(a) Very short-term forecasts (from milliseconds up to a few minutes): used for the

turbine active control [179].

(b) Short-term forecast (48−72 hours): needed for the power system management.

These predictions are used to decide on the use of conventional power plants

(Unit commitment) and for the optimization of the scheduling of these plants

(Economic dispatch).

(c) Long term-forecast (up to 5−7 days ahead): necessary for planning the mainte-

nance of wind farms, or conventional power plants or transmission lines. Planning

of maintenance operations is critical for offshore wind farms, due to their high

maintenance costs.

2. Deterministic wind fluctuations depend on the geometry of wind turbines. ‘Wind

shear’ (or ‘wind gradient’) has already been described in section C.5.2 and affects the

operation of wind turbine since the wind speed at the top and at the bottom of the

rotor swept area may vary significantly when the blades length increases. This process

causes unequal loads on the rotor and therefore may result in fatigue.

‘Tower shadow’ refers to the reduced torque when the blade faces the tower, as pre-

sented in Figure C.12.a. Since in the majority of the modern wind turbines the num-
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ber of blades is equal to three, tower shadow gives rise to triplen multiples harmonic

components of the torque, as illustrated in Figure C.12.b [12, 174].
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Principles of Control Systems

D.1 Notation and feedback control design

The control system design is defined according to a standard procedure, that includes the

following steps:

1. The definition of the system mathematical model. The mathematical model is a

set of differential equations that describes the dynamic relations between the system

input variables and the output variables. When linear and time-invariant systems

are studied, it is assumed that the system coefficients are constant in time. In the

practice, very few systems satisfy this requirement;

2. The linearization of the system equations performed and the application of the Laplace

transformation [180]: this step allows determining the system transfer function H(s).

3. The formulation of the control law and of its parameters: the control manipulates the

output of the system to force the state variables to follow a determined pattern.

Figure D.1 - Block diagrams for elementary control systems: (a) open-loop and
(b) closed-loop with compensator.

Figure D.1.a presents the block diagram corresponding to a first-order system in the

Laplace domain:
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X(s) is the Laplace transform of the input signal.

Y (s) is the Laplace transform of the output signal.

H(s) is the system transfer function:

H(s) =
Y (s)

X(s)
(D.1)

A typical control system diagram for the first-order systems is presented in Figure D.1.b:

this block diagram includes a controller and a feedback loop: the output signal is used to

derive an error term that is the input for the controller.

Closed-loop topologies have the following advantages over open-loop [75, 124]:

• disturbance rejection,

• guaranteed performance even with model uncertainties,

• reduced sensitivity to parameter variations,

• improved reference tracking performance.

The disadvantages are:

• stability problem (the feedback loop introduces additional poles that may lead to

unsteadiness),

• more complex design,

• loss of system gain.

Among the controllers most used in the practice, are the Proportional Integral con-

trollers, that are briefly described in the following section.
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D.2 PI controllers

Figure D.2 - Representation of the PI controller operation in different domains:
(a) continuous-time domain, (b) Laplace domain and (c) discrete-time domain.

The proportional integral (PI) controllers are widely used in control systems for power

converters [89, 124, 130]. By referring to the notation of Figure D.2.a, the PI controller

expression in continuous time domain is:

y(t) = kp x(t) + ki

∫ T

0

x(t) dt (D.2)

The use of the two terms of PI controller is justified as follows40 [124, 130]:

40The use of the derivative term would lead to a PID controller, but the derivative control is discarded in
control of power converters because the commutation spikes and the switch functions have derivatives with
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• the proportional term kp x(t) increases the speed of the response; it is proportional

to the input x(t) that corresponds to the error (difference between the reference value

and the measured value).

• the integral term ki

∫ T
0

dt reduces the steady-state error. The integrator alone does

not work because in case of large disturbances the integrator windup phenomenon

may arise: the integrator continues to cumulate error and drive the output too high

(windup phenomenon). The use of a proportional stage reduces the windup.

In this work, the PI controllers were designed by applying the following steps:

1. The transfer functions (Laplace domain) of the system are identified. For the system

shown in Figure 3.1 the transfer functions are determined in chapter 4.

2. For each transfer function, the closed loop system shown in Figure D.1.b is designed.

The PI controller formulation in the Laplace domain is as follows (Figure D.2.b):

Y (s) = kp X(s) +
ki

s
X(s) (D.3)

3. The choice of the proportional gain and integral gain is based on the phase margin

and gain margin test [181]. According to this methodology, a system is considered

stable if the loop transmission phase margin is higher than 45o and the closed loop

gain margin is higher than 3 dB. In the proposed design, the parameters kp and ki

are chosen to obtain a phase margin of 60o to obtain a safe design; the constrain on

the gain margin is always verified with this choice.

4. The closed loop transfer function, the step response and the phase and gain margin

are plotted by using the functions provided in Matlab Control System Toolbox [182].

5. The controller are discretized by mapping the Laplace domain in the Z-domain [124,

133]. This step is necessary because the fixed-step discrete-time solver is used; the

expression of the PI controller in the Z-domain (Figure D.2.c.) is:

Y (z) = kp X(z) +
ki Ts z

z − 1
X(z) (D.4)

high values [124, 130].
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Theory of Instantaneous Powers

E.1 Introduction

In Appendix B the concept of Park transformation has been illustrated and its applications

to the modeling and control of the induction machine have been described.

In the following sections, the theory of instantaneous powers will be described: math-

ematically, the instantaneous powers are obtained by applying a procedure that resembles

the Park transformation. However, the theory of instantaneous power has been developed

in the 80’s only for the analysis of power flow in three-phase systems, without any reference

to the rotating machines [183].

E.2 Definition of instantaneous powers for three-wires

three-phase systems

In [106] the first definition of instantaneous powers in dq reference frame is presented,

referring to the case of three-phase three-wire systems. The instantaneous apparent power

s is

s = vdq i
∗

dq = (vdid + vqiq) + j(vdiq − vqid) (E.1)

where
[

vd

vq

]

=

√

2

3

[

1 −1/2 −1/2

0 +
√

3/2 −
√

3/2

]







va

vb

vc






(E.2)

[

id

iq

]

=

√

2

3

[

1 −1/2 −1/2

0 +
√

3/2 −
√

3/2

]







ia

ib

ic






(E.3)

and the voltage and current space vectors are defined as follows:

vdq = vd + jvq

idq = id + jiq
(E.4)
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Figure E.1 - (a) Three phase load and (b) equivalent space vectors representa-
tion.

The instantaneous active power p and instantaneous imaginary power q41 are defined

respectively as:

p = vdid + vqiq (E.5)

q = vdiq − vqid (E.6)

In Figure E.1.a a three-phase isolated load is shown and in Figure E.1.b its corresponding

representation in terms of space vectors is illustrated.

The correspondence between the power definitions in the three-phase systems and in

the Park domain have been a source of discussion for many years [106, 185, 186]. The main

reason for such a conflict is attributed in the lack of straightforward power definitions for

the three-phase systems. However, the analysis of this problem goes beyond the scope of

this work.

For the present analysis the instantaneous active power, as defined in (E.5), corresponds

to the conventional three-phase power pt expression:

pt = vaia + vbib + vcic = [va vb vc]
T [ia ib ic]

= [vd vq]
T [T (ϑ)][T (ϑ)]T [id iq] = [vdvq]

T [id iq] = vdid + vqiq = p
(E.7)

The previous result applies because the transformation from three-phase domain to dq

domain is orthogonal [165].

41According to the nomenclature introduced in [106], the power quantity defined in (E.6) is named imag-

inary power. This quantity belongs to the set of the non-active powers [116, 157]. Although the imaginary
power shares some properties with the non-active powers, it maintains its own identity because it is defined
by a unique formulation. In [184] the correspondence between meanings and operation is described in detail.
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Figure E.2 - (a) Three-phase four wires load and (b) equivalent representation
in terms of space vectors and zero-sequence component.

E.3 Definition of instantaneous powers for four-wires

three-phase systems

When four-wires three-phase systems are considered, the flow of currents in the neutral

wires results in zero-sequence voltage and current, defined as follows:

v0 =
1

3
(va + vb + vc) (E.8)

i0 =
1

3
(ia + ib + ic) (E.9)

The instantaneous power (E.5) definition is modified as follows by the introduction of

the zero-sequence components42:

p = vdid + vqiq + v0i0 (E.10)

42In the present exposition, the approach defined in [106] is used. Following publications such as [187]
propose a different definition of instantaneous powers when four-wires systems are considered. However, in
[188] it is proved that the original definitions [106] give the same results, although they were defined for
three-wires systems
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E.4 Instantaneous powers as function of the PF at the load

terminals

The instantaneous active and imaginary powers (E.5) and (E.6) depend on the PF at the

load terminals. This consideration applies to any three-phase load, including three-phase

machines. The three-phase voltages and currents at the machine’s terminals are expressed

as follows:










va = V̂ cos(ω1t)

vb = V̂ cos(ω1t− 2π/3)

vc = V̂ cos(ω1t− 4π/3)

(E.11)











ia = Îcos(ω1t)

ib = Îcos(ω1t− 2π/3)

ic = Îcos(ω1t− 4π/3)

(E.12)

According to (B.33) and (B.34), the voltage and currents space vectors corresponding

to (E.11) and (E.12) are respectively:



















vdq =

√

3

2
V̂

idq =

√

3

2
Î

(E.13)

Given the waveforms (E.11) and (E.12) the instantaneous powers (E.5) and (E.6) are

as follows:






p =

√

3

2
V̂

√

3

2
Î =

3

2
V̂ Î

q = 0

(E.14)

From the above derivations it is learned that if the power factor is unity, the instan-

taneous reactive power q is zero and the value of the instantaneous active power p is a

constant. If the rms value is used instead of the peak value the instantaneous active power

p corresponds to the power measured at the load terminals with the wattmeter:

p =
3

2
V̂ Î = 3V Icosϕ = 3V I (E.15)

where V and I are the rms values for the voltage and currents. If the voltages (E.11) are
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considered and the three-phase currents are as follows:











ia = Îcos(ω1t− γ)

ib = Îcos(ω1t− 2π/3 − γ)

ic = Îcos(ω1t− 4π/3 − γ)

(E.16)

where γ is the displacement between the voltage and the current in the time domain, the

PF is not unity. The same angle γ is used for the three phase because it is assumed that

the system is symmetric.

The α and β current components that correspond to (E.16) are:



















iα =

√

3

2
Îcos(ω1t− γ)

iβ =

√

3

2
Îsin(ω1t− γ)

(E.17)

and the d and q current components result as follows:



















vd =

√

3

2
Îcos(γ)

id =

√

3

2
Îsin(γ)

(E.18)

Under the conditions (E.11) and (E.16), the following space vectors are obtained:



















vdq =

√

3

2
V̂

idq =

√

3

2
Îcos(γ) + j

√

3

2
Îsin(γ)

(E.19)

Substituting the space vectors expressions (E.19) in the instantaneous powers definition

(E.5) and (E.6), the following is obtained:



















p =

√

3

2
V̂

√

3

2
Îcos(γ) =

3

2
V̂ Îcos(γ)

q =

√

3

2
V̂

√

3

2
Îsin(γ) =

3

2
V̂ Îsin(γ)

(E.20)

It is learned from (E.20) that if the PF 6= 1, the instantaneous imaginary power is not
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zero. When γ = 0 (PF = 1), (E.14) is obtained as a particular case. When γ = ±π/2:



















p =

√

3

2
V̂

√

3

2
Îcos(±π/2) = 0

q =

√

3

2
V̂

√

3

2
Îsin(±π/2) =

3

2
V̂ Î

(E.21)

The condition γ = ±π/2 corresponds to the case of purely inductive or capacitive load

(zero power factor): the results (E.20) confirm that in this case there is no absorption of

active power.

As a conclusions, the systems (E.14) and (E.20) describes the case of minimum and

maximum imaginary power absorption, that corresponds to the unitary power factor (γ = 0)

and zero power factor (γ = ±π/2) respectively. For other values of the power factor, the

instantaneous imaginary power will assume intermediate values.
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Fortescue Transformation

The Fortescue transformation [138] is a similarity transformation used for the study of

unbalanced polyphase systems. This method has been intensively used for the analysis of

faults in the three-phase systems. In the following sections, the Fortescue transformation

will be presented for the case of three-phase systems.

F.1 Fortescue transformation and equivalent impedances

According to Fortescue theorem, three unbalanced phasors Y a, Y b, Y c can be resolved into

three balanced systems of phasors Y +, Y −, Y 0:







Y +

Y −

Y 0






= A







Y a

Y b

Y c






=







Y +

Y −

Y 0






=







a2 a 1

a a2 1

1 1 1













Y a

Y b

Y c






(F.1)

where

Y + is the positive-sequence component;

Y − is the negative-sequence component;

Y 0 is the zero-sequence component;

a = ej2π/3 is the Fortescue operator;

A is the Fortescue matrix:

A =







a2 a 1

a a2 1

1 1 1






(F.2)

.

The zero-sequence component is the same obtained from the Clarke’s transformation

(B.6), except for a scale factor. In [92] it is shown that if the matrix A is premultiplied

by the coefficient 2/3, then the zero sequence component obtained by applying the Clarke
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Figure F.1 - The four-wire three-phase system used to describe the sequence
transformation: the phases impedances and mutual inductances are shown

transformation is the same obtained by applying the Fortescue transformation. However, in

principle the meaning of the zero-sequence component is the same for both transformations,

because this component exists only if the sum of the three-phase components is zero.

The four-wire three-phase system shown in Figure F.1 is considered. The mutual in-

ductances between the phases and between the phases and the ground are equal. The

phase-to-neutral voltage are expressed as follows







V an

V bn

V cn






=







Zaa + Znn Znn +Mab +M bn Znn +M ca +M cn

Znn +Mab +Man Zbb + Znn Znn +M bc +M cn

Znn +M ca +Man Znn +M bc +M bn Zcc + Znn













Ia

Ib

Ic







(F.3)

and the impedance matrix Z is defined as follows:

Z =







Zaa + Znn Znn +Mab +M bn Znn +M ca +M cn

Znn +Mab +Man Zbb + Znn Znn +M bc +M cn

Znn +M ca +Man Znn +M bc +M bn Zcc + Znn






(F.4)

If the system is symmetric, the following substitution apply:

Zaa = Zbb = Zcc = Z

Mab = M bc = M ca = Mm

Man = M bn = M cn = Mmn

(F.5)

and the impedance matrix Zsymm is:

Zsymm =







Z + Znn Znn +Mm +Mmn Znn +Mm +Mmn

Mm +Mmn Znn + Z + Znn Znn +Mm +Mmn

Mm +Mmn Mm +Mmn Znn + Z + Znn






(F.6)
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Figure F.2 - The positive-, negative- and zero-sequence equivalent circuits for
the system depicted in Figure F.1, with the substitutions listed in (F.5).

The equivalent voltages are obtained by applying the transformation (F.1) to the system

(F.3); the equivalent impedances are obtained as [92, 137]:

Zeq = A Zsymm A−1 =







Z+

Z−

Z0







=







Z −Mm −Mmn 0 0

0 Z −Mm −Mmn 0

0 0 Z + 3 Zn + 2Mm + 2Mmn







(F.7)

The matrix Zeq is diagonal because the original system matrix is symmetric. Therefore,

the resulting positive-, negative- and zero-sequence equivalent circuits are decoupled, as

illustrated in Figure F.2.
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Engineering Economic Evaluation

G.1 Introduction

Scope of the present appendix is to determine the economical feasibility of the proposed use

of the WECS as a power generator and Active Filter simultaneously.

From an economical point of view, the reduction of power delivered to the grid caused

by derating results in a decrease of the annual income from the wind energy sale. At the

same time, the proposed method allows to save on the cost of the AF installation.

A brief economical analysis will help to estimate under which conditions the proposed

method is more economical than the installation of an AF.

G.2 Derating and power loss

For a typical wind speed distribution (section C.5.1) the energy curve at sinusoidal condi-

tions is the continuous trajectory depicted in Figure G.1 [10, 94]. When harmonic com-

pensation and consequent derating are applied, the energy probability curve is lowered for

wind speeds above the design value, as shown by the dashed curve in Figure G.1. The area

between the two energy curves is the annual energy loss (∆W ).

The cost of annual energy lost due to derating is:

CW = uW ∆W ($/y) (G.1)

where uW ($/kWh) is the cost of electric energy.

The annual cost of the AF is:

CF = uAFPAF
i · (1 + i)N

(1 + i)N − 1
uAF ($/y) (G.2)

where PAF is the active filter rated power, uAF is the cost of the AF ($/kV A), N is the

number of years (budget life), i is the annual interest.
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Figure G.1 - Energy distribution for the variable-speed wind turbine described
in appendix A. The continuous line is the energy capture distribution at sinu-
soidal operation, the dotted line is the curve when derating is applied.

Figure G.2 - The difference between the savings and the loss for each year, when
harmonic compensation by means of RSC modulation is assumed; Ds = 0.8,
i = 0.05 and the wind speed probability function is described with a Weibull
distribution with shape parameter k = 2 and scale parameter c = 8.
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The difference between the annual cost of the AF and the cost of annual energy loss is

∆C = CF − CW ($/year) (G.3)

If ∆C > 0, the use of the WECS as AF is more economical than investing in a dedicated

AF. In Figure G.2, the level curve plot of ∆C is shown as a function of uW and uAF ,

assuming i=0.05 and N=20. The preliminary results show that if the condition

uAF ≥ 8000

3
uw − 860 ($/kVA) (G.4)

is met, then ∆C > 0 and the use of the WECS as AF may be considered. A numerical

example helps to quantify condition (G.3). The point A in Figure G.2 has uAF,A = 420

$/kVA and uw,A = 0.16 $/kWh. If, for the same incremental cost of electric energy (uw,A
= 0.13 $/kWh), uAF is higher than 420 $/kVA, then the use of WECS is more economical

than the installation of an AF; the reverse applies if uAF is lower than 420 $/kVA.

Although simplified, the analysis presented above allows to identify the mail parameters

that affect the economic benefit of the proposed application: the wind characteristic, the

cost of AF and of electric energy. The study conducted above results in a first estimate on

the economic implications of using a WECS as AF and of consequent derating.
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Appendix H

Pulse Width Modulation (PWM)

Pulse Width Modulation (PWM) is a technique used to control the output voltage of a

three-phase inverter. The schematic of the three-phase inverter is shown in Figure H.1.

The switches of the inverter (S1 to S6) are controlled so that the output voltage follows

a sinusoidal waveform.

Figure H.2 shows how the pulses the govern the states of the switches are generated.

The three-phase reference voltages (control signal) are compared with a triangular wave-

form (modulating signal) at higher frequency (Figure H.2.a).

The ratio between the amplitude of vcon,a, vcon,b and vcon,c and vtri is named amplitude

modulation:

ma =
v̂con

v̂tri
(H.1)

where

V̂con is the peak value of the control signal

V̂tri is the peak value of the modulating signal

The ratio between the frequency of vcon,a,vcon,b and vcon,c and vtri is named frequency

Figure H.1 - Schematic representation of a three-phase inverter: the dc-side is
made of two identical capacitors with central tap connected to the ground.
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Figure H.2 - Waveforms for the generation of switching signals for PWM mod-
ulation [34].
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modulation:

mf =
ftri

fcon
(H.2)

where

fcon is the control signal frequency

ftri is the modulating signal frequency

Figure H.2.b,c,d show the output phase voltages, according to the law:











vi0 = vdc/2 if vcon,i > vtri

vi0 = 0 if vcon,i < vtri

where i = a, b, c

(H.3)

Figure H.2.e,f,g show the output line to line voltages, obtained as:











vab = va0 − vb0

vbc = vb0 − vc0

vca = vc0 − va0

(H.4)

The following comments apply to the modulation index [34]:

• Figure H.3 shows that if ma < 1, there is a linear relation between the amplitude

of the output voltage and the amplitude of the control voltages. This is the reason

why in the normal applications ma < 1. In the linear region, the rms line to line

output voltage is proportional to the amplitude modulation index ma and to the dc

side voltage vdc:

VLL,rms =
ma

2
√

2
vdc, (H.5)

• Figure H.4 shows that the spectrum of the output voltage contains harmonics that are

multiple of mf . This is the reason why, in the normal applications, mf is an integer

number with value greater than 20 [189].

.
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Figure H.3 - Relation between the amplitude of the output voltage and the
amplitude modulation index ma.

Figure H.4 - Frequency spectrum of the three-phase voltage: the output fre-
quencies are multiples of the switching frequency.
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