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Abstract

The goal of this IQP is to investigate the economic benefits the societal
impact of peak load reduction (PLR) devices. Such devices are meaauce the peak
demand of electricity during days of unusually high demand, sueergshot summer
days. They can be installed in order to connect and disconnect air coediti
swimming pool pumps, water heaters, and refrigerators. In helpisgndficantly curb
the amount of energy consumed they help to reduce pollution and to postpone the
construction of more power plants.

The proliferation of PLR devices reduces the locational margine¢ (LMP) of
electric energy. An economic study is implemented that estsnthe total savings
obtained by using PLR devices by comparing the total cost ofrieley on a high-
demand day with the expected total cost after installation. Thegyeffect a PLR
device has on the indoor temperature of a typical house is disdated. These two
pieces of information are needed in order to inform prospective PizRedasers of the
benefits and limitations of the device.

To test the public acceptability of Demand Response (DR) pnsgra malil
survey was distributed to a representative sample of 914 homeowntrs {Breater
Boston metropolitan area. The survey results indicated that ighargubstantial amount
of reluctance on the part of the homeowners to yield control of their air coretd, with
about 75% of respondents being slightly or strongly opposed to the ideas lalgo
learned that 15% of the homeowners will welcome PLR devices wittegutesting
financial compensation while, sadly, 50% of the respondents expectiggegated $54
per month or more in order to participate in a DR program. The intamaathered
from the surveys will help regional transmission organizationsQ# Tdetermine the
affordability of implementing DR programs in the future.
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Executive Summary

The goal of this IQP is to investigate the economic benafits the societal
impact of peak load reduction (PLR) devices. Such devices are tneauluce the peak
demand of electricity during days of unusually high demand, suslergshot summer
days. PLR devices can be installed in order to connect and disc@ameonditioners,
swimming pool pumps, water heaters, and refrigerators. Theseeddwawe a relatively
simple construction and can be easily mass produced. Effectiveyerdrgers, they can
help to significantly curb the amount of energy consumed, helpingostpone the
construction of more power plants and reducing pollution.

A typical PLR device consists of a microprocessor-controlledacbmt connected
between a large load — like an air conditioner, pool pump, or compreasor a-120/240
voltage AC supply. In the case of extreme demand the devideesaeradio frequency
(RF) input signal that triggers an on—off process referred tycsig. The PLR device
disconnects the load for a certain period followed by reconnectiorarfother time
interval. This cycling continues until another RF signal isiveckby the device, telling
it to return to normal operation. The device also has the abilityetect so-called
“brownout” conditions — when the peak ons voltage decreases below a pre-established
value — the detection of which also initiates cycling.

The proliferation of PLR devices will reduce the locationalgiveal price (LMP)
of electric energy. The locational marginal price (LMP) is the costeatritity at a given
location in the electric grid, averaged over all nodes in NewdfwlglIFrom the publicly
available records of the Independent System Operator of NewrEh@®ONE) both the
demand (in megawatts) and the LMP (in dollars per megawatt-harr&ath day in
summer 2006 were retrieved. From that data it was possible terimept an economics
study to estimate the total savings obtained by using PLR ddwoesmparing the total
cost of electricity on a high-demand day with the expected ¢ostlafter installation of
the devices.

The effect a PLR device has on the indoor temperature of a tyygaaé was also
investigated by means of simulations. It was determined thahdhe transfer in the

house was governed by (1) the equivalent thermal time constant loddlse (in hours)
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and (2) the power density of the air conditioner (in watts per r3eesred). The former
parameter — assumed to lie somewhere between 5 and 20 hours — depehds on t
insulation of the walls and attic, the types of windows and doors ihdhse, and the
weather conditions. Given a thermostat setting of 75°F, an outdoor teorpeshl 00°F,

a time constant of 20 hours, a power density of 25 %v&nd an on-off time of 30
minutes, the increase in indoor temperature due to cycling was 12°Fpefbent of
energy saved due to the PLR device was thirty percent. Thisofypdormation was
needed in order to inform prospective PLR-device users of theitseamed limitations of

the PLR device.

To test the public acceptability of Demand Response (DR) pnsgra malil
survey was distributed to a representative sample of 914 homeowntrs {Breater
Boston metropolitan region. The goal was to determine how individual homeowner
might react to offers to participate in various types of DR @mog: This information
will help regional transmission organizations (RTOs) or othed-Eexving entities
determine the affordability of implementing DR programs in the &utliihe degree to
which consumers might resist giving up full control of their ainditioning systems and
the size of the financial incentive that would be required to overtoateesistance were
two crucial pieces of information that had to be figured out by means of the survey.

Of the 914 surveys sent out, 246 responses were received, a respensé r
26.7%. Among the topics covered on the survey were the consumers’ pastregqse
with electricity interruptions and outages, their electricityd aair-conditioning usage
habits, their demographic information, and their attitudes toward théypothetical DR
scenarios presented in the survey. The first hypothetical scewasoone in which
consumers would be asked to adjust their thermostat on their ownredft@ving a
request from the RTO or local utility. The second was one in waniehR device would
be installed and fully controlled by the RTO, local utility, or other controllingyenti

The survey results indicated a substantial amount of reluctanite grart of the
homeowners to yield control of their air conditioners, with about 75%esgpandents
being slightly or strongly opposed to the idea. Moreover, twice asy msspondents
preferred the homeowner-controlled (scenario one) rather thanPLf&controlled
(scenario two) DR program. For both scenarios about half of tip@ndents said that

they require $50 or more per month to participate; these indivicaralslikely not
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interested in participating in a DR program under any reasonabéntive scheme.
Between 30 and 40% of respondents said they require a more rapursit ($15 to $45
per month). Lastly, between 10 and 15% of respondents, perhaps motivatekdeby
reasons, indicated they would participate with no incentive at all.

Using a multiple regression model two significant factors tpeddict the
incentive required by consumers were identified: the summer th&imesnperature
setting and the summer monthly electric bill of the consumershéshermostat setting
increased, incentive required increased, all else being equallikely that a higher
summer thermostat setting indicated that the respondent is prestispmsconserve
energy and, hence, is likely to have a favorable attitude towardr@dtams. In addition,
as the monthly bill increased, the incentive required increased, dpartnbecause
respondents might have calculated their incentive as a percentégarahonthly bill.
Those who use more electricity, therefore, appear to be harder to recruit to a Dédrprogr

Although only a small sample population responded to a survey desdmmng
hypothetical DR scenarios, some general conclusions can be drawione, there is
substantial resistance to PLR devices among about half of thplesgpopulation.
Secondly, a great majority of the sample population would require gastibsincentive
to participate in a DR program. It also appears that the sgpoplulation does not have a
good understanding of what size incentive is appropriate. A majorityediomeowners
surveyed are not yet ready to accept PLR devices. An effestiveation program that
promotes energy management and increases public knowledge about D&mgragr
therefore needed if PLR devices are to be successful in reducing peak demand.

The following figures summarize two results of significantée first figure
represents the total savings for New England in millions of dopar day as a function
of the demand reduction in megawatts. The second figure is a histdigat summarizes
the amount of dollars per month required by homeowners as incentigecept the
installation of PLR devices. We learned that even a modest deradadtion of 200
megawatts translates into a significant $40 million savingsaMelearned that 15% of
the homeowners will welcome PLR devices without requesting flaknompensation
while, sadly, 50% of the respondents expect an exaggerated $54 per mamthedn

order to participate in a DR program.
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CHAPTER 1: Introduction

On August 2, 2006, the Independent System Operator (ISO) of New Endjland, t
company responsible for the reliability of the electric gridcarded the highest
consumption of electricity to date in New England. In fact, if 18%6e energy had been
consumed on this date, the consumption of energy would have exceedemtathe t
maximum generation of New England at that time. ISO Newlggaigwould have then
had to cut off power to thousands of households and businesses, or else askdt of
regional brownouts

Every year peak energy consumption increases, and so the addition pbwew
plants and transmission lines cannot accommodate these peaks élyaranner. Some
devastating ramifications that peak days, like 08/02/2006, include the ifdilowhe
increase in the overall price of electricity; increased pdaltutilue to the fact that 1SO
New England is forced to use more environmentally inefficient rgémes; and an
increase in the wear and tear of the transmission lines. Opetaveounteract these
negative affects is by implementing programs called DemBedponse. Demand
Response programs reduce energy consumption during these peak tingggngy
financial incentives to residential, commercial, and industrialggnasers in order to
reduce energy usage during peak periods. This project focuses on then®pof
residential electricity consumers toward Demand Response.

Primarily, Demand Response programs serve to reduce peay eaeisumption
during hot days. In Figure 1.1, the system load, in megawatts, ft8@eontrol area is
shown for two days: A typical summer day in 2006 (07/01/2006) and the hadry
summer day in 2006 as already mentioned (08/02/308§stem load changes as time
passes during the day, reaching a peak around midday when the Ipeahaps most
intense. The peak of 08/02/2006 is significantly greater than tt/01/2006. Demand
Response would work to the effect of lowering the peaks, particudaring very hot
days when the ISO runs the risk of initiating widespread brownouts.

The price of energy is not constant either: The price chargyéseasystem load
changes (as time passes during the day), so one can speakpatéhef energy at a

particular time. In Figure 1.2, the locational marginal pritd1®), in dollars per
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megawatt-hour ($/MWh), for the ISO control area is shown as aidéunof load during
the seven hottest days in summer 2006: July 17, 18, 27, 28, and Augusirdusth
third®.

System Load (Control Area) vs. Hours in the Day
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Figure 1.1: Systemload for the ISO control area on a typical and mery hot summer day in 2006.
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Figure 1.2: Locational marginal price for the seven hottestsdiaysummer 2006.
Each blue point in Figure 1.2 represents one particular hour during otine of
seven hottest days. Thus, 24 blue points are plotted for one daw, dioisa for each day.

A red fit curve is applied to the data, as shown. The equation dit tbarve is in the
upper left.
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ISO New England divides New England into six regions based orgyener
consumption. This project takes a closer look at the Northeast Massdis (NEMA)
regiort. Although NEMA consumes approximately 26% of all the energy usedely
England and has some of the oldest transmission lines and genetfaorsgion has
relatively few Demand Response programs currently in effect.tlier reason, this
project focuses exclusively on NEMA; more specifically, theaBreBoston area is the
target audience for this project.

The IQP project consists of a mass mailing of 914 carefullfgedtasurveys sent
to Greater Boston residents to see what they think about différemiand Response
programs, to find out what their biggest concerns about energy arep @adide what
financial incentive Greater Boston residents would need in ordeart@ipate in these

Demand Response programs.
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CHAPTER 2. Summary of Demand Response

The 1973 oil crisis brought to light the danger of the UnitedeStaeliance on
foreign oil as a means of providing energy, a reliance that #wedtthe stability of the
country’s economy and social wellbeing. Thus, in 1978, the United Stategress
passed the National Energy Conservation Policy Act (NECPA), unkiehvprovisions
were made to ensure that utilities maintained proper enewgysleThis worked to the
effect of conserving energy, as well as decreasing the rdenmaenergy. However,
several problems arose when the practical problem of energy vatieer was
considered more fully.

1. The production of electricity in the United States heavily dependthe use

of nonrenewable resources. Figure 2.1 depicts the percentage oicigyectr
generated by various renewable and nonrenewable energy souvesdinge

that most electricity production comes from nonrenewable resources. Of 4,055
billion kWh of energy produced annually, 63% is produced by electrityutil
plants, while the remaining 37%, from combined heat and power plants and
independent-power producérs The nation’s heavy dependence on
nonrenewable resources in the production of electricity makes adipiavin
constant electricity supply problematic.

2. Moreover, the uninhibited use of nonrenewable resources pollutes the

environment. In order to guarantee reliability in the productioele€tricity

and to prevent further damage to the environment, it is imperativefdhe

that a system be devised that leads to the efficient use eartkeclproduction
of electricity.

In previous decades, the electricity sector in the United Stegased competition
among electricity-providing companies in order to raise the ieffay of electricity
production, reduce costs, and provide the customers with choices. Unfdgtudateto
the continued growth in the use of electricity, the exploitation ottmpetitive market
is no longer sufficient in guaranteeing electricity efficigh Figure 2.2 gives some
indication as to the extent of this continued growth, showing the annc#iaie sales

from 1980 to 2005 among the commercial, residential, and industrial seéteen this
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data, the electricity sales from 2005 to 2030 are projected to secceee to a heightened
demand.

Total = 4,055 Billion K\Wh

Electric Utility Plants = 63.0%
Petroleum [Independent Power
er Producers ombined
Other 3 gog ScEe A C
0.1% / 2 Heat and Power Plants = 37.0%

Natural Gas
18.7%

Other Renewables
2.3%

Coal
49.7%

Nuclear
19.3%

g
Hydroelectric

Other Gases 6.5%
04%

Figure 2.1: U.S. electrical power industry net generation bscpatagé

Because of the conditions aforementioned, the Energy Demand Management
Program, or Demand Side Management (DSM), was introduced in 1978.SMeai@ed
customers to use less electric energy while at the sameemet their demand. To this
end, the DSM gave customers incentives to decrease their ersergiyurthermore, those
companies willing to employ energy-saving approaches as jireddry the DSM were
subsidized by the government. Such energy-saving approaches hetpaidtincidents
of peak demand, during which electrical systems were overwheita demand. The
DSM did not necessarily reduce the total energy consumed; nonsthieleglped to
eliminate the need for creating additional power plants, thdianeaf which costs a
great deal of money and the operation of which negatively imgeesnvironmenit The
process of implementing such DSM-created initiatives is referred to as Demand Response
(DR).

2.1 Demand Response

The United States Demand Response Coordinating Committee defimende

Response as:
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“Providing electricity customers in both retail and wholesaéetekity markets
with a choice whereby they can respond to dynamic or time-baszxs$ i other
types of incentives by reducing and/or shifting usage, paatigutiuring peak
periods such that these demand modifications can address isshess Pricing,
reliability, emergency response, and infrastructure planningrabpe, and

deferral™®.
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Figure 2.2: Annual electricity sales, in billions kWh, from 1®8 203&".

Demand Response (DR) uses several methods to manage the demand from
customers in response to the supply conditions. It is applied in diffareas and in
different ways to achieve efficiency in delivering power, mgkise of market resources,
public policies, and market forces in achieving its objectives. E8durces could be
deployed, depending on the situation, over a short period of time or nwextended
period. Either way, this deployment can be done via interruption or airenlof power
in response to peak demands or even at the customers’ requestvadechdty market
conditions (such as high prices). Among other things, DR serves tcategqubwer
markets through price-responsive methods (e.g., providing custontargeentives). It
also moderates excessive energy use through retail pricingrdopoor delivery by
improving power jamming; and reduces long-term demand in a cestie# and
environmentally-responsible manner. These are discussed in mork ldietaiin the

report.
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Dimensions of Demand Response

Demand Response attends to a variety of socioeconomic problems.ajdréym
of DR focuses on a few specific arkas

. Electricity Demand — DR is designed to meet the growing electricity
demand as projected in Figure 2.2. Among the current DR resourties in
United States aimed at meeting this demand inéfude

0 Real-time pricing tariffs, in which the customer is charged by the
hour and is therefore given the option of lowering consumption
during times in which electricity is expensive. The customer is
charged according to the wholesale market price for electricity.

0 Volunteer Demand Response, in which the customer is paid to
decrease consumption upon request by system operators. There is,
however, no contract under which the customer is obligated to
decrease consumption. That is, he is under no contractual
obligation to do so.

o Direct load control, in which the customer’'s appliances are
remotely cycled during times of peak demand. Cycling is the
process by which a load is turned on and off for a given period of
time. A load is said to be remotely cycled if the cycling is
controlled by means of a device, the operation of which is
prescribed by a company.

. Electricity Pricing — DR uses market-based pricing depending upon the
frequency of peak demand and the availability of supply. Two studies,
conducted by Carnegie Mellon University in 2006, have shown that 4 smal
decrease in peak demand will reduce electricity prices asybem level:

“In a load-shifting simulation . . . half of all possible customer savings can be
obtained by shifting only 1.7% of all MWh to another time of day, irtadiga

that small demand-side changes can make a large differencerehi-time
pricing situation, a 1.7% shift in peak demand could, for example, result i
savings as high as 4.3%, depending on the producer’s strplus
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In Figure 2.3, the price of electricity supplied, plotted agathst
guantity of electricity produced, is monotonically increasing. @eenand
for electricity is price-inelastic — that is, regardlesgha price, the quantity
of electricity demanded remains the same. This is represbgtadvertical
demand curve. The point at which the supply and demand curves intersect is
called the equilibrium point, representing the quantity and pricehethvihe
electricity should be produced and sold, respectively. As DR isimgrhted,
the demand curve is shifted to the left, thereby shifting the bguii point
down and to the left. In turn, the ideal price and quantity of eldgtidce
decreased. Electricity becomes cheaper for the custometeasdf it is
produced®.

Cost-effectiveness and Environment -DR resources reduce long-term
demand, thus lowering the stress on electrical systems. Rhaks the
potential of providing environmental benefits through the increased use of
cleaner supply resources. Serious risks toward the environmentcded
while at the same time investments into new electricabsystdo not have

to be made. DR guarantees less net environmental pollution and céaner

over time.

Supply

reduction

demand
reduction

Qg & Quantity of
Elactiorty

Figure 2.3: The quantity and price of electricity reduction hwithift in demantf.
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Due to its importance, DR is put into service in many locataamsss the United
States. This report, however, focuses on the application of DR wm Kegland,
specifically the Greater Boston region. The current effectsDemand Response,

specifically in the residential sector, will be analyzed.

2.2 Load Cycling

Load cycling is the process by which air conditioners, pumps, conopsessd
electric heaters are turned off and on. When the air conditioningx&mnge, is turned
off, the temperature of the house will rise. When the air conditipisiriurned back on,
the temperature begins to decrease again. This process of turniagdofén the air
conditioning proceeds for some period of time, during which the netyeabsprbed by
the end-user decreases. The rate of temperature increasethehair conditioning is
turned off is directly dependent on the quality of insulation in the hdosa:poorly-
insulated house, the rise in temperature may be significant iadeouse cannot retain
the cool air well; in a well-insulated house, on the other handjdberr temperature is
expected to be less than in a poorly-insulated house for the reémtcen well-insulated
house has a larger thermal time constant (better thermal tios)larhe same argument
holds if the air conditioning does not cool the entire house, but only a room, as in the case
of a window unit.

A simulation was conducted to test the extent of the tempenatiegion caused
by cycling in both types of houses — namely, the poorly-insulated houstheankll-
insulated house. In both houses, the thermostat setting was adjusted and Stilarly
for both the outdoor temperature was 100°F, a hot summer day temperdtereirT
conditioning was cycled off and on. The amount of time for which theasmditioning
was turned off, §rr equaled the amount of time for which it was turned @R, &nd as
the simulation continued, oFr and Ton were increased. For example, initially the air
conditioning was turned on for 10 minutes and then off for 10 minutes;sth@& =
Ton = 10 minutes. After this, the on/off time was then increased tmifQtes, followed
by 30 minutes at the end of the simulation. In total, thereforeg tlere three intervals

of cycling, each representing an on/off period.
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For each interval of cycling the air conditioning off and on, the minimand
maximum temperatures reached in the house were obtained. Thesapihgritermed the
lower and upper limits, respectively, and represented the extemygeratures between
which all the temperatures reached during the interval lied. In botuses, moreover,
three air conditioners of different power were used — one wasBIB lair conditioner,
another 10 kBTU, and still another 20 kBTU. The extreme temperataresath air
conditioner were recorded.

These results are summarized in Figure 2.4 and Figure 2.5, reprgstrd
poorly-insulated house and the well-insulated house, respectively.ggaphs plot the
extreme temperatures reached by the house, with the use ofotdbk three air
conditioners mentioned above, as a function of the on/off time of theagyés such,
several curves are presented in each Figure.

To be more explicit, in Figure 2.4, for each interval the minimumptrature
reached with the use of the 10 kBTU air conditioner is the sanibat reached with the
use of the 20 kBTU air conditioner, and moreover this temperatureinrgroanstant
throughout. With the 5 kBTU air conditioner, on the other hand, the minimum
temperature increases as the on/off time increases. Theseliloweurves are depicted
as dashed lines. Three solid-lined curves also exist, represémingper-limit curves
for the three air conditioners. All three curves are increagintt), the most noticeable
increase seen in the 5 KBTU upper-limit curve. Figure 2dnmlar, except in this case
the 5, 10, and 20 kBTU air conditioners all share the same horizamgalolver-limit

curve.
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Figure 2.4:Poorly-insulated House — Extreme temperature vergaking time.

In both Figures, one notices, as expected, a greater maximum t&mpeaEoss
all air-conditioning types as the on/off time increases from Dt 30 minutes. Upon
comparison of Figure 2.4 with Figure 2.5, moreover, one’s intuition isrocoedi: One’s
intuition states that the temperature variation in a well-inedldiouse ought to be
smaller than that in a poorly-insulated house, and indeed that iheens. As a final
observation, it is interesting to note that the greatest rissmperature is approximately
10°F, when the 5 kBTU air conditioner is used in the poorly-insulated hdbuseis the

maximum recorded temperature variation among the data.

Indoor Temp. vs. On/Off Time (Well-insulated House)
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Figure 2.5: Well-insulated House — Extreme temperature vergabng time.
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Previously, the thermostat setting was adjusted to 75°F and themextr
temperatures reached in the house were recorded as the on/offf tiywing increased.
This was done for three different air conditioners (5, 10, and 20 kBARY. that, in
total, was done for two different houses (poorly- and well-insulated espudow,
however, a 5 kBTU air conditioner was used in a poorly-insulated houseuttieor
temperature still 100°F. The on/off time of the cycling remaireedfat thirty minutes:
Torr = Ton = 30 minutes. This cycling in which the air conditioning was turnédoof
thirty minutes and then on for thirty minutes continued as time vbgntand the
temperature of the house was also measured as time progressedas done for three
settings of the thermostat — 75°, 80°, and 85°F.

Figure 2.6 summarizes the results of the data collection. Thueees are
presented in the Figure: One represents the 75°F setting, arfeeh®@%~ setting, and
still another the 85°F setting. One notices from the Figure lledfirst curve experiences
a maximum temperature variation of 11°F, the second a variatiofFFofa@d the last a
variation of 5°F. Moreover, the temperature is seen to fluctuateplghbetween
maximum and minimum values for every thermostat setting. ititeresting to note that
for the 85°F setting, the data oscillates on average 2°F withmeaspan of up to thirty

minutes on the minima of the curve representing that data. Thetath@urves (for the

75°F and 80°F settings) do not demonstrate this behavior. All of them, however, display a

fairly neat periodic motion, with only slight anomalies in the curves for ¢ianky.

100

Temperature (F)

Time (hours)

Figure 2.6: Temperature versus time for three thermostat gitin
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2.3 The Need for Application of Demand Response in New
England

In recent years, the demand for electricity in New Emgjlaas increased and is
still continuing to grow at an alarming rate. The IndependenteBy©perator of New
England (ISONE) believes that “. . . there is a risk therébelinsufficient availability
from gas-fired generating units to meet peak electricaladelstt’. Figure 2.7 from
ISONE displays the seasonal peak load (MW) during the summer Bxter wwn an
annual basis from 1980 to 2087As such, two curves appear in Figure 2.7 — one for the
summer peaks, the other for the winter peaks. It must be noted thatatee estimated
seasonal peaks calculated assuming the weather at average yeakditons (weather
normalized}®’. Between the years 1980 and 1989, the biggest peak loads of the year all
occurred during the winter: The winter peaks were greater thersummer peaks for
those years. However, in recent years, the summer loads haeendeof greater
magnitude, exceeding winter loads. Indeed, the summer peaks have baéity st
increasing, the entire summer peak curve monotonically inagaSranted, the winter
peaks continue to increase, as well, but at a significantly slatesrthat is, the slope of
the summer curve is greater than that of the winter curve in recent yeaositiast to the
summer curve, moreover, the winter curve is not monotonic: Thenmelate/e high and
low points of peak load between 1980 and 2007. Unless something is done abtbentr
use of electricity, these trends, in which the peaks increasaiath will continue in the

future.

ISONE Control Area Seasonal Peak Load, 1980-2007
Weather Normalized and Forecast
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Figure 2.7:1SONE control area seasonal peak load from 1980ay™°.
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Figure 2.8 provides a means of further analyzing the histopeak demand in
New England. In this figure, New England peak demand (MW) imggatted, but this
time on a monthly basis (January—December). Two continuous curvespegsented on
the same graph — one for the year 2004, the other for 2005. Upon analysie, Z&jig
found to be in agreement with the conclusions obtained from Figure 2b6tHn2004
and 2005, for example, the peak load season occurred during the sumuntrs
(primarily June to September), while the winter months experieaceribly smaller
peak load. Furthermore, within just a span of one year (2004 to 2®@5maximum
value of the peak loads increased significantly during the sumeasios. In contrast,
little change in peak loads from year-to-year is observed duhi@gvinter season. As
Figure 2.7 displays, so now Figure 2.8 confirms, the dire neeontivot summer energy
use.

Mew England Peak Demand
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Figure 2.8: New England peak demand from January to Decemb@d-2005.

A question one might ask is why has demand in recent years begeardnethe
summer than in the winter, that is, why has demand, in a senseddntiin winter to
summer. One might indeed point to the installation — and hence the usacereofind
more heavy-duty electrical equipment during the summer months ptairexthis

perceived increase in demand. In order to comfortably withstan@nhgetatures during
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the summer, many customers choose to circulate the air in rdsdences with air
conditioners; the installation of swimming pools, moreover, is anotikernjyresent in
combating the summer heat. The use of these and other heavyetitica equipment
requires a great deal of power, significantly more than is reduituring the winter
months. As the population increases, too, the massive amounts of powezetidbd be
supplied in the aggregate have increased. Considering these facksnemrwith the
relative ease with which households can now afford heavy-dutyielequipment, the
growth of peak loads during the summer months becomes very explicable.

In New England alone, the use of air conditioners has increaseghort period
of time among residential customers. Figure 2.9 supplies somesiinigreesults’. In it,
the use of air-conditioning equipment among households is plotted in histémra for
the years 1981, 1987, and 1997. The Figure analyzes two types of air-conditioning
equipment: Central air-conditioning equipment and window/wall air-cawditg. The
use of air-conditioning equipment among households, for both types of aitionimd,
is classified according to the following categories which dlesthow often they used it:
All Summer Long, Quite a Bit, Few Days or Nights, Not Used, and Don’t Knissikg.
For both air-conditioning types, three histograms are plotted, oneafdr year (1981,
1987, and 1997), each representing the percentage breakdown of the households into each

of the five categories.
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Figure 2.9: Percentage use of households during 1981, 1987198d for central and window/wall air-
conditioning?.
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Several pieces of information are gathered from Figure 2.8thiit shows an
approximate increase of #between 1981 and 1987, and a total ofslificrease
between 1981 and 1997 for central air-conditioners. Secondly, for windowaivall
conditioners, there is about am 8ncrease in use between the years 1981 and 1987;
between 1987 and 1997, an increase of only 2% is observed, resulting imn@ewse of
10% between 1981 and 1997. This serves to show, to some extent, how air-cowgditioni
use has increased among residential customers.

The above arguments reveal the need for the application of DR m®graNew
England. As has been discussed, DR is designed to meet growatdcgy demand:
Incidents of peak demand would be avoided and long-term demand reduced. In this
sense, DR becomes a viable means to an end when considering thergateaand for
electricity in New England, particularly during the summer, #mal pressing need to
restrain it. On top of this, DR helps to eliminate the need fatioig additional power
plants, ultimately reducing long-term costs, as well as preverdaslarge degree further
damage to the environment through the decreased consumption of fuetogthef

electricity is also decreased, leading to monetary savings on the custamner e

2.4 Purpose and Outline of the Report

This report is concerned with DR programs that are currenthghbaeployed in
New England. Due to the growing interest in regulating elewtrefficiently during the
summer months, the reach of the report only extends so far appgheaton of DR
during the summer. Understanding, furthermore, that a great podfomnergy
consumption during the summer is attributed to air-conditioning use, theisvimcused
on those types of DR aimed at controlling such use. Researchéntoitrently available
DR options in New England suggests three options that could be aypeatiustomers.
The following summarizes these three options:

. Option 1 — An electric device is retrofitted with a voltage-sensing unit.
When brownout conditions are observed, that is, when the voltage lésel fa
below a certain threshold, the device is automatically disconnected.

. Option 2 — The disconnection of heavy-duty electric equipment, such as air

conditioners and swimming-pool pumps, is remotely controlled. When high
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demand conditions exist, loads are respectively disconnected and
reconnected using a remote wireless controller operated lejetieic utility

or a designated company. The process of disconnection does not happen
precisely when high demand conditions are met. Instead, thereletayn
between the time the conditions are met and the time of disconnection.
Different wireless controllers are programmed with differeetay times.

Thus, the disconnection of electric equipment due to these wireless
controllers does not happen all at one time.

To duly compensate the customer, an incentive package may be
offered by the electric utility in which substantial savings oergy costs are
promised.

. Option 3 — A third option is to allow the residents themselves to take control
of their energy consumption. To this end, the end-user would have a high
demand sensor in an accessible location which would alert the end-user
when a high demand period exists. The customer has the option of
disconnecting the air conditioning or of increasing the thermostat setting.

Drawing upon the information acquired in this research, the fieggbmtask was to

design and test a survey in a methodical manner so as to detg@uhi® opinion in

regards to DR. The target audience were homeowners in tladeGEBoston region, or
more generally those who pay an electricity bill in that oegiespecially those
households comprised of several members (such as families), asedpfmw single-
inhabitant occupancies. The survey was sent out to approximately 9d@ntzd

customers in the Greater Boston region.

It is to be mentioned beforehand that, although the proposed DR options have
been implemented in the past in other regions, this approach has beeyeapplied in
the Greater Boston region. For this reason, the report is conceittedhe potential
public acceptance of DR in this regi®@HAPTER 3: Summary of Research on Demand
Response Companiegxpounds in detail the application of DR by other companies.
Moreover, the survey was implemented keeping in mind the fact lileaieventual
underlying purpose of the survey was to evaluate the acceptapogposed DR options
among customers in the Greater Boston regiBRAPTER 4: Survey Methodology
describes in some detail the reasons behind choosing to do a ssrwasl| as the many
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factors that must be taken into account when conducting an effeaimeys
representative of the population.

The survey is a clear presentation of the benefits of DR, #sawseof any
obligations required of DR on the part of the custor@®APTER 5: The Surveyworks
to the effect of describing in detail the rationale beyond egemstion asked in the
survey, as well as lists some useful interrelationships betvgeseral variables.
Predictions as to how these variables relate to each othemaate within the pages of
this chapter.

CHAPTER 6: Data Analysis and Discussionmoreover, explores into great detail
the statistical analysis of the data collected from theestst Among the several topics of
this chapter are the analysis of the demographical descriptidhe odspondents and the
regression plots for thirteen supposed correlations between varipidesnt in the
survey.CHAPTER 7: Economic Modelpresents a brief economic model, wi@lgaPTER
8: Conclusionbriefly summarizes the final results of the entire reportti@aarly those
obtained in the previous chapter.

Summarizing, the goals of this Interactive Qualifying ProjdQP) are the
following:

1. To explore the proposed DR programs seeking to reduce peak demand during

hot summer days,

2. To evaluate the acceptance of DR among customers in the GBzetiem

region,

3. To determine the attitude of the community toward the reduction d&& pea

demand,

4. To discover the willingness of those customers to participatesuich

programs,

5. To discover what would motivate customers to participate in DRranos,

and

6. To estimate the benefits that result from the implementation of such programs.
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CHAPTER 3: Summary of Research on Demand
Response Companies

Demand Response (DR) technology is by no means new. Comverge Technologies
and Honeywell are two companies that have employed DR programs in the past and that
continue to do so. This chapter proceeds at length to detail information about these two

companies regarding the implementation of their respective DR programs.

3.1 Comverge Technologies

Comverge Technologies is a leading provider of innovative energyigetatie
and infrastructure for energy suppliers and their industrial, caciadgeand residential
customers. It accomplishes these tasks through the development anghaeylof load
management and control systems, backup capacity, and realrtérgy elata collection
and management, as well as other initiatives to reduce energy aod improve
distribution system reliability.

One of the most successful programs in Comverge’s history has theen
CoolSentry program. The CoolSentry program is an innovative appamaioped by
Comverge Technologies as an emergency DR mechanism. It isiabsemtquick
response initiative that provides a robust tool to help forestall pemergencies in real-
time, particularly during critical, hot summer weekday afternoot® program is an
entirely voluntary service that contributes to a more efficient and reliaddérielty grid.

The CoolSentry program was initially introduced in Fairfield Caticat on July
13, 2004 in direct response to the growing electricity peak demand nenoesouthwest
Connecticut. Figure 3.1 depicts the regions in Southwest CT with thestiglectricity
demand and hence targets for Comverge’s DR mechanisms — Faitbelity, New
Haven County, Litchfield County, and Hartford Couffity

The concept behind the CoolSentry program is simple: When a séeetage of
electricity supply in Southwest Connecticut occurs, Comverge igettf the situation
by the regional power system operator, namely ISO New Bdgfaomverge is then able
to reduce electricity demand within minutes by sending paging signals tivatesimall,

outdoor CoolSentry devices connected to central air-conditioning or heat-pum
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compressors. Once the paging signal is received, particiganmgressors are cycled off
in that the CoolSentry devices interrupt the flow of electritotghe compressors on the
customers’ air conditioner or heat pump. This interruption occurs up toiriiies each
half hour, affecting only the flow of electricity to the congsers. In this way, the
demand for energy is reduced and therefore the cost of elgcisckept sufficiently
stable.

Fairfield County
Mew Haven County
B Lirchfield County

B Hartford County

Figure 3.1: Regions in Southwest CT with the highest eleciridiemand’.

In understanding the mechanics of the device itself, one notes tr@boliteentry
device is a wireless receiver typically connected to theomests outdoor central air-
conditioning units via a low-voltage (24 V) wire that goes from Hegrhostat to the air
conditioner’'s compressor. When the signal is sent to activatteeatlevices in the area in
the event of an electricity shortage as previously described, thelcair-conditioning
units are temporarily turned on and off until the power emergenesaved. Figure 3.2
depicts what these devices, installed near existing outdoor airticomaly units, look
like?®.

The device turns off the compressor just as if the customer twddnthe
thermostat setting to a high enough temperature so as to turin ¢beditioner off for 15
minutes. Thus, the CoolSentry device is not only a receiver thaivescthe control
signal from Comverge, but also one that does the control. The extémtsaf devices’
control is significant in Southwest Connecticut, noting specifidadly Figure 3.3 shows

the widespread availability of these CoolSentry devices in the fégion
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The CaoolSentry dewvice is installed near your outdoor A5 wnit.
Figure 3.2: CoolSentry device implemented by Comverge Techrieft
Small businesses and residential customers who actually pédicipathe
program are also offered an annual incentive package. This carfs&st$20 thank-you
bonus check or a CoolSentry Green Tag Certificate for resitleastomers. The Green
Tag Certificate is a guaranteed purchase of clean renewadigye including wind or

solar power. Similarly, commercial customers receive a $50 thlankcheck on an
annual basis in addition to $30 for each mechanism installed on an outduat a&-

conditioning unit.

Towns where CoolSentry is available

>
s
T
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[ Fairfield County

[0 New Haven County
O Litchfield County
@ Hartford County

Figure 3.3: Regions in Southwest CT with CoolSentry devites
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Notwithstanding their already significant contribution to DR program is
expected that as enrollment in the program grows, CoolSentrp&dthme increasingly

more effective in helping with local power emergencies.

3.2 Honeywell

As an overview into a large company, Honeywell has more than 145 pé
experience in building and optimizing facilities across the glob®org the many
services Honeywell provides, notable among them are its sesalitffons, maintenance
upgrade and renovation services, and energy solutions. Honeywell alsdis,inst
integrates, and maintains the systems that keep facilitiedugtive and energy-
efficient.

Understanding the great need to alleviate the effects causepedk-load
situations and in an attempt to provide assistance to utility congpanieng crucial
periods, Honeywell has developed a selection of demand reduction proghéchshey
have made accessible to such companies. Their utility clientslex€on Edison, City of
Houston, and Reliant Energy, among others. Their clients controflaofo800 MW of
load through the installation of over 600,000 load management devices contnoiting
only the use of central air-conditioning units, but also of other Igaelstguch as electric
hot water, heat pumps, and pool pumps. Their programs are both residentia
commercial in nature, impacting hundreds of thousands of constimers

In general, Honeywell is also in the business of providing energyagement
solutions with the intent of delivering savings and improving efficies, one of several
services that sets Honeywell apart from other companies. Theargy Affordability
Programs,” for example, promote consumer education and, in theirnmaptation of
energy-saving measures, have aided thousands of customers in using r@oeegy
wisely*’. In the way of commercial programs, moreover, Honeywell offérat they call
flexible and customized energy management services; through theyn provide
temperature controls and automation systems, install energieetfiequipment, and
help companies track their energy consumption, as well as reporretgze energy

demand?®
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Moreover, Honeywell offers its customers an energy performanog&act that
guarantees energy savings. They begin by collaborating withustemer and its own
staff so as to define the requirements of the contract. Therctmeluct a thorough audit
of the customer’s utility operations — electrical, lighting, h&gtcooling, and water — in
order to determine how much money the customer can potentially Based on this
information, Honeywell designs and implements a program to imptbgeenergy
efficiency of the customer’s organization. Finally, Honeyualerages the money saved
on energy and operating costs to pay for building improvements. If thheenergy
systems fail to reduce costs as required in the contract, Hefleywakes up the
difference of the loss. Any savings above the guarantee, howewdor dhe customer to
keep™.
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CHAPTER 4. Survey Methodology

The main goal of this project was to determine the responsenagéowners in the
Greater Boston area to different demand response programsiipgrt® the use of air
conditioning during high demand times. An important objective of tmgeguaddresses
the incentive necessary to generate homeowners’ participationnifibbproposal made
to ISO New England, accepted in September 2006, was a twofold appraagliocsis
groups and a mass mail survey.

The focus group would consist of approximately 10 to 20 randomly-selected
people who live in the Greater Boston Area. There would also beasevetergraduate
students working on the project that would be leading the focus group. Tusedamps
would provide a good base of knowledge that would include what incentiviastors
motivate people to participate in future demand response programss.kifowledge
would be used to design a survey that would be more attuned tagbedadience and
hopefully raise response rates. However, the focus group ideateasilopped because
of two main reasons:

1. There are many demand response programs active right now. dfldingse
programs have had successful focus groups and marketing ssateganing the
strategies used by other companies, specifically Honeesii Comverg&, would be
more practical than starting a focus group. Both Comverge and Honéyavella client
base that exceeds any focus group we could construct.

2. The project had limited resources and team members. Thefcskrting a
focus group in the Greater Boston area required access to tratigpora sufficient
financial incentive for the focus group, and a place to talk to dhasf group for the
required time. The cost of this procedure as well as therierded to create and monitor
a focus group exceeded the benefit of actually conducting it.

With this in mind, it was decided that the mass mail survey sbuld be scaled
up from 800 surveys to 914 surveys. Each of these surveys would be cealstrsicty
Dillman’s “Total Design Method” outlined in his bodkdow to Conduct Your Own
Survey®. This book outlined a simple method called the “Total Design Methotttes
both a simple approach and concentrates on minimizing errors. AccdaiDdiman,

there are four main errors that commonly render a survey ineffective:
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1. Coverage Error

The coverage error occurs when potential respondents are not inahutthedtotal
potential applicant pool. This can be caused by many reasons. A coreasam iis that
the potential respondents are sometimes selected from a teldptaon@nd that many
people either do not own residences or are not listed in telephone books, thus
misrepresenting the selected area. Another example would beniobtaa list of
households that pay electricity. This list however would excludeealple who rent from
a landlord who pays their electricity, as well as double counts pagmleown multiple
dwellings in the selected aréa

To counter this error, the project purchased a consumer listgirine company
Info USA, which specializes in generating consumer marketisig that minimize
coverage error. Info USA accomplished this by using multiple ssustich as electricity

bills, phonebooks, and voter recotds

2. Sampling Error

In addition to the coverage error, another main error that plagugsysuis
sampling error. Sampling error occurs when the number of applicaptsportion to the
total possible population of applicants is too small. This tendsugsedaconsistent data.
For example, if the survey size is too small, then the probaHilittythe distribution of
possible respondents accurately represents the total population msamimhis will be
explained later and in more detail in the survey results seetioen the data is

examined®.

3. Non-Response Error

The third error that causes survey inaccuracy is non-response €hgr is
described as follows. How many people respond to the survey id dadleesponse rate,
which is given as a percentage — the number of people who responded Oiyithesl
number of people asked to respond. If this percentage is too lowhdrdsto gauge
whether the survey is successful because not enough people resfmgdean accurate
ratio. This in effect reduces the sample size of the survksp, Aach non-respondent
adds a significant chance that only a certain demographic gbfhgation is answering,

thus leading to an unwanted bias.
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To minimize non-response several actions were taken: Prigavdy had a
postcard delivered to each person notifying him/her that he/she wadee survey.
This was a courteous gesture that has been proven to increase respi@sse
Additionally, a follow-up postcard was sent after the survey tmind the non-
respondents to respond if they did not already. If the survey was ceved after the
second postcard had been sent, then an additional survey with a t¢twrernsés mailed
again to remind the non-respondents to fill out the survey. In this \aalj, gerson was
given three chances to fill out the survey. In addition to thesendems, a two-dollar
incentive was included in an attempt to increase response rates.

Another factor that has been shown to increase response rétesfagt that the
survey was sent out by a university and not a private company.ugowet all of the
non-response factors could be maximized, since the target audiescéhe general
population that uses electricity in the Greater Boston area.ig hatsay, the survey was
not specifically targeted to an audience that was most likelyespond. Moreover,
considering the survey itself was regarding a technical subjettwas not simply an

opinion poll, the response rates were slightly reduced in light §Pthis

4. Measurement Error

The final error that must be accounted for is measurement deasurement
error occurs when respondents do not fill out the survey as intendsiikieB that cause
measurement errors include unclear questions, questions filled oupenly; biases in
the question wording, and even the sequence in which the questions an¢epteBleere
is no foolproof safeguard against measurement error. Each paheo$urvey was
carefully scrutinized, and several non-technical test subjects wged to give feedback.
There are also several questions that overlap as well aslsepen-ended questions that
require some level of thought to answer properly, so carelgssmésnts can be weeded
out™,

These are the basics of the survey concepts as promoted by #ieDE&sign
Method used by Dillman. Besides accounting for these errorsanedtabove, variables
were assigned to each question in the survey. In the data anakygeral correlations

were made between different variables. Hence, questions that/emrsimilar had to be
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consistent with each other such that a clear correlation could teemileed in the
analysis of the results.
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CHAPTER 5. The Survey

The survey in its totality covers the following topics:

» Customer willingness to accept the peak demand notification device,

» Perception of the benefits, costs, and risks associated with the device,

» Customer’s summertime use of air conditioning,

* Personal experience with power outages,

» Demographics, such as age, income, education, and gender, among others.
The survey is divided into four main subsections:

1) Preliminary questions on energy use,

2) Explanation of demand response programs and generic questions,

3) Presentation of prospective programs (Options One and Two) and questions,

4) Demographic questions.

5.1 Preliminary Questions on Energy Use

Overview: Consumers were first asked questions regarding their energy use. Since

a large part of what demand response programs do is to helpinieriruptions and
outages, it was deemed of first importance to discover how farodissumers were with
interruptions and outages — that is to say, how many interruptions/outaggs
experienced in the past, their average duration, and the consumersfleietomfort,
among others. The reasoning was that consumers with more experience iea s aid
be more willing to participate in the programs. From there, and demsg the main
focus is the use of air conditioning during summer months (repregemti@arge portion
of energy use during the year), the team proceeded to investigadtdically their air-
conditioning use. As preparation for the financial-incentive questiskedalater on in
the programs section, the consumer is asked to estimate not their monthiy kikdut
their summer monthly bill.

Question T Have you experienced any electricity interruptions/outages Iager than
half an hour at your primary residence in the last summer(June to
August)?
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Question 1 above works to the end of finding the reader’'s experience with
interruptions and outages. This question is specific in two ways: iBose interruptions
and outages longer than a half hour and experienced within theutastes are under
consideration here. Their longevity is important in that short occuesent electricity
interruption are taken as being minimally inconvenient or even noteyoBésides
confining the temporal scope to the summer months (which was agreedite months
June to August), a further confinement to the most recent summehsnantboth
pragmatic and necessary. Remembrance of interruptions/outagedofignsummer’s
past is most certainly rare and, even then, unreliable, and configgoieno avail in
accurately gleaning information from the survey, perhaps only lgadirfrustration on

the part of the reader.

Question 1(cont’d):
* Please estimate how many you experienced in the last summer.
* How long did these interruptions last on average?
» How discomforted were you by these outages?

The second part of Question 1 is contingent on the readers’ respoiise to
previous question. If readers confirmed previous experience, then threes pié
information are required to be supplied by them. In the firsteplagth again a special
confinement to within the last summer, the number of interruptionsrierped, as well
as their average duration, becomes known. The underlying purposees$ar follow-up
guestions is apparent when considering the end goal of the surveyisThath this
information, it is possible to find out the severity of interruptionsfgesain a given
region, and hence the necessity of demand response programs ir. depecdically,
however, these serve as a barometer to gauge the impact of g¢ddcigy performance
on the reader. To complete the picture, the level of individualodifort caused by
outages is a clear indication as to where the reader’'s opinenTli®se readers who
deny any previous experience with interruptions/outages within tls¢ g@mmer
(hopefully, a small minority) are free to move on to Question 2¢esiany further
discussion of interruptions/outages never experienced is obviously meaningless.

As previously stated, the crux of the survey, and indeed the entiretpia@s in
controlling air-conditioning (heavy-duty equipment) use. As s@iestion 2as to the
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existence of air conditioning in the primary residence is both sadBsasked and of

obvious intention.

Question 2 Do you have air conditioning at your primary residence?

The emphasis on the primary status of the residence in questexidésl to
remove any ambiguities inherent in the survey. As in Question @ntngency clause

immediately follows.

Question 2(cont’d):
* What type of air conditioning do you have?
» At what temperature do you usually set your thermostat during the summer?
* On a typical hot (greater than 90°) weekday during last summer, howong

did you use your air conditioning?

* How often did you use your air conditioning between May 2006 and Caier

2006 during days when the temperature was less than 90°?

This clause informs the team of first importance the kind otaiiditioning in
use, if this is known to the readers themselves. The flexibilitiie readers to changes in
their air-conditioning systems becomes lucid in light of this, evhil the same time this
guestion sheds light on the degree to which the air conditioning is baéds,tthe power
outputted on average by their air-conditioning systems. To this end, nifgenof hours
per day the air conditioning was used during a typical day ofsiammer would be
invaluable data in calculating the extent of the power use and, contlgghew much
electricity can be saved in implementing a certain demand resgvagram. With the
addition of the information regarding the temperature at which éaeler set his
thermostat during the summer, it is possible to estimate theretife between the usual
temperature of residences as uncontrolled by demand response anchpgbeatere of

those same residences under the implementation of demand response.

Question 3 What is your average summer monthly electric bill?

In what follows,Question 3is regarding finances. As the survey is geared toward
summer use of electricity as opposed to yearly use (as theeCRagrved to show), the
readers are asked to estimate their summer monthly elbdtrior the following reason.

If the participants are to be financially reimbursed for thearticipation in the
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implementation of demand response programs, and if this savinghie tftentimes
automatically discounted from their monthly bill, then the summer hiptill must be
known to the extent to which it is possible to ascertain the thakstiadcceptability of
the programs insofar as they work for the consumer in saving himymoaey he both
wants and needs and which must be made sufficiently large sofasilitate, but not
necessarily guarantee, participation.

Question 4 Overall, what is your biggest concern with electricity and energy?

This subsection of questions has its terminuQuestion 4,a broad overview
question, the answer to which makes known the general sentimehe okader in
regards to the present crisis, and of this sentiment the divisrtenthi@e and clearly
drawn: Financial concerns (cost), comfort concerns (preventinguptemns/outages),
and societal or environmental concerns (providing for renewable aad ehergy). The
existence of other concerns outside of these is acknowledged in the @iptDther,” the

expressing of which is provided for by the space given immediately below.

5.2 Explanation of Demand Response Programs and Generic
Equations

Overview: The next subsection begins by defining for the consumer demand
response programs — what they are, what they do, and what nkeétbere on the
consumer level. One notes that even if the consumers do not own aiiarondjtthey
are asked to proceed as if they did, eliminating the possibflityblank returned survey.
A major term that follows from the discussion of demand responsegmsgs the term
cycling, stated simply as “shutting off and turning on the air ¢mmng . . .”, the result
of which is a temperature increase in the room, as the conssmeformed. “Will
consumers be discomforted by this?” is the question necessark,t@emging as an
indicator as to whether or not they will participate in the pnograAs the concept of
cycling is very nebulous without an explanation as to the method bghvehroom is
cycled, different ways of cycling air conditioners are natyrakpounded. From the
research, it is known that installing a device on pre-exigtingonditioning units is one

such method. After a brief explanation of this method, the consunyoispted to
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describe how he or she feels towards the situation in which thegyslautomated by
the device.

Question 5 Do you believe you would notice, and be discomforted by, ththange in
temperature?

Question 5has as its preface a brief discussion as to what demand respons
programs do to save power when energy use is high, that ise lpydbess of cycling as
previously mentioned. The content of Question 5 then lies in understanditey¢hef
discomfort the reader would most likely experience on account ofrtbikod which has
been just proposed. The reasoning behind asking Question 5 is straightfdromae is
under the reasoning that a lack of discomfort would generally ir@diaafavorable
disposition to the method, whereas a strong discomfort would on the imdalate the
opposite, an unfavorable disposition, the assumption moreover being thatirepth s
reasoning does not necessarily predict a chaotic realityewtnere factors come into

play, factors which the survey in its entirety tries to deracinate.

Question 8 Which option best describes how you feel towards this situation?

Another such factor is not simply the method of cycling (theory) theitway in
which the cycling is practically executed (practic®uestion 6 brings the readers to
make their stance known regarding the matter of practice, g@dlgifthe practice (of
foremost importance) of automated control. This question filtersxtbemation obtained
in Question 5 when, for example, readers who would not be discomfortegtlirygcin
theory make it expressly clear that they are opposed to theideg#omated cycling in
practice due to their lack of control. On the other end of the sectt is possible for
individuals to not mind power companies controlling their air conditioningngyseak
hours, as the first option of Question 6 indicates. In the middle grounsetbead option
is added in the event that the trustworthiness of the company carade sure in the
mind of the reader, a nebulous concept, or alternatively, in the evenththgower
company can draft a contract under which the use of the cyclingedean be
systemically controlled by a proper and trustworthy agent. Tteneto which the power
company wishes to pursue such dealings would be made known by #iveltesults

of the survey data and is hence contingent and uncertain.
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5.3 Presentation of Prospective Programs (Options One and
Two) and Questions

Overview: After the generic questions on demand response programs are
dispensed, one arrives at the real crux of the survey — the exaai@pecific programs
“under consideration for adoption in the Greater Boston area.” Threréwa such
examples, properly named Option One and Option Two, which again cometHeom
research. In Option One, an energy reduction program, consumers areéhgivaoice to
either shut off their air conditioning completely or to raise #magerature of the room
during days of an expected shortage of power. The consumersareadfthat they can
refuse participation at their discretion. In contrast to the chmiesented in Option One,
Option Two plays off the idea of cycling as presented in the pregiecton. Being now
familiarized with the term cycling, consumers are told thati@ Two is one in which a
device is installed free-of-charge on their air-conditioningsuriiirthermore, consumers
aer given more information to make a decision by telling them for how manyg aalay,
as well as for how many days a year, cycling can beategeto occur. Apart from
Options One and Two, in the research no other viable program optiondouere for
use in the region.

Two questions following each program description are also asked and, f
consistency, these two questions are the same for both programs.

Questions 7, 9 How interested are you in participating in this program?

In Questions 7and 9 the readers are out rightly asked to quantify their intenest
Options One and Two, respectively, on a scale of one (not antatested) to five
(strongly interested). Without question, the reason beyond this is toitgtiaaly
measure the favorability of each demand response program, both on an indicalaa
and on a larger, regional one, the latter of which is necessa&not® when considering
wide-scale implementation.

Questions 8, 10 If a financial incentive were offered, what incentive would icrease
your likelihood in participating in this program? (Please indicate
the closest minimumamount.)

The second questionQuestions 8 and 10- is interesting in that it shows how

much the readers value their comfort (a nhon-market quantity) bgaitidg how much
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money they would have to receive to participate (contingent vah)at This,
accordingly, serves as a barometer, revealing how much consuroeld ave to be
compensated, on average, for their participation. Such is the muimgdiorce behind

the content of those questions.

Question 1 Which option is more appealing to you?

In Question 11,the readers are presented with the choice of choosing which
option is more appealing to them. In the aggregate, this repredemtsltimate
favorability of one program over another and is hence a major factor in makingsendeci
to implement, if any is implemented at all. Moreover, if thedeza are unsure of their
partiality to one or the other of the programs, or if they like lopitons equally, this is a
good time for they to make a solid decision one way or the othberkitay, the readers
are then asked to communicate the reasons behind their choice.

Thus concludes the questions regarding electricity use and demaodsesin

the next subsection, simply demographic questions are asked.

5.4 Demographic Questions

Overview. The demographic subsection concludes the survey with simple
guestions asking the consumer to identify such things as gendeetlage background,
and annual household income, among others. Such questions are also usefybrier a
who wishes to study the influence of demographics on energy use ifuture. The
usefulness of the demographics for our purposes is visibly seaghinof the data
analysis process that follows the return of the surveys. The depmndé the data on
such factors as income, age, and residence type is to be consddiesl ISO decides
how to implement these programs. Regression patterns, as well stattbcal analysis
of the data, will give us better insight into the significancehef data, and will help us
decide the public’s perception of the programs.

Among the demographics, of particular concern are the followhgg:, annual
household income, the number of adults and children/minorBving in the residence,
andthe type of residenceAge would be a factor especially when households in which

elderly individuals live in some respect are hindered from participatecbdbe apparent
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discomfort the programs would cause the elderly. With respemriaal house income,
the trend would be that greater income requires a greater fihamagative to be offered,
whereupon participation is contingent on the size of this incentivednmte to the
consumer. Alternatively, it can be argued that with a gréateme level, the decision to
participate does not come from a desire to receive money, but fi@ifieeling that one
would be participating in a worthwhile, beneficial, and lasting program.

Moreover, the number of individuals living in a certain residencghmplay a
role in that a larger household, for example, might have to, on the ode d¢eter to a
greater number of wants and desires (especially of childremnahe other hand, make
decisions with the intent of saving electricity and therefore money. Theefanight lead
to the refusal of participation, whereas the latter might teason for participation. The
type of residence, in and of itself, could be a deciding factopadicular note being
smaller residences (perhaps apartments which individuals redt)aager residences
(perhaps houses which individual own).

Following the demographic questions, the readers are left spacwke their

comments, concerns, or suggestions known if they so wish, concluding the survey.

5.5 Interrelationships that can be Explored using Regression
Analysis

As shown on Figure 5.1, the survey explores the important inteardhips
among the following variables.
» Theageof the respondents is compared to:
o The amount of air-conditioning (AC) they use,
o The level of interest they have in both Demand Response (DR) pmgram
and

o The financial incentive they need to participate in the programs.
These relations will help in mapping the age distribution of resposid®etrested
in DR and the financial incentive they require. It is expecteat thider
respondents will use their AC more often and that therefore fhrencial
incentive to participate in the programs would need to be larger to duly
compensate them.

* Educational backgroundis linked to:
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o Financial incentive,
o0 The average summer monthly bill, and
o0 The level of interest in the DR programs.
The relations between these variables, particularly theioesdtip between
educational background and financial incentive, might yield some useful
information needed in developing economic plans for power-supply companies
interested in implementing DR programs. Depending on the educational
background of the respondents, the favorability to DR programs is texpar
change; in particular, one expects that more highly-educated respondentsare
likely to favor the DR programs.
» Annual household incomes related to:
The level of interest in the DR programs,
The average summer monthly bill,
Financial incentive,

The amount of AC usage, and

o O O O o

The number of air conditioners.
It is expected that the higher the annual household income is, the tigher
average summer monthly bill will be, due to an increased use inVI@over,
respondents with higher monthly bills are expected to show moresntaréhe
DR programs, although it is likely that they will require ager financial
incentive.
» Thenumber of air conditionersis examined in comparison with:
o Financial incentive, and
0 The average summer monthly bill.
Simply put, the larger the number of air conditioners or the AQeysthe larger
the monthly bill. For this reason, it is expected that the respondéhtse more
interested in DR programs and will consequently ask for a ldiigancial
incentive.
e Thenumber of adultsis compared to:
0 The number of air conditioners, and

0o The amount of AC usage.
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The number of adults is expected to be directly proportional to the mwhbée
conditioners and hence the AC usage: A household with a greater number of
adults is more likely to have a greater number of air conditianarse; it follows

that the AC usage for such a household would be higher than average.

\ Interest in Program
O

Inter est m Pr og;l am tion 1

Educational Baclgw—/' Option 2

Type of Air
Conditioners

Average Summer

\ Monthly Bill
P

Type
Residence

Annual Household
Income

Number of Air
Conditioners

Ly Number of

Amount of o — LG

AC usage

The arrowheads here are used to indicate
which variable will be treated as an
explanatory variable in a plot. It is not
meant to show causation here.

Figure 5.1: General graph showing variables that can be explafth regression analysis.

5.6 Conclusion

Upon consideration of the types of questions required of a good sunteyetha
determines public opinion, it seemed the survey would do well tatascehe proper
information to that end. The completed survey, along with a letterdting both the
IQP team and the purpose in conducting the survey, was sent out ¢xiaztely 900
households. Prior to the arrival of the survey, consumers received Gangogteeting
them with the message that a survey would be sent out shortly arttielteam would

appreciate their timely response.
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CHAPTER 6: Data Analysis and Discussion

This chapter of the report will analyze the data collected filoensurveys that
were sent to homeowners in the Great Boston area. The analydmolvinto possible
correlations between various variables — such as annual household inceeheofle
education, age of the respondents, the number of children and adults in the libusehol
among others — with the willingness of the respondents to participagée Demand
Response (DR) program, the financial incentive they seek, the awfaainiconditioning
they use, and more. Moreover, the opinions, choices, and demographics of the
respondents are represented in histograms. The statistics diftaimethe demographic
data are compared to the demographic distribution in the Greater BostoThis shows
the extent to which the opinions of the respondents, falling into edebary of interest
(age, ethnicity, annual household income), represents the regpdethographic group
in the Greater Boston area.

Using the information acquired from this analysis, it is possibledraw a
conclusion on the acceptability of DR programs among homeowneliseirGteater
Boston area. Furthermore, the financial incentive required to pat#écipaa particular
DR program will indicate the willingness of consumers to pai in a DR program.
Analysis of the relationships between the most influential vasafiteose with strong
correlation coefficients) will be carried out. Multivariable reggion will be used to
create a linear model that uses the most influential varidtdes the survey to predict
the financial incentive required. This model will expose which factoredict the
respondent’s willingness to participate. That information willvBiiable to companies
such as ISONE and other power companies as they take a look atnéraliged
overview of respondents’ response to DR programs.

The analysis was done with the aid bfatlab software. For brevity, the
mathematics underlying the analysis was incorporated intM#tkab code that appears
in APPENDIX E: Matlab Code for the Survey.(For an explanation on the variable names
derived from the survey questions, refer to the tablésPPENDIX B: Tables Explaining
Variable Names)
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6.1 Demographics

This section details the demographic data that were colleated thie surveys.
Figure 6.1, for instance, shows the gender distribution of the surspgnédents: 54.7%
of the respondents were male, while 45.3% were female, a faily @istribution. The
data are represented in the form of a histogram, with the saeggense size appearing
in red-lettering in the center of the Figure. The samplpomse size is the number of
respondents who answered the question in the survey pertainingvaritigle at hand;
in this case, the variable is gender, and 236 of the respondents sptwiregender,
making that number the sample response size. In this way, those regpamie did not
specify their gender are excluded from the histogram, and themages of males and

females, respectively, add to 100%.

Gender
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Figure 6.1: Gender distribution of 236 respondents.

A little more interesting is Figure 6.2, which shows the ageiloligion of the
survey respondents. The mean, or average, among a sample resperafe24i2 is 56
years old, a relatively old age; the median, or the middle-poithefdata, is also 56
years old. This high-age mean and median are most likely due facth#hat the target
audience was mostly homeowners. The standard deviation, moreoveyearé0That is
to say, approximately 67% of the respondents are between theofagésand 66 (10
years younger or older than 56 years old). The mean, median, andrdtdedetion
(STD) also appear in red in the Figure. To summarize, of theysugpondents, 9.92%
were 30 to 39 years old, 22.4% were 40 to 49 years old, 24.4% were 50 tar§Dlge

and, lastly, 43% were 60 years old or older, a plurality of the respondents.
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Figure 6.2: Age distribution of 242 respondents.

Next, in Figure 6.3, one sees the ethnicity of the 240 respondents etibesp
their ethnic background. An overwhelming 88.8% of the sample is White&3ian, the
remaining percentage of the respondents divided among the other ethrasitiollows:
1.25% are Hispanic, 2.92% are Black/African American, 5% ararniBacific Islander,
and 0.417% are Native Americans. The remaining 1.67% specified themsmdve
“Other.”

Ethnic background
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Figure 6.3: Ethnic distribution of 240 respondents.

The educational background of the respondents is summarized irstibgréin of
Figure 6.4. For purposes of clarity, the horizontal axis that reptesthe level of
education of the respondents has discrete categories labeleaugttt, which are to be
deciphered in the following manner—-ALess than ninth grade;-BSome high school,
C—High school graduate; -BTrade school; E-Some college; +Associate’s degree;
G—Bachelor's degree; HMaster's or Ph.D. With this in mind, the percentage
breakdowns are as follows: A, 0.4%; B, 1.63%; C, 9.39%; D, 0.82%; E, 18%; F, 3.67%;
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G, 26.5%; H, 39.6%. Upon inspection of Figure 5.4, it is not illogical to conclude,
therefore, that a fair percentage (indeed, even a majoritfheobample response size
(245) is well-educated.

Subsequently, Figure 6.5 shows the average annual income, in dollgeapesf
206 respondents. It must be noted that the respondents did not specifyxdbesareual
income, but rather checked off an option in the survey that corresptéodgedange of
incomes, in which their income was expected to lie. Thus, the histdgaas in Figure
6.5 represent the midpoints of the ranges as presented in the sunassofitere were
six such options in total. To summarize the Figure, 3.88% of tipomdents said they
had an average annual income of $12,500 or less; 8.74%, an average of $27,810;
an average of $42,500; 14.1%, an average of $65,000; 24.3%, an average of $85,000;
lastly, 41.3% said they earned over an average of $100,000 or more aacAryeng
these data, the mean is $80,328, the median, $85,000, and the standard deviation,
$29,681, which reveals the relative wealth of the sample.
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Figure 6.4: Educational background of 245 respondents.
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Figure 6.5: Annual household income of 206 respondents.
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Regarding marital status, the survey presents the reader with threesoftingle,
married, or other. The distribution of the percentages of each opfimong those
respondents who specified their marital status is shown in Figur®©6ihe 237 who
responded, 22.4% are single, 61.6% married, and 16% responded with “Ogiiéer

divorced, widowed, or engaged.
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Figure 6.6: Marital status of 237 respondents.

Figure 6.7 shows the average number of adults living in thdemses of the
respondents. Keeping in mind that an adult is legally an individual thidarl8 years of
age, the percentage breakdowns are as follows: Among 231 respondents, 2&#% re
having only one adult living in the residence; 59.2% report two adults; 12iiée t

adults; 5.19%, four adults living in one residence.
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Figure 6.7: Average number of adults of 231 respondents.

o

Similarly, the histogram of Figure 6.8 reveals the distributionhef number of
children (younger than 18 years of age) residing in the residericthe(people who
responded (227 in total), 66.5% reported no children living in their household; 11.5%
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reported one child; 18.5%, two children; 3.52% reported three children limirigeir

residence.
Number of children
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Figure 6.8: Average number of children of 227 respondents.

Lastly, Figure 6.9 illustrates the type of the residenceshich the respondents
currently live. An overwhelming number of respondents among the response sizky, name
93.1%, claim they own their own residence, as expected. Only a meager 4.08% of the 245
respondents rent their current residence. Still a smaller qewge (0.816%) lives with
family and friends. The remaining 2.04% has some other living accontioosla
Because the analysis focuses on homeowners, this histogractgdfis focus and is a

check on the homogeneity of the sample list.
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Figure 6.9: Type of residence of 245 respondents.

Bias Testing on the Collected Demographic Data

Because the data collection method was not a simple random sasgiiEme,

the data could be biased towards certain segments of the GBesten area (GBA)
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population. In order to decide the representativeness of the informgathered,
therefore, it is necessary to check how biased the data are reahtpahe general GBA
population. The null hypothesis is that the sample data adequatedgeris the GBA
homeowner population. In order to test this hypothesis, sample proportisnwiese
carried out on two selected variables, namely, ethnicity and genderreShlts are
displayed in Table 6.1.

Bias Test
Values | Gender Ethnicity
Male | White/Caucasian African Hispanic | Asian/Pacific
American Islander

n 236 240 240 240 240

Po 0.5 0.91 0.033 0.016 0.0295

P 0.547 |0.888 0.0292 0.0125 | 0.05

z 1.4441 | -1.1909 —-0.3295 0.4321 |1.8769
p-value | 0.0744 | 0.1168 0.3709 0.3328 | 0.0303

Table 6.1:Bias test on selected variables.

For the categories gender and ethnicity in Table 6.1, the valsghe sample
size,P, the GBA population proportidf andP the sample proportion from the collected
data. Moreover, the critical valueis the standardized deviation Bffrom Po. It is used
to calculate the@-value under the assumption that the sample is normally distributed. T
p-value, in turn, is used to determine the probability that the dewiafi the observe
from Py is due to chance alone.

With respect to a given tolerance level, frealue shows how simild? is to Po.
When thep-value is less than the tolerance level, one can sayPthsitsignificantly
different fromPp, and that the difference is not due to random variation in the data. For
example, choosing a tolerance level of 0.01, one can see that thee s@mpbt
significantly biased with respect to any of the categories. mak sample proportion,
0.547, is not significantly more than 0.5. For Whites/Caucasians, theesanoplortion
of 0.888 is not significantly less than 0.91; for African Americams,dample proportion
of 0.0292 is not significantly less than 0.033; for Hispanics, the sapmpfsortion of
0.0125 is not significantly less than 0.016; for Asians/Pacific Islandee sample
proportion of 0.05 is not significantly more than 0.0295. Consequently, at the 0.01
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tolerance level, the statistics support the hypothesis that theadaquately represents
the GBA population.

However, at a 0.2 tolerance level, the sample data leans towaigs end
Asians/Pacific Islanders, but moves away from the White/Carcagegments of the
GBA population. This implies that the data under-represents females
Whites/Caucasians, while over-represents males and AsiangPlatainders. It still
represents Blacks and Hispanics adequately at this tolerarele The usual tolerance
level of 0.05 implies that the sample has a statistically fesggnit difference, namely,
fewer Asian/Pacific Islanders than normal are represented. dfiferences in the
proportions for each ethnic group could have arisen from the geographistdring of
each group in the GBA. The respondents in the sample list might noeaa#ly come
from every geographic part of the GBA. Note that the ethnicity and gendablea were
chosen for this analysis because data for them was availaiie itwwas not so for the
others.

6.2 The Opinions of the Respondents

Attitudes toward Cycling and Loss of Control

The survey explicitly states, as has been previously mentionedytleatan air-
conditioning unit is cycled, the temperature of the house may inclBass much as
10°F, depending on the outside temperature, the insulation of the house, and the
thermostat setting. The readers are then asked to qualify diseomfort due to the
temperature increase. Figure 6.10 depicts the level of discoatfftire respondents when
presented with such a situation. For convenience, the horizontal tedelisd A through
D, which is to be understood to represent varying degrees of discomtbé following
way: A—Respondent would not notice the change in temperaturdii@would notice,
but would not be discomfortedi-€He would be slightly discomforted;-BHe would be
much discomforted. Of a sample response size of 235, the distribsifiainy dispersed:

A, 8.94%; B, 30.2%; C, 47.7%; D, 13.2%. The plurality of the respondents, therefore,
would only be slightly discomforted by the increase in tempegadardescribed. Indeed,

an overwhelming 86.8% would at most consider the cycling to be slightly discargforti
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Figure 6.10: Level of discomfort during air-conditioning cyctin

Figure 6.11 shows the opinion the respondents have in regards to the power
company, or a designated Demand Response company, having contrtieavéiome
air-conditioning units. The different opinions are enumerated as foll@psion A is
that the respondent does not mind the power company having control @firhis
conditioning during peak hours; Opinion B is that the respondent does notifniead
knows and trusts the company, or if he has a contract to enbere the cycling takes
place; Opinion C is that he does not care either way; Opinion tBatshe is slightly
against the idea; Option E is that he is strongly opposed to theTileapercentage
breakdowns in Figure 6.11 are as follows: A, 6.38%; B, 17.9%; C, 2.13%; D, 31.1%; E,
42.6%. This reveals instantly that a vast majority of the 235 resptmydemely 73.7%,
is either slightly opposed or strongly opposed to the idea of the mmwgrany asserting
control over their air-conditioning use. Consequently, the minority, 26.3%;jther

apathetic or is not particularly bothered by the idea.
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Figure 6.11:Opinion on automatic air-conditioning cycling.
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Attitudes toward the Programs

In the course of the survey, the reader is asked to expresstafinglii his level
of interest in regards to the programs presented him. The leveterést is on a scale
from one to five—one representing little to no interest, five representing stiotegest.
Figure 6.12 is the distribution of the responses for the intezest in Program One. In
Program One, consumers receive a phone call the night beforgpactexk shortage of
power. Consumers are then asked to either shut off their AC comgptetehise the

temperature of the room.
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Figure 6.12: Level of interest in Program One.
One sees that 36.9% of the 241 respondents are not interestad &rajram One (This
percentage responded with a number one.); 12.95% are slightly memesied (number
two); 23.7% have no interest in Program One either way (numbe);th#e8% say they
have a definite interest (number four); last of all, 12% expressrang interest in
Program One (number five). In the aggregate, then, Program Oneowvall-received
by the respondents.

To better analyze the respondents’ attitude toward Program Ondisthibution
of the financial incentive requested by them was computed, and {h& @itisplayed in
Figure 6.13. These were the minimdmancial incentives specified by the respondents
which, if offered, would increase their likelihood of participatimgHrogram One. The
incentive would be discounted from themonthly bill. Again, it must be noted for
clarity’s sake that the choices in the survey were givearmg of price ranges, not exact
amounts. Thus, the financial incentive labels on the horizontal axis are the awsrdge
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ranges in the survey; the only exception is the left-mdstllahe histogram of which
represents those respondents who indicated that they required nodinacentive. A
further note is that the histogram of the $54.5 financial incentiveesepts all those

respondents who required $50 or more in monthly savings.

Financial incentive for DR Program Option 1
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Figure 6.13:Requested financial incentive for Program One.

Of the 240 respondents, 15.8% indicated they need no incentive; 7.92%eddicat
average of $15.5 in savings per month; 15.4%, an average of $24.5 per month; 11.3%, an
average of $34.5; 5%, an average of $44.5; 44.6% responded that $50 dollars or more in
monthly savings would increase their likelihood of participating’imogram One. The

mean and median were both $35; the standard deviation was $20. Figure 6.13tmakes
clear that a disproportionately large percentage of thorekents would require a large
incentive ($50 or more) in order to participate.

Figure 6.14 and Figure 6.15 show the same distributions as in Figurertd12
Figure 6.13, respectively, except now the favorability of Progréwo is under
consideration. In Program Two, the consumer’'s AC is cycled byweeal@stalled on
pre-existing AC units free-of-charge. Figure 6.14 is the histogratof the percentage
breakdown of the respondents versus their level of interest iméPnogwo. Figure 6.15,
similarly, is the distribution of the financial incentive regeéstoy the respondents

which, if offered, would increase their likelihood of participating in Program Two.
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Figure 6.14:Level of interest in Program Two.

From Figure 6.14, the following information is gathered: 50.2% are natl at
interested in Program Two; 13.4% are slightly more interestedttiis; 18.4% have no
interest either way; 9.62% have a definite interest; 8.37%tavegby interested in the
program. Thus, Program Two are even less well-received thanalfrdgne: A majority
of the 239 respondents expressed no interest whatsoever in the prograra. &ich
seems to corroborate this conclusion: The majority of the 23Bomeents, namely
53.4%, indicated that they required a minimum financial incentive 0fd5more. The
remaining 46.6% are distributed in the following manner: 11% needed notivge
6.36%, $15.5 in savings; 11.9%, $24.5 in savings; 11%, $34.5 in savings; 6.36%, $44.5
in savings.
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Figure 6.15:Requested financial incentive for Program Two.

Again, the numbers in Figure 6.15 are averages, being the midpointsrahtes given
in the survey. The mean and median of these average data are aghtleadi They are

$40 and $55, respectively. Approximately 67% of the data lie within $19 of the mean.
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Figure 6.16:Most appealing option.

Figure 6.16 nicely summarizes the results of the last figurés: It shows that
66% of the respondents prefer Program One over Program Twagth&ning 34%
prefer Program Two. In a word, twice as many people lilkegRam One. The sample
response size is relatively small, only numbering 188.

There might have also been hidden variables that affected thendesys’
favorability to the programs. For instance, many respondents comm#rgedhey
preferred to manually control and/or program their AC thermostherefore, such
respondents would have disliked Program Two. In the same way, sqmoadeats said
they were not at home during the day, and thus felt no need to UAE tlvecept at night
to help them fall asleep. They thought, perhaps, that both programs digphotcathem.
A third variable that might affect the correlations is the taat many respondents do not
like receiving phone calls in their primary residences; theiorability toward Program
One would in this sense diminish. Please note that respondents whodegufneancial
incentive and expressed absolutely zero interest in the program reelassified as

requiring maximum financial incentive before the analyses were done.
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Miscellaneous Concerns
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1 Figure 6.17:L2evel of discomfoit due to interrup;ons/outages. 5

If the reader said that he experienced any interruptions or outhgewy last
summer (June to August), he was asked to quantify his level of disdodue these
interruptions/outages on a scale from one to five, where, as befugerepresents no
discomfort and five represents much discomfort. Figure 6.17 shows thibudieh of the
responses among the 90 respondents who specified their discomfort. lal,gest of
the respondents hinted that their experiences with interruptions/esutegye not very
significant and, hence, that they were only slightly affectethbyn. Specifically, 18.9%
of the respondents were not at all discomforted; 33.3% of them weyeslgthtly so;
25.6%, somewhat more discomforted; 15.6%, definitely discomforted; 6.67%, much

discomforted by their experiences with interruptions/outages.

Biggest Energy Concern
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Figure 6.18:Biggest energy concern.

Finally, Figure 6.18 shows the biggest energy concern that the resp®rsadéd

they had. Three major areas of concern were identified:Cast of electricity;
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B—Preventing power interruptions/outages;—Kenewable/clean energy. If the
respondents had other concerns apart from these, they could haveeggbeif concern
as being “Other,” and then manually could have written what itimvtse space provided
them. The abundance of “other” concerns appears as concern D Figtre. The
respondents were allowed the freedom to select more than one cawnceraniong the
choices. They are the following: A, 16.3%; B, 20.8%; C, 30.9%; D, 31.8%.

6.3 Quantitative Data on Energy Use

Respondents were asked whether or not they experienced interruptionagasout
lasting longer than half an hour during the last summer (JuAedast). Figure 6.19 is
the histogram of the distribution of the responses into either “6esNo.” Evidently,
most respondents said they had not had any significant experientte®l@gtricity
interruptions/outages. In fact, there were twice as many respendbotanswered “No”

(67.6%) to the question than answered “Yes” (32.4%) among a sample response of 244.
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Figure 6.19: Personal experiences with electricity outages.

The minority of the respondents, who experienced electricityruggons and
outages lasting longer than half an hour last summer, were thed @slestimate the
number of such interruptions/outages so experienced. The distributionfeddhency of
the interruptions/outages among this minority is shown in Figure & 29 sken that of
the 88 respondents, a majority of 54.5% had experienced between four and six
interruptions/outages, the modal (highest) frequency. The nextisagrtijpercentage of

respondents (42%) said they had only experienced one interruption or artggethan
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half an hour during the past summer. This is followed by those whoierped from six
to eight of them (3.41%).
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Figure 6.20:Number of outages respondents experienced last summ

The average length of the electricity interruptions repaatadng 89 respondents
is reported in Figure 6.21. The average duration of the interruptidiss iféo the
following five categories, as shown in the Figurexlhterruptions lasted under an hour
on average;-3-from one to two hours;-5from two to four hours; +~from four to eight
hours; 9—Interruptions eight or more hours long on average. It is evident frofigoee
that 67.4% of the respondents experienced interruptions that wereheigstor longer;
23.6%, under an hour in duration; 8.99%, from four to eight hours long.
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Figure 6.21: Average length of interruptions.

Regarding air-conditioning use, the number of respondents who said thay-ha
conditioning in their primary residence is shown in Figure 6.22. A megority of the

241 respondents (88.8%) answered “Yes” to the question of whethertbegdtave air-
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conditioning, while only a small percentage (11.2%) said that they dowroany form
of air-conditioning.

Have air conditioning
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Figure 6.22: Distribution of air-conditioning ownership amorgspondents.

Among the majority of respondents who answered “Yes,” as inr&igl22, a
majority of them (61.7%) own exclusively window air-conditioning unRsughly half
as many respondents (34.9%) own exclusively central air-conditiomiigy while only a
handful of them (3.35%) own both. This distribution in the type of air-camditg is

summarized in Figure 6.23.
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Figure 6.23: Types of air-conditioning among respondents.

Figure 6.24 shows the weightedmber of air-conditioning units owned by the
respondents. That is, the weight ofcentral air-conditioning unit is assumed to be
equivalent to the weight of thresindow air-conditioning units. In one full hour of
operation, central air-conditioning uses approximately 2,000 to 5,000 wattsitiwie
window air-conditioning uses approximately 1,000 watts/ffouin this way, if a
respondent owns one central air-conditioning unit, that one centrabradglitioning unit

could be seen as being equivalent to approximately three window dgitioamg units.
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As may be seen, fewer and fewer respondents own an increasirggy &mount of air-
conditioning units. After weighting the numbers, 43.9% of the respondents owairone
conditioning unit; 31.1%, two units; 16.2%, three units; 6.76%, four units; 1.35%, five
units; 0.676%, six units.
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Figure 6.24:Number of air-conditioning units owned by the resgents (weighted).

Figure 6.25 shows the temperature settings at which the respsnaamlly
maintain their thermostats during the summer. The correspondingajuestthe survey
provided respondents with only a few ranges of temperatures. In tieeagen of the
histogram plot, therefore, the midpoints of these ranges were tS8kemnarizing the
results of Figure 6.25, one finds that: 19% of the respondents said tredly s®t their
thermostats to 62.5°F; 31.8% of them usually leave it at 67.5°F; 40.8%, at 2 53%;,

at a temperature of 77.5°F.

Thermostat temp
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Figure 6.25: Thermostat temperature settings of the respondkmisg the summer.
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The number of hours in which the respondents used their air-conditionimg duri
a typical summer day (when the temperature was greateradd) of last summer is
shown in Figure 6.26. Of a sample response size of 217, 3.69% claimeddhet dse
their air-conditioning at all during such days; 9.22% used theicaaiditioning for two
hours a day; 30.9%, for nine hours a day; 30.4%, for 18 hours a day; 28589 used
their air-conditioning for 24 hours a day. The histogram represelastgummer’s daily

air-conditioning usage when the temperature hssthan 90°F is shown in Figure 6.27.
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Figure 6.26:Last summeair-conditioning usage when the temperature waatgrehan 90°.
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Figure 6.27:Last summeair-conditioning usage when the temperature wastlesn 90°.

Lastly, the distribution of the average summer monthly bills thatrespondents
pay was also computed, and the output is displayed as Figure 6.28: dDtf&0229
respondents says they pay an average of $50 in monthly bills; 12.7%heaysmy $70 in
monthly bills; 12.2% says they pay $90 monthly; 16.2% says they pay $adthiym
11.8% says they pay $130 monthly; 27.5% says they pay an average of $150 monthly.
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Figure 6.28: Average summer monthly bills of the respondents.

6.4 Introduction to the Regression Plots: Explanation of Key
Variables

For each regression plot, a number of key pieces of informationaaplre
addition to plotting the original survey data that correlate twaakbbas (say, for example,
“Hourly AC usage in the Summer” with “Age”), a linear regression is atsmputed, and
the resultant best-fit line is plotted along with the data. Theécaéexis is the dependent
variable, while the horizontal axis is the independent variable.llyshawever, what is
plotted is the mean of a certain dependent variable among theesarhgl blue line
represents this mean response, with vertical bars at each gmiegerting the standard
deviation around the mean. Moreover, the best-fit line for the ggteaas as a red line.
In each regression plot, a legend makes this information known to ttier,reand in
addition gives the numerical value for the correlation coefficilite{edR), a constant
that corresponds to the proportion of the variation in the dependent vaitables t
predicted by the best-fit line.

Furthermore, the equation of the best-fit line is given in thpesintercept form
of y = mx + b, wherey is the dependent variabbethe independent variable, m the slope
(the rate of increase of the dependent variable with respéoe tmdependent variable),
and b they-intercept, which is the value of the dependent variable when #idibkne
crosses thg-axis (that is,x = 0) calculated by extrapolation. The two-sidegalue,
given beneath the equation, represents how confident one is that theosltipe

regression plot is significantly different from zero.
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Thep-value is interpreted in the following manner: If {h@alue is less than 0.05
(p < 0.05), then one can say that he is 95% confident that the slopebwsthit line is
significantly different from zero; on the other hand, if fhealue is greater than 0.0p ¥
0.05), then one isot 95% confident that the slope is significantly different fromoze
The thresholdc is called the confidence level. Given a repeated, controlled, and
randomized experiment, (1¢} x 100% represents the proportion of cases in which the
confidence interval contains the true population mean: In generadyé&hd confidence
interval for a parameter is an interval computed from sampte lsaa method that has
probability ¢ of producing an interval containing the true value of the parahiétex
proportion of 95% is equivalent, therefore, to a confidence of 0.05.

By duality, one can say that the exclusion of the number zero irotifelence
interval (-interval) also allows us to be 95% confident that the slopegrsfisiantly
different from zero. More explicitly, if the number zedoes not lie within the given
confidence interval, then one is 95% confident that the precediregn&at about the
slope can be made. Conversely, if zero does lie within the intetval,slope is
significantly similar to zero. That is to say, the interpietaof the size of the-value (in
comparison to the threshold value of 0.05) and of the exclusion of z#re aonfidence
interval are statistically equivalent ways of determining shme information. In each
regression plot, the confidence interval is displayed below thesitbeml p-value in the
form (a, b), wherea and b are the left- and right-most bounds of the interval,
respectively.

The t-statistic, calculated from the raw data, is used in compuliag-value:
That is, thet-statistic is the ratio of the slope to its standard error. Fistatistic,
moreover, is the relative measure of the variance (squateeatandard deviation), or
spread of the data, around the line. For regression analysis;dfagistic is the ratio of
the regression variance to the variance of the residuals. It prositgser way for
testing how significant the slope differs from zero. For eachigria checks how similar
the plotted means are to each other. The ratio is approximatelywbee they are
significantly similar. It is a large number when they aréhot

Lastly, the sample response size is the number of respondents who gave values for
both the dependent and independent variables, answering at the sarteetgnestions

that pertain to these variables within the survey.

Page 70



Assumptions in the Regression Model

The following are the assumptions that were made in computingeginession
models:
1. The regression slope represents the true slope of the population.
The standard deviation (variance) is constant along the regression line.
The relationship between the dependent and independent variables is linear.

The data fairly represents all the sections of the population.

a bk~ 0N

The central air conditioners are equivalent to three window air ¢oneit in

terms of power.

The Removal of Extreme Influential Outliers

Before any survey was removed from the analysis, it wakeldo see whether
it was an extreme influential outlier in the regression plétso] it was then checked to
see whether that survey drastically broke general trends nedghession plots. If extreme
influential outliers broke the trends, they were removed. Becausafthential outliers
control the slope of the regression line, they can make the linbolhmy the general
trend shown by the rest of the data.

* Survey 637 was the only one with a household of five children and three. didults
was an outlier in all graphs that compared the number of chilttreother
variables. Similarly, surveys 2 and 418 were removed because #reyewtreme
outliers with households containing six and five adults, respectivey did not
follow the general trends.

* Two surveys, with respondents within the low age range of 20-29 yeaws, we
removed because they did not follow the general trend in all graphsoth@ared

the age to other variables.
What follows is the explanation of thirteen regression plots. Thidm independent

variables X) and thirteen dependent variablgsto be analyzed in these regression plots

are enumerated in Table 6.2.
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Number Independent variable,x Dependent variable,y
1| Age Hourly AC usage in the Summer
2 | Annual Household Income Average Summer Monthly Bill
3 | Annual Household Income Level of interest in Program Option 1
4 | Annual Household Income Level of interest in Program Option 2
5 | Average Summer Monthly Bill Financial Incentive for Program 1
6 | Average Summer Monthly Bill Financial Incentive for Program 2
7 | Educational Background Annual Household Income
8 | Level of interest in Program Option 1 Financial Incentive for Program 1
9 | Level of interest in Program Option 2 Financial Incentive for Program 2
10 | Number of AC units Average Summer Monthly Bill
11 | Usual Summer Thermostat Temperature Settin Level of interest in Program Option 1
12 | Usual Summer Thermostat Temperature Settin Level of interest in Program Option 2
13 | Hourly AC usage in the Summer Average Summer Monthly Bill

Table 6.2:List of comparisons that were made during regresaitalysis.

o
[

Explanation of the Regression Plots

— Best-fit line

-0.97834 ||

Fitine =-0.18039% + 25 235

15

Forthe slope: The 2 sided p-value = 0028303

Its confidence interval is (-0.23163 ,-0.12815),
The t statistic is -5.8171 and the F-statistic i5 44804,

Hourly AC usage in the Summer

14

Sample Response size = 208

Figure 6.29: Hourly AC usage (in hours) in the summer regresgigid age (in years).

Figure 6.29 is a regression plot of the méanrly summer air-conditioning (AC)
usage of the respondents (for days hotter than 90°F) compared with ehef dige
respondents. As is seen, as the age of the respondents incleaseganh hourly AC
usage tends to decrease, the slope of the best-fit being —0.18039 and, thexqauakie
is 0.028303 (less than 0.05) and the zero-point does not lie within thderare interval
(-0.23163, —0.12915), this slope, with 95% assurance, is significantly different from zero.
This precludes the possibility of a horizontal best-fit line — a horizontaffib@siplies no
relation between the variables. Moreover, the correlation coefficierttdattdta R, in the
upper-right hand corner) is approximately —0.97834, the negative sign sigrifie fact
that the variables are negatively associated: As one incrdasesther decreases, and
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vice versa. The closeness Bfto the number one quantitatively serves to show how
closely the variables are correlatedRlis closer to one, the correlation is stronger. The
results of Figure 6.29 in which AC usage decreases as age isgreasmntrary to
expectation, which says that the elderly (65 or older) are inctmece their AC more
often.

The correlation between the average summer monthly bill and lanousehold
income is shown in Figure 6.30. With a sample response size of 194ptioes that as
annual household income increases, the summer monthly bill increasegsewing to
the fact that a higher income household uses more electrieity ahhousehold with a
lower annual income. The slope (0.00043411) is different from zerot athall. This is
so because the-value is 0.0058886 or, equivalently, because thaterval is
(0.00029998, 0.00056824), to the exclusion of zero. It must be noted that the numbers
along the horizontal axis are in units of tens of thousands of d¢k&€f), such that the
number 2 on the axis, for example, represents an income of $20,000 amohiher 10,
$100,000.

= T 1 T T T el ek itk il el el
115 Fitline = 0.0004341 1% + 63 149

Forthe slope: The 2 sided p-value = 0.0058386.
110 ts confidence interval s {0.00029998 | 0.00056824),

Li The t statistic is 5.3492 and the F-statistic is 33 .0489
?_, 105 Sallmplle Ffespon;e I5|zel = ‘194. S
= 100
T g5l
E 95
S 90+
O
8 85
o
< 75+ — Best-fit line I
i---t{ ——Mean Response and Standard Deviation. R-Squared = 0.94638
6 7 8 9 10
Annual Household Income x 10!

Figure 6.30: Average summer monthly bill (in dollars) regresssih annual household income (in
dollars).

In the comparison of the mean level of interest in Programo®p@ine with
annual household income, an overall positive association is observed, as Bepne
6.31: Although the mean response, in blue, is not monotonic, the best-finlires, is
monotonically increasing with a slope of 7.2473 %°1h the survey, the level of interest

is on a scale from one to five, one being little to no intefes,being strong interest.
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The mean level of interest, however, is on a scale from 2 t@aR.8iean interest levels
fall within this range. The correlation coefficient for data, moreover, is 0.94753.

2 gFitine = 7.2473s-006"x + 1.9902
7 Forthe slope: The 2 sided p-valus = 0D 008277

27 Its confidence interval is (4.9682e-006 | 9.5263e-006),
** The tstatistic is 5.2547 and the F-statistic is 34.8615

Sample Resp

Level of interest in Program Option 1

21 r i| — BestHitline
2 : i---+| ——Mean Response and Standard Deviation. R-Squared = 0.94753
2 3 4 5 6 7 8 9 10
Annual Household Income x10°

Figure 6.31:Level of interest in Program Option One regresséd annual household income (in dollars).

Regarding the mean interest level in Program Option Twoeover, a positive
relationship in relation to annual household income is again observedFagire 6.32.
The strength of the correlation is approximately the same as beftineavi? of 0.95466;
the slope is 8.9329 x 1Y) which, though small, is significantly different from zero in a
relative sense — in relation to the variance. That isFtsatistic is 41.1023, which is

very large, indicating that the slope cannot be zero.

e e e e s Tt i U
Fitline = 8.9329e-006"x + 1.4548 ;
Forthe slope: The 2 sided p-value = 0.0041912

Its confidence interval is (8.4206e-008 , 1.1445e-005),
The t statistic is 5.8759 and the F-statistic is 41.1023.
Sample Response size = 201

______

e Best-fit line

Level of interest in Program Option 2
r

1.5 f BN i--t{ —— Mean Response and Standard Deviation. R-Squared = 0.95466
2 3 4 5 6 7 8 9 10
Annual Household Income %10

Figure 6.32: Level of interest in Program Option Two regresseithvannual household income (in
dollars).

Another important correlation is the one between the average sumarehly
bill of the respondents and the financial incentive required byréspondents to
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participate in the programs, both in Program One (Figure 6.33) raxggaith Two (Figure

6.34). In Figure 6.33, a positive correlation exists between the fihnancentive for
Program One and the summer bill: From a sample response 224 ,ahe best-fit line

has a slope of 0.12354, with a correlation coefficient of 0.92365. Although there are some
small dips in the mean-response curve, the best-fit line isla gaod approximation for

the increasing nature of the relationship between the variables.

Fitling = 0.12354% + 22 2755
40 Forthe slope: The 2 sided p-valus = 0.011127
Its confidence interval is (0.077828 | 0.16926),
38 The t statistic is 44638 and the F-statistic is 23.2014.__
Sample Response size = 224

ive for Program 1

—— Bestfit line
______________________________ i | —— Mean Response and Standard Deviation. R-Squared = 0.92365 |

| - T
50 60 70 80 90 100 110 120 130 140 150
Average Summer Monthly Bill

Financial Incen
()
o
|

Figure 6.33: Financial incentive for Program One (in dollarsynessed with average summer monthly bill
(in dollars).

In Figure 6.34, among a sample size of 222, the slope of the regression is 0.11465,
with a correlation coefficient of only 0.88427. One notices that, upon c@supaof
Figure 6.33 with Figure 6.34, the correlation between financial incefiivé&rogram
One and the summer bill is stronger than that between finaincehtive for Program
Two and the summer bill: Graphically, the regression line ofifeid.33 better fits its
data than the regression line of Figure 6.34 does its data; numgeribaR in the former
is greater than that in the latter. Both Figures, howevergsept a positiveorrelation
between the incentive and the bill: For a given household with tegi@arage summer
monthly bill, in general such a household requires a greater finamzahtive to
participate in both programs, regardless of the strength of thectespeorrelations.

Both Figures represent, approximately, the same sample response size.
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Figure 6.34:Financial incentive for Program Two (in dollarspressed with average summer monthly bill
(in dollars).

Among the demographics, educational background is found to have a strong
correlation with the annual income of the household (Figure 6.35). &Vitbrrelation
coefficient of 0.94141, the regression slope is approximately 9,854, a positive correlation:
More educated individuals have in general a greater income, as exkp€&he units on
the educational background axis, which range from one to eight, eapiiscrete levels

of education attained by the respondent, which are enumerated in Table 6.3.

4
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9 | Fitline = 9854 9451%x + 14305 9423
| Forthe slope: The 2 sided p-value = 0.0007305.
~“Its confidence interval is (72801142 12429.778),
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Figure 6.35: Annual household income (in dollars) regresseth witucational background (see Table 6.3).

Number in o
Figure 6.35 Option in Survey
Less than ninth grade
Some high school
High school graduate
Trade school

Some college
Associate’s degree

OB IWINF
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7 Bachelor's degree
8 Master's/Ph.D

Table 6.3: Explanation of numbers on educational backgrounsl iadrigure 6.35.

It is also expected that as the summer hourly AC usage irsréagain, for days
greater than 90°F), the average summer monthly bill also incréggese 6.36, in which

the mean summer bill is plotted against the hourly usage, corroborates this expectati

130

Filine = 2 029% + 76 3307
For the slope: The 2 sided p-value = 0.076237

Its confidence interval is {1.046 ,3.0113),
120 The t statistic is 34113 and the F-statistic 5 14 7213

110}

100[+

90t

Average Summer Monthly Bill

80 i Best-fit line i
: L oot i | ——Mean Response and Standard Deviation. R-Squared = 0.93784

10 15 20
Hourly AC usage in the Summer

Figure 6.36: Average summer monthly bill (in dollars) regresséth hourly AC usage in the summer (in
hours).

As the number of AC units in a household increases as welluthear monthly
bill increases. This is clear from Figure 6.37: The regressiawi very linear, however,
seeing as how = 0.83228; the graph sinks and then rises up steeply.

150 —Fitline = 112734 + 79.2406

For the slope: The 2 sided p-value = 0 10566

_ -~ Its confidence interval is (3133 19.4139),
= The t statistic is 2.2831 and the F-statistic is 6 6694
CS\ 140— Sample Response size = 142
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Figure 6.37: Average summer monthly bill (in dollars) regresséth the number of AC units.

The extent to which the level of interest in the programs afféet financial

incentive required to participate in them is shown in Figure 6.38 a@nae-6.39. In
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Figure 6.38, the mean financial incentive for Program One i®s$egd with the level of
interest in Program One with a slope of —6.8736 an& ah—0.91936. The relationship
between the variables is a negative one, hence the negativefealResnd for the slope:
Generally, as the level of interest increases, the requimaddial incentive decreases.
Perhaps those individuals more enthusiastic about Program One do natsigeficant
amount of money to participate in the program on account of subkightened
willingness to get involved. The same applies for Program Two.idnré 6.39, a
negative relationship exists between the financial incentive twipate in Program Two
and the level of interest in Program Two. The mean-response curnvéa very linear,
the best-fit line (with a slope of —8.3938) fitting the data witloetation coefficient of

—0.9921, the negative sign again signifying a negative correlation.
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Figure 6.38: Financial incentive for Program One (in dollarsynessed with level of interest in Program
One.

For clarity, it must be noted that the range of the level-ofésteaxis is from one
to five, as before, with the increments along the axis in hagertsteps. Although there
IS no option such as 1.5 or 2.5 in the survey, such numbers are included teemsdef

the regression.
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Figure 6.39: Financial incentive for Program Two (in dollarsgressed with level of interest in Program
Two.

Previously the level of interest in the programs was the independaable in
Figure 6.38 and Figure 6.39; now it is the dependent variable, with tizé sismmer
thermostat temperature setting instead being the independerttieaReyure 6.40 shows
the regression of the level of interest in Program One wghe@ to the usual summer
thermostat setting. Those households that usually set their therseittags to a high
temperature typically are more interested in participatingrimgram One, as evidenced
by their higher level of interest. This positive correlation aadope of 0.090251 with a
correlation coefficient of 0.97207.

Fitline = 0.090251% + -3.7507

For the slope: The 2 sided p-value = 0.034142.

Its confidence interval is {0.061968 , 0.11853),

The tstatistic is 5.2724 and the F-statistic is 34 4697
Sample Response size = 208
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Figure 6.40: Level of interest in Program One regressed with ubeal summer thermostat temperature
setting (in °F).

Figure 6.41 is similar, expect in this case the level of @éstein Program Two is
examined. The mean-response is extremely linear, with a sfop©50526 and aR of
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0.99869! Again, this serves to show that as a household’'s usual summer thAermos

temperature increases, its level of interest in Program Two increasasyl.

25 RO 000 00 OO OO0 Ot TN O O e o

Fitline = 0.0505267¢ + -1.4816

2 4 [Forthe slope: The 2 sided p-value = 0.001602.

Its confidence interval is (0. 04718 , 0.053871), |
| The t statistic s 24.9543 and the F-statistic is 7612644

. a7

— Best-fit line H
-1— Mean Response and Standard Deviation. R-Squared = 0.99869

Level of interest in Program Option 2

H ‘ | | H H | H | | | ‘ H H H :
64 66 68 70 72 74 76
Usual Summer Thermostat Temperature Setting

Figure 6.41: Level of interest in Program Two regressed with tiseial summer thermostat temperature
setting (in °F).
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Figure 6.42: Diagram showing the signs of regression slopes.

Figure 6.42 shows the relationship between the variables that wasdd&om

the collected data. The arrowhead signs (+, —) show the direxft@ssociation between
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the related variables. The “+” signs indicate positive r@tabietween the variables, while
“~" signs indicate a negative relation.

The regression plots and Figure 6.42 deal with pairwise relatiomghich two
variables are taken at a time. The relationships included are wiusd have high
correlation coefficients (greater than 0.8) and which have residhat are uniformly
distributed about the regression line. The other variables and lirfkigume 5.1, which
do not exhibit these two characteristics, are excluded under t@@tssn that their non-
linear relationships imply the presence of confounding variables. Alththig Figure
should not be interpreted as showing a causal relationship duegossibility of hidden
variables that might confound results, it can be used as a basialorg hypotheses on
the coefficients from multivariable regression. Also, it suggestssible routes through
which each included variable might be able to influence the fiaaimcentive variable.
The financial incentive is the variable that will be predictetthwwnultivariable regression
in Section 6.6.

The following is an explanation of some of the anomalies found in exploring
interrelationships in Figure 6.42:

» Although it was expected that older respondents will use thegoauitioning
(AC) more frequently due to health reasons, the results show thdy hisage
decreased with increasing age. A confounding variable in thisocadd be the
level of insulation for the house. Those with poor insulation might ieehéed to
use the AC more often. It might also be possible that a respondeny a@iga,
comfortable with a particular thermostat setting, maintaiag setting without
having the AC turned on as frequently. This variable could have esl/é¢he
expected direction of association.

Page 81
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Figure 6.43: A section of Figure 6.42 showing two paths from eational background to financial
incentive through the level of interest in Progr@me (path 1) and level of interest in Program Tyatlf

2).

From Figure 6.43, one sees that educational background is positivelyatesgoci
with annual household income, which in turn is positively associated tigth
level of interest in both DR programs. Furthermore, the levelsntafrdast in
Programs One and Two are negatively associated with finanuta@intive.
Assuming the property of transitivity is applicable, it can be Hygsized that
educational background is associated with financial incentive. [ifikatysstates

that if a is related tdo, andb is related tcc, it follows thata is related tac.] To
determine the direction of the association, the signs of the constjtaéhs are
multiplied: The two paths from educational background to financial incentive
(paths one and two in Figure 6.43) both contain two positive signs and one
negative sign; thus, the association between these two variablegave along
both paths.

The conclusion seems to be that more highly-educated consumers are
expected to look more favorably toward DR programs and thus requse les
financial incentive to participate. However, the path that gams ®ducational
background to financial incentive through the average summer monthly bill

variable, shown in Figure 6.44, indicates an opposite association betveetsvo:
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The three positive signs along the path make a positive product. Imvalis
educational background and financial incentive would be positively assbdiate
light of their higher monthly bill, the desire to gain some moneghiinfluence
respondents to ask for a higher incentive; this is one way of iekxgathe
anomaly.

Finaneial Incentrve

+

Averace Summer T Amnual Household
; oe |
= . -
Monthly Bill Income |

FEducational
Backeround

Figure 6.44: A section of Figure 6.42 showing the path from ediomnal background to financial incentive
through the average summer monthly bill.

In multivariable regression, all the variables present are takemccount
when predicting a certain outcome. This can be used to predicintnecil
incentive required by consumers. Multivariable regression can ask to the
effect of revealing the true direction of the association betweducational
background and financial incentive among the sample data. However, one should
not interpret the regressions and the diagrams as being causanuatiequately
controlled and randomized experiment clears doubts concerning the gregenc

confounding variables. (Correlation does not imply causation.)

6.6 Multivariable Regression

In order to predict the amount of financial incentive required ®spondent, it is
necessary to build a robust model that incorporates all the fak#drstrongly affect the
variable. From Figure 6.42, the financial incentive is correlat#id mne variables, either

positively or negatively. Two of the nirethe levels of interest in Programs One and
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Two—are believed to be causally related to financial incentivexddition, the strength
of the association of these two variables to financial incentige &rong as to mask the
strength of the relationships of the other seven to the incentive. Teetiahs of
association of the nine variables with financial incentive apotiesized in Figure 6.45.
It is to be noted that the “level of interest” variable in thguFe is an aggregation of two
variables, those for Programs One and Two.

Educational Average Summer Annual Household
Background Monthly Bill Income

+
Usual Summer + j '
Thermostat w»= Financial Incentive - I:.e\- el of
Temperature Setting - ¥ + 5 interest
Howly AC
Number of AC usage
units Age

Figure 6.45:Hypotheses on the directions of association toviaahcial incentive.

The direction of the association hypothesized for a particulaiahtar was
determined by multiplying the signs along the path in Figure 6.42rdneels from that
variable to financial incentive. Underlying the construction of éhlegpotheses is the
assumption that the path shown in Figure 6.44 does not significantigt dlffe direct
association between educational background and financial incentiveedbensly,
educational background and financial incentive are hypothesizeediag begatively

associated to each other in Figure 6.45.
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Results of the Multivariable Regression

Table 6.4 summarizes the results of the multivariable regreggionthe method
behind the computations, sé@PENDIX E: Matlab Code for the Survey) The Table

lists all independent variables and, accordingly, the two seteaffidents related to

each variable-one set for Option One, another for Option Two. These coefficieats ar

used to predict the financial incentive requested by the respondergarticipation in
Option One and Option Two, respectively.

The Table is to be understood in the following manner: The total fialanci
incentive required to participate in an option is hypothesized tovbeighted sum over
all independent variables. In this case, the coefficients in Table 6.4 serveassghts.

I ndependent Variables Option 1 coefficients Option 2 coefficients

Age

—0.059249883

—0.088701384

Annual household income

—7.34727E-035

—6.77236E-05

Average summer monthly bill

0.132183924

0.089322161

Educational background

-0.929461119

—0.328133969

Number of AC units

0.651054661

1.972938132

Usual summer thermostat
temperature setting

0.7928553

0.762991566

Hourly AC usage in the summer

—-0.018355573

0.168528518

Level of interest

—7.86477949]

—8.358662411]

Table 6.4: Multivariable regression coefficients for predigifinancial incentive.

As shown by the coefficients in Table 6.4, the directions of associare the
same for both Options One and Two, except for the hourly AC usage suthmer
variable. For all other variables, the Option One and Option Twdicieets have the
same sign. For both options, only average summer monthly bill and the sustiader
thermostat temperature setting are positively associated fwdhcial incentive. Age,
annual household income, educational background, and level of interest dre,athetr
hand, negatively associated for both options. Lastly, hourly AC usage sartimaer has
a negative sign in Option One, but a positive sign in Option Two. Asousy stated,
the educational background remains negatively associated whetlydieggzessed with
financial incentive.

At the 0.05 confidence level, the confidence intervals for Option One ptidnO

Two coefficients are tabulated in Table 6.5 and Table 6.6, respgctinelable 6.5, the
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only independent variables with 95% confidence intervals that exckrdeaze average
summer monthly bill, usual summer thermostat temperature seatidgevel of interest;
such variables have-values less than 0.05. In Table 6.6, moreover, usual summer
thermostat temperature setting and level of interest are theomels that satisfy the
condition. It is seen, therefore, that flosth options, the only two variables that have
confidence intervals that exclude zero are usual summer thetnesiaerature setting
and level of interest. This suggests that one might need to redatolerance level to

account for the buildup of random variations contributed by each variable involved.

Option One

I ndependent Variables

95% Confidence Intervals
for Coefficients

p-value

t-statistic

Age | -0.419465145 0.295915678 0.732703533 -0.342441053

Annual household income| -0.000229826 5.13723E-05 0.211062562 -1.258332057
Average summer monthly bill 0.050847904 0.24615112 0.003219865 3.01528156
Educational background | -3.223513894 1.429659087 0.44634372¢ -0.764399394
Number of AC units -1.926983814 4.120008751f 0.473679625 0.719095182

Usual summer thermostat
temperature setting

0.279578249

1.218244275

0.002036107

3.163963763

Hourly AC usage in the
summer

—0.44767256

0.531659159

0.8653024

0.170044431

Level of interest

-9.970378316

-5.316465939

2.5978E-09

—6.513012055

Table 6.5:95% confidence intervalp;value, and-statistic for each Option One coefficient in Tabld.

Option Two

95% Confidence Intervals

I ndependent Variables for Coefficients p-value t-statistic

Age | -0.424719572 0.2473168| 0.60169327| -0.523598967

Annual household income —0.00019784 6.239E-05| 0.304336323 -1.032378847

Average summer monthly bill —0.00210005 0.1807444| 0.055396359 1.937932537

Educational background —2.525810201 1.8695423| 0.767714068 -0.296154704

Number of AC units —-0.869056722 4.814933| 0.171539204 1.376960031
Usual summer thermostat

temperature setting 0.317995786 1.2079873] 0.000960072 3.400908906
Hourly AC usage in the

summer | -0.314415319 0.6514724| 0.490408117 0.692162281

Level of interest| -10.77427537 -5.9430495| 5.35105E-10 -6.863420214

Table 6.6:95% confidence intervalg;value, and-statistic for each Option Two coefficient in Tal@le!.

According to Figure 6.42, educational background was previously expected
influence the financial incentive through the annual household income.vidgvesnual
household income seems to have a weaker relationship with finan@ativecthan does

educational background. This may suggest that a different routeidexgl annual
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household income might better explain the direction and strengthaxfiatssn between
educational background and financial incentive.

The direction of the associations (+ or —) between the indeperndeables and
financial incentive are presented in diagram form in Figure 6.46Faqude 6.47. They
reflect the signs of the coefficients for Options One ando Tebtained using
multivariable regression (as presented in Table 6.4). Such sighe @mpared with the
signs of the original hypothesis in Figure 6.45. Only the variaigehad its sign reversed
for both options. The hourly AC usage reversed its sign for theofitsdn. However, as
indicated by itsp-values for Options One and Two, it is not very significant negato
the variables considered. The variables with the most signiicame the average
summer monthly bill, usual summer thermostat temperature se#timdy,the level of
interest in Options One or Two.

Educational Average Summer

Background Monthly Bill
) Amnual Household

Income

Tsual Summer
Thermostat
Temperature Setting - B,
\. o * a—— - Level of interest

) Financial Incentive - in option 1

Required for option 1

+ + -

Howly AC
usage

Number of AC Age
units

Figure 6.46:The associations for Option One that are develdmed Table 6.4.

For the given data set from the sample, based on the strendties adrrelation
coefficients and on the coefficienig’values, the major predictors for financial incentive
could be the variables displayed in this multivariable regressiatysis. The variables
with p-values above 0.05 are relatively weak predictors of requireddialancentive. A

linear model might not be adequate, since there might be interactionselnetagables
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that the linear model does not capture. In addition, there is a dé\abitrariness in
answering the required financial incentive question, since thgomdents, on the
average, might have based their response on their level of intdesste to get some
compensation for their electric bill, and how much they feel they need air conalitioni
Note that the obtained results pertain to the sample data and dathgesrous to
be used as a basis for extrapolation. More precision might be abtaynacluding extra
guestions in a modified survey to minimize the effects of the ikshtconfounding
variables. The extra questions will also find out how much tirmed¢bpondents spend at
home during the day in the summer, as well as how many childzgrashome during
that time. In addition, making the data set more representativeed6BA homeowner
population by increasing its size and giving every geographittoeeinn the GBA an
equal level participation in the sampling procedure would help to repgatential

geographical biases.

Educational
T Average Swmner

Background Meonthly Bill

Annual Household

Income
Usual Suminer
Thermostat
Temperature Setﬁ&b . + p

Financial Incentive Level of interest

» Required for option? o — in option 2
+ + +

Howmly AC
usage

Number of AC Age
units

Figure 6.47:The associations for Option Two that are develdpath Table 6.4.
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CHAPTER 7: Economic Model

The implementation of Demand Response programs serves to redasethge

load (in megawatts) for the region in which they are implemenigdrd-7.1 shows how
the average load as a function of time in hours of the day is redhyc&8% up to as

much as 30%.

LOAD (MW)

Average LOAD

Average LOAD reduced by 10%
Average LOAD reduced by 15%
Average LOAD reduced by 20%
Average LOAD reduced by 25%
Average LOAD reduced by 30%

Figure 7.1: Average load (in megawatts) versus time (in hofith® day) for summer 2006.

Using the graphs fronCHAPTER 1: Introduction (namely, Figure 1.2) in

conjunction with Figure 7.1, one arrives at Figure 7.2, which shows tHectsttasaved

(in millions of dollars) as a function of the percent reduction ofldlad. This total cost

saved is for a seven-day period. (To see how the graphs in thenseetie generated see
Section E.5: Code for Economic ModelArPENDIX E: Matlab Code for the Survey)

Total Cost Saved ($)
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Figure 7.2: Total cost saved (in millions of dollars) versusqaat reduction of the load.



CHAPTER 8: Conclusion

The overarching goal of the project was to report on the averagene
perceptions of Demand Response programs and, to some extent, onibléyedsuch
programs. More specifically, the study focused on the GreateoBdsta as part of the
NEMA region. Two Demand Response options were proposed as describhedsumtey
and in the earlier part of the report. The first option involved notifglre consumer of
an expected shortage of power the next day, and urging the consueidrer shut off
the AC or raise the room temperature by as much as 10°F. Toedseption proposed
an automatic cycling of the consumer’s AC in order to raisedbm temperature by as
much as 10°F.

It was interesting to study the responses participants had to spewfic
guestions posed to them. When asked which of the two options is more appiein
general consensus was that the first option was a better cRmaghly twice as many
preferred Option One over Option Two. Several respondents commentédeyaould
prefer Option One over Option Two because they did not like the idsiof control
over their energy usage in the latter. Many more noted thatwbejd not like either
option since they involve a compromise with their day-to-day enepsggunption. A
few comments, however, were very encouraging and suggestedhatpgople would
be willing to participate in such programs provided there werentn@s in the package.
A few others noted that they would be more than willing to partieipathe programs
irrespective of the incentives provided.

Figure 8.1 shows, in general, why the respondents chose a pantiptitar, with
Table 8.1 explaining what each letter in Figure 8.1 stands formidst popular reason
wasE: For personal control of AC cycling with 44 respondents; the second most popular
was O: Limited AC use in general (or in weekdays in particular) with 15 respondents.
The other reasons were not as significant. That is to say, regindents who replied
with comments said that they wanted to retain personal contritleoAC (and so not
participate in Option Two) or that they did not feel the need tticgzate in either
program because their AC use was in general limited anyway.
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Why they chose a Particular Option

50
a5 a4
40
35
30
25
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15
15 °
" © 0 " _’_‘E 4 5 4
onn | s -n s | -
A B C D EF GH I J KL MNUOPDOQ
Figure 8.1: Why the respondents chose a particular option.
A | Against air conditioner cycling
B | For AC cycling
C | Against company control
D | For company control
E | For personal control of AC cycling
F | Worried program would result in too many interruptions
G | For phone: advance warning system
H | Against phone: annoying, unreliable, unavailable
| | Against an automatic device controlling AC
J | For an automatic device controlling AC
K | Health reasons
L | Already have an energy saving AC cycling system
M | Have good insulation
N | Have bad insulation
O | Limited AC use in general (or in weekdays in particular)
P | Worried that the device could not be removed in the future
Q | Distrust of utility company

Table 8.1:Option key for Figure 8.1.

Based on the responses in the survey, the IQP team attempteértoigetthe
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multiple regression for the financial incentive required for eafcthe variables (survey
guestions), it was found that the financial incentive required dependedynon the



consumer’s average summer monthly bill and the usual thermodiags&hese were

the only two variables (besides the level of interest participsaits they had in these
programs) that hagb-values less than 0.05. What this means is that there is some
significance to the slope relating the financial incentive reguito the variable in
guestion (assuming a linear model throughout).

Having determined these predictors, the last step was to de¢ehmiv much
financial incentive a consumer will require to participate thesi of the two proposed
options. There are essentially two ways of approaching this. Othe slurvey questions
asked about the financial incentive (in dollars per month) a consumédd \wdemand in
order to participate in either option. The responses to this questiommgiveication of
the financial incentive that might be required. Another option iske the coefficients
from the multiple regression analysis, and to multiply them whth values for the
independent variables used in the model. Based on this weighted sumossible to
arrive at a rough estimate of the financial incentive a iceBamand Response program
might require in order for a certain percentage of the population to participate.

In general, from the survey results, Figure 8.2 shows the avpeatieipation of
the respondents based on the incentive required. That is, 12.50% woulipipdetin a
DR program with no incentive; 35% would participiate with a moderatentive; and
52.50% would not participate at all.

m No Incentive
m Moderate Incentive

m Would not Partcipate

Figure 8.2: Average participation by percentage due to incentiv
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Although only a small sample population responded to a survey desdmmng
hypothetical DR scenarios, some general conclusions can be dfawwone, there is
substantial resistance to Program Two among about half of thplesgropulation.
Secondly, a great majority of the sample population would require gastibsincentive
to participate in a DR program. It also appears that the sgooplulation does not have a
good understanding of what size incentive is appropriate.

In order to be able to gain a better confidence margin isttiestical analysis of
the survey results, this survey could potentially be extendedaigerlaudience (sample
size) with a greater diversity, more representative opthgulation in the Greater Boston
Area. For instance, a better statistical sampling schemel dcmulto divide the survey
participants into different categories by county or township inWith a representative
sample of the GBA. Then a simple random sampling process carsdueto select
individuals within these groups. Furthermore, the set of questions cewdaddanded to
mitigate the effect of the confounding variables as mentioned in the previoios sect

It seems that a majority of the homeowners surveyed are notady to accept
Demand Response programs that control their AC usage. An effediimation program
that promotes energy management and increases public knowledge Bopragbams is
therefore needed if Demand Response programs are to be fuicceseducing peak
demand. This project has laid out a good foundation for future projects toumah and
investigate the economic implications of Demand Response prog@migoth the

supplier (ISONE, in this instance) and the consumer (household).
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APPENDIX A: Survey

First, we would like to ask you a few questions about your past summer energy use. Please mark
your answers to the following.

1. Have you experienced any electricity interruptins/outages longer thn half an hour at your primary
residence in the last summer (June to August)?

oYes o No
If yes,

¢ Please estimate how many you experienced in the iasimmer.

o One o6to8
n2to4 o 8 or more
n4tob

¢ How long did these interruptions last on average?

o Under an hour o4 to 8 hrs.
olto 2 hrs. o 8 or more hrs.
02to4 hrs.

¢ How discomforted were you by these outages? (1 =trat all; 5 = very discomforted)
ol o2 o3 o4 o5
2. Do you have air conditioning at your primary residence?
oYes o No
If yes,

¢ What type of air conditioning do you have?
o Window A/C unit (specify the number of working tsyou installed last summer)
o Central A/C unit

o Both
o Not sure

« Atwhat temperature do you usually set your thermotat during the summer?

o Less than 65° o 70° to 75°
o 65° to 70° o Higher than 75°

¢ On atypical hot (greater than 90°) weekday duringdst summer, how long did you use yo air
conditioning?

o Not at all o 7to 12 hrs. a day
o 1to 3 hrs. aday o 13 to 23 hrs. a day
o 4 to 6 hrs. a day o All day

Page 94



¢ How often did you use your air conditioning betweerMay 2006 and October 2006 during day
when the temperature was less then 90°?

o Not at all o 14 to 28 days
o 1to 7 days o 28 to 40 days
o 7 to 14 days o 40 or more days
3. What is your average summer monthly electric bill?
o Less than $60 o $100 to $120
o $60 to $80 o $120 to $140
o $80 to $100 o $140 or more
4. Overall, what is your biggest concern with electriity and energy?

o The cost of electricity

o Preventing power interruptions/outages

o Renewable and clean energy

o Other (please specify in the space below)

Demand-response programs are voluntary programs offered by electricity suppliers that encourage consumers to use
less electricity during peak periods such as summer heat waves. The programs help reduce the chance of service
interruptions, blackouts and help reduce the pollution associated with generating electricity. Because reducing
demand during peak periods saves power companies money, participants are often offered a financial incentive for
their participation.

Now we would like to ask you some questions about your willingness to participate in demand-response programs to
save energy during summer heat waves. |f you do not own an air conditioner please answer asif you did.

When energy use is high,

¢ A common way demand-response programs sawgepas by reducing the amount of energy
conditioners use.

e Shutting off and turning on the air conditioningtb@t it is not constantly running is one way afueing
energy demand. This is known@gling.

¢ When A/C is cycled, users can expecttémaperature of the room to increase as much agd&pgnding ¢
the power of the A/C, the insulation of the roomdl &he outside temperature.

5. Do you believe you would notice, and be discomfordeby, this change in temperature?

o | would not notice.

o | would notice, but not be discomforted.

o | would notice, but be slightly discomforted.
o | would be much discomforted.

Page 95



There are different ways of cycling air conditiostier

¢ One way is to have consumers, during peak hours, &ff, or limit the use of, their air conditione
themselves. This has the effect of raising the tratpre of the room.

« Another way is for power companies to control itibgtalling a device on consumers’ pgisting A/C the
automates the cycling. (This may happen at leasetavyear during heat waves on a typical summer.)

6. Which opinion best describes how you feel towards i situation?

o | do not mind the power company controlling my@nditioner during peak hours.

o | do not mind, if | trust the company or if | hadccontract to ensure when the device is used.
o | do not care either way.

o | am slightly against the idea of other peopleihgeontrol over my A/C.

o | am very much opposed to the idea.

The following examples are short descriptions of specific demand-response programs. These options are currently
under consideration for adoption in the Greater Boston area; similar programs exist elsewhere in the country. Please
answer the following questions as accurately as possible. Each of the programs has no fee for participating and all
savings would be directly discounted from your electricity bill.

Option One

e This option is an energy reduction program. You kegose participation at your discretion.

¢ In this program, consumers receive a phone calhifjet before an expected shortage of power.

¢ Consumers are then asked to either shut off th&r @mpletely or raise the temperature of the rdoynas
much as 10°, depending on the power of the A/Cirthglation of the room, and the outside tempeegatur

7. How interested are you in participating in this pragram? (1 = not at all; 5 = strongly interested)
ol o2 o3 o4 o5

8. If a financial incentive were offered, what incentve would increase your likelihood in participatingin
this program? (Please indicate the closest minimuramount.)

o No financial incentive necessary
o Less than $20 monthly savings
o $20 to $29 monthly savings

o $30 to $39 monthly savings

o $40 to $49 monthly savings

o $50 or more monthly savings

Option Two

e This option turns your A/C on and off (cycles), shraising the temperature. The temperature of dloer
usually rises by as much as 10°, accordingly. Tydirg is automated by a device installed on yore-p
existing A/C free-of-charge.

« These planed shortages happen up to five hours a day, foays d year. A/C cycling would occur dur
these times.
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9. How interested are you in participating in this pragram? (1 = not at all; 5 = strongly interested)

ol o2 o3 o4 o5
10. If a financial incentive were offered, what incentive would increaseaur likelihood in participating in

this program? (Please indicate the closest minimuramount.)

o No financial incentive necessary
o Less than $20 monthly savings
o $20 to $29 monthly savings

o $30 to $39 monthly savings

o $40 to $49 monthly savings

o $50 or more monthly savings

11. Which option is more appealing to you?

o Option One

o Option Two

Optional: Briefly explain why you chose this option in theasp below.

Finally, we would like to ask you a few questions about yourself. Please mark your answers to the following.

Gender: o Male o Female
Age:

o Under 20

o 20 to 29

o 30 to 39

Ethnic background:

o White/Caucasian
o Hispanic
o Black/African American

Educational background:
o Less than 9 grade
o Some high school
o High school graduate
o Trade school
Annual household income:
o Less than $20,000
o $20,000 to $35,000
o $35,000 to $50,000

Marital status: o Single o Married o Other:

0 40 to 49
o 50 to 59
o 60 or older

o Asian/Pacific Islander
o Native American
o Other:

o Some college

o Associate’s degree
o Bachelor's degree
o Master's/Ph. D

o $50,000 to $70,000
o $70,000 to $100,000
o $100,000 or more
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Number of adults living at residence (people oldethan 18):
Number of children/minors living at residence (peofe younger than 18):
In what type of residence do you live?

o | own my residence (house, townhouse, condominain)

o | rent (apartment)

o | live with friends or family
o Other

Do you have any additional comments, concerns,ggastions?

Worcester Polytechnic Institute
100 Institute Road
Worcester, MA 01609

E-mail demand-response@wpi.edu
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APPENDIX B: Tables Explaining Variable Names

Survey Question
Numbers

Variable Names

Electricity outages

Number of outages last summer

Length of interruptions

Outage level of discomfort

Have air conditioning

Type of air conditioning

Number of air conditioning units owned

Usual summer thermostat temperature setting

Last summer AC usage greater than 90° (hourly Agyes

Last summer AC usage less than 90°

Average summer monthly bill

Cost of electricity

Preventing power interruptions/outages

Renewable/clean energy

Other

Temperature level of discomfort

Opinion on automatic air condition cycling

~N (OOl

Level of interest in Option 1

oo

Financial incentive in Option 1

19

Level of interest in Option 2

Financial incentive in Option 2

11

Appealing option

Demographics

Variable Names
Gender
Age
Ethnic Background
Educational Background
Annual Household Income
Marital Status
Number of Adults
Number of Children
Type of Residence

respondents

Questions concerning the
demographics of
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APPENDIX C: Regression Model Data

C.1 Summary of Regression Data

The following tables summarize the numerical results of thepotations for the
regression variablesthe slope 1), the y-interceptly), thet-statistic, theF-statistic, the
p-value, the correlation coefficiel® and the critical valuéstar. These variables, which
are expressed in specific notation, were computed for all thiregmession plots, as
outlined in Section 6.5, Explanation of the Regression PlotSCHRPTER 6: Data

Analysis and DiscussionThe sample response size for each regression equation is also

tabulated.
Linear Coefficients
(in the formy = nx + b)
Ilz\lquurﬁgg? Slope(m) Intercept (b) t-statistic F-statistic p-value R
1 -0.1804 25.23 -5.817 44.80 0.028300 -0.9783
2 0.0004341 68.15 5.350 33.05 0.005889 0.9464
3 0.000007247 1.99 5.250 34.86 0.006277 0.9475
4 0.000008933 1.46 5.880 41.10 0.004191 0.9547
5 0.1235 22.28 4.460 23.20 0.011130 0.9236
6 0.1146 28.07 3.540 14.22 0.024020 0.8843
7 9855 14310.00 6.320 46.72 0.000731 0.9414
8 -6.874 51.33 -3.690 16.36 0.034430 -0.9194
9 -8.394 56.85 -12.500 187.80 0.001105 -0.9921
10 11.27 79.24 2.290 6.67 0.105700 0.8323
11 0.09025 -3.75 5.270 34.50 0.034140 0.9721
12 0.05053 -1.48 25.000 761.30 0.001602 0.9987
13 2.029 76.33 3.410 14.72 0.076240 0.9378
Ei\?ll;r?]tg: Sample Response Sizq t-star (critical value)

1 208 1.65228

2 194 1.65283

3 203 1.65247

4 201 1.65255

5 224 1.65175

6 222 1.65181

7 206 1.65236

8 239 1.65131

9 235 1.65142

10 142 1.65581

11 208 1.65228
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12

207

1.65232

13

200

1.65259

C.2 95% Confidence Intervals for the Slopes

The following table summarizes the confidence intervals for eaghession
equation. The confidence level for these intervals is 95%, which ntieain$ the number
zero is excluded from the intervals, one can say with 95% confidieatthe slope of the
regression line is significantly different from zero. The slbpang significantly different
from zero (either positive or negative) precludes the possitofithaving little to no
correlation between the independent and dependent variables of thesi@gre
Therefore, these confidence intervals are confidence intefvalthe slopes only. For
more on confidence intervals for the slopes, see Section 6.4, Int@ducti the

Regression Plots: Explanation of Key Variables,CRAPTER 6: Data Analysis and

Discussion.
SeUElEl) 95% Confidence Intervals for the Slopes
Number
1 -0.2316 -0.1292
2 0.0003 0.0005682
3 0.000004968 0.000009526
4 0.000006421 0.00001145
5 0.07783 0.1693
6 0.06115 0.1682
7 7280 12430
8 -9.947 -3.8
9 -9.503 -7.284
10 3.133 19.41
11 0.06197 0.1185
12 0.04718 0.05387
13 1.046 3.012

Note that in the table, the left-bound of the intervals appeatkhenmiddle

column, while the right-bound appears in the right-most column.

C.3 95% Confidence Intervals for each Equation

95% Prediction Intervals for Equation 1
18.70 18.96
16.92 17.14
15.11 15.34
13.29 13.55
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95% Prediction Intervals for Equation 2

71.82 75.33
78.44 81.74
85.01 88.18
94.79 97.94
103.40 106.70
113.00 116.60

95% Prediction Intervals for Equation 3

2.053 2.109
2.163 2.216
2.273 2.323
2.436 2.486
2.580 2.632
2.740 2.798

95% Prediction Intervals for Equation 4

1.535 1.598
1.671 1.730
1.806 1.863
2.007 2.064
2.184 2.244
2.382 2.448

95% Prediction Intervals for Equation 5

27.87 29.04
30.38 31.46
32.88 33.91
35.35 36.38
37.79 38.88
40.22 41.39

95% Prediction Intervals for Equation 6

33.11 34.50
35.45 36.74
37.78 39.01
40.07 41.30
42.33 43.62
44.57 45.97

95% Prediction Intervals for Equation 7

21010 27310
31030 37000
41000 46750
50910 56540
60760 66400
70560 76310
21010 27310
31030 37000
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95% Prediction Intervals for Equation 8

43.19 45.72
36.44 38.72
29.61 31.80
22.69 24.97
15.70 18.22

95% Prediction Intervals for Equation 9

48.00 48.92
39.65 40.48
31.27 32.07
22.86 23.69
14.42 15.34

95% Prediction Intervals for Equation 10

86.28 94.75

97.97 105.60
109.40 116.70
120.50 128.20
131.40 139.80

95% Prediction Intervals for Equation 11

1.85 1.93
2.31 2.37
2.76 2.82
3.21 3.28

95% Prediction Intervals for Equation 12

1.67 1.68
1.93 1.93
2.18 2.19
2.43 2.44

95% Prediction Intervals for Equation 13

78.46 82.31
92.90 96.28
111.10 114.60
123.10 126.90

Page 103




Multivariable Regression Statistics for Options One and
Two

Regression Statistics for Option 1

Multiple R 0.908935238

R Sguare 0.826163266

Adjusted R Square 0.805050341

Sandard Error 16.75541232
Observations 113

Regression Statistics for Option 2

Multiple R 0.937292279

R Sguare 0.878516816

Adjusted R Square 0.860375813

Sandard Error 15.50635614
Observations 110

ANOVA for Option 1

df SS MS F Sgnificance F
Regression 8 140095.3964 17511.92457 62.37687867 3.06225E-36
Residual 105 29478.10342  280.7438421
Total 113 169573.5

ANOVA for Option 2

df SS MS F Sgnificance F
Regression 8 177359.1474 22169.89347 92.20279742 6.25985E-43
Residual 102 | 24525.60223 240.4470807
Total 110 201884.75
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APPENDIX D: Mathematics Behind Bias Calculations

The following are the formulas used in the section entilles Testing on the

Collected Demographic Data in CHAPTER 6: Data Analysis and Discussion:

z - (P-F) ‘which is used to calculate the standard deviatidd fobm Po;
RA-F)
n
1 7 ) - .
p-value = 1-— exp(—x /Z)jx, the probability that the deviation of the
W/ 277"2‘

observed® from Pg is due to chance alone.
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APPENDIX E: Matlab Code for the Survey

E.1 M-file for Regression and Correlation Analysis

%This m-file code does regression and correlation a nalysis.

function  coranalysis

varnames2 ={ ‘interruptions' , 'LastSummer' , 'OnAverage' , ...

'‘DiscomfortLevel’ , 'ACUnit" , 'ACType' , 'numberOfUnits' ,
‘'usualSummerSetting' -

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' -

'‘Concernl' , 'Concern2' , 'Concern3’" , 'Concernd'
'sensitivityToChangelnTemperature' -

'opinionONACCyclingOptions' , 'interestinProgram1' ,
'ProglFinanciallncentive' ) e

'interestinProgram?2" , 'Prog2Financiallncentive’ ,
‘appealingOption’ -

‘gender’ , ‘'age' , ‘ethnicBackground' , ‘'education’ , 'income'
'maritalStatus’ ) e

'numberOfAdults’ , 'numberOfChildren’ , 'typeOfResidence’ %
VarrlQP ={ 'Electricity_outages' , 'Number_of outages last summer'
‘Length_of_interruptions' , 'Outage_Level_of discomfort' ,
'Have_air_cond' , 'Type_of _air_cond'

‘Number_of_air_cond_units' ,
"Thermostat_temp' , 'Last_summer_AC_usage_greater_than_90deg’ ,

'‘Last_summer_AC_usage_less_than_90deg' ,
'‘Average_Summer_monthly_bill' -

'‘Biggest_Energy_Cost_Concern' , 'Biggest_Energy_Cost_Concern’
'‘Biggest_Energy_Cost_Concern' , 'Biggest_Energy_Cost_Concern’ ,
‘Temperature_Level_of_discomfort’ ,
'Opinion_on_automatic_air_cond_cycling' ,

'‘Level_of interest _1' , 'Financial_incentive_1_in_dollars' ,
'‘Level_of interest_2' , 'Financial_incentive_2_in_dollars’ ,
'‘Appealing_option’ , 'Gender , 'Age' , 'Ethnic_background'

'‘Educational_background’ , '‘Annual_household_income’ ,
'Marital_status' , 'Number_of adults' , 'Number_of children’ ,
"Type_of_residence' %

varnamesNUM = { 'Electricity _outagesl' ,

‘Number_of outages_last summer2' , 'Length_of_interruptions3' ,
'‘Outage_Level_of discomfort4 , 'Have_air_cond5' ,
'Type_of_air_cond6' -

‘Number_of_air_cond_units7' ,

‘Thermostat_temp8' , 'Last_summer_AC _usage_greater_than_90deg9' ,
'‘Last_ summer_AC_usage_less_than_90degl10' ,
'‘Average_Summer_monthly_bill11' -

'‘Biggest_Energy_Cost_Concernl2' , 'Biggest_Energy_Cost_Concernl3'
'‘Biggest_Energy_Cost_Concernl4' , 'Biggest_Energy_Cost_Concernl5'
"Temperature_Level of discomfortl16' ,
'‘Opinion_on_automatic_air_cond_cycling17' -
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'‘Level_of interest 118 , 'Financial_incentive_1_in_dollars19' ,

'‘Level_of interest 220 , 'Financial_incentive_2_in_dollars21' ,

'‘Appealing_option22' , 'Gender23' , 'Age24' , ‘'Ethnic_background25'
'Educational_background26’ , 'Annual_household_income27' ,

'Marital_status28' , 'Number_of adults29' , 'Number_of children30' ,

"Type_of_residence31' %

varnamesNUM1 = { 'Electricity_outagesel’ ,

'Number_of outages_last summere2' , 'Length_of interruptionse3' ,

'‘Outage_Level of discomfortee4' , 'Have _air_conde5' ,

'"Type_of_air_conde6’ -

'Number_of_air_cond_unitse7’ ,

"Thermostat_tempe8' , 'Last_ summer_AC_usage_greater_than_90dege9' ,
'‘Last_ summer_AC _usage _less_than_90degel0' ,
'Average_Summer_monthly_bille11' -

'‘Biggest_Energy_Cost_Concernel?2' , 'Biggest_Energy_Cost_Concernel3'
'‘Biggest_Energy_Cost_Concernel4' , 'Biggest_Energy_Cost_Concernel5s' ,
"Temperature_Level of discomforte16' ,
'‘Opinion_on_automatic_air_cond_cyclingel7"

'‘Level_of interest_1e18' , 'Financial |ncent|ve_1_|n_dollarse19'
'‘Level_of interest_2e20' , 'Financial_incentive_2_in_dollarse21’ ,
'Appealing_optione22' , 'Gendere23' , 'Agee24' ,

'Ethnic_backgrounde25' -

'Educational_backgrounde26' , 'Annual_household_incomee27" ,
'‘Marital_statuse28' , 'Number_of_adultse29' , 'Number_of_childrene30
"Type_of_residencee31' ¥
varunits = { ettt " ", 'Number of A/C units owned' , 'In Degrees
Fahrenheit' 'A/C usage (hrs/day) 'A/C usage (days)' -

'In doIIars per month’ , eyttt 'Bisvery
interested' , ", 'Bisvery mterested " 'Age
Group' ," , 'Income in dollars per year' T

%%%%%% list for pairwise regression

XXvar={ ‘age' , 'income' , 'income' , 'income'
‘averageSummerMonthlyBill' -

‘averageSummerMonthlyBill' , 'education' -

'interestinProgram1’ , 'interestinProgram?2’ ,

‘numberOfUnits’ , 'usualSummerSetting' , 'usualSummerSetting' -
'typicalHotDaySetting' }

YYvar ={ typ|caIHotDaySett|ng , 'averageSummerMonthlyBill' ,
'interestinProgram1' ,

'interestinProgram2' , 'ProglFlnanmaIIncentNe ,
'ProgZFlnanC|aIIncent|ve

'income’ 'ProglFmanuaIIncenuve , 'Prog2Financiallncentive' -
‘averageSummerMonthlyBill' , 'interestinPrograml’ ,

'interestinProgram?2" ) e

‘averageSummerMonthlyBill' }

XXlabel ={ 'Age' , 'Annual Household Income’ , 'Annual Household Income'
'Annual Household Income' ) e

'‘Average Summer Monthly Bill' , 'Average Summer Monthly Bill’ ,

'Educational Background' -
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'Level of interest in Program Option 1' , 'Level of interest in Program
Option 2", ...

'Number of AC units' , 'Usual Summer Thermostat Temperature Setting'
‘Usual Summer Thermostat Temperature Setting' -

'Hourly AC usage in the Summer %

YYlabel ={ 'Hourly AC usage in the Summer’ , 'Average Summer Monthly
Bill' , ‘'Level of interest in Program Option 1' ) e

'‘Level of interest in Program Option 2' , 'Financial Incentive for
Program 1' , 'Financial Incentive for Program 2'

'‘Annual Household Income' , 'Financial Incentive for Program 1 ,
'Financial Incentive for Program 2'

'‘Average Summer Monthly Bill' , 'Level of interest in Program Option 1'
'Level of interest in Program Option 2' -

'‘Average Summer Monthly Bill' %

XXname ={ 'Age' , 'Annual Household Income' , 'Annual Household Income'
'‘Annual Household Income’ -

'‘Average Summer Monthly Bill' , 'Average Summer Monthly Bill’ ,
'Educational Background' ,

'Level of interest in Program Optlon 1 , 'Level of interest in Program
Option 2", ...

'Number of AC units' , 'Usual Summer Thermostat Temperature Setting'

‘Usual Summer Thermostat Temperature Setting' -

'Hourly AC usage in the Summer ¥

YYname ={ 'Hourly AC usage in the Summer' , "Average Summer Monthly
Bill' , ‘'Level of interest in Program Option 1' -

'‘Level of interest in Program Option 2' , 'Financial Incentive for
Program 1' , 'Financial Incentive for Program 2'

'Annual Household Income' , 'Financial Incentive for Program 1 ,
'Financial Incentive for Program 2'

'‘Average Summer Monthly Bill’ , 'Level of interest in Program Option 1'
'Level of interest in Program Option 2' -

'‘Average Summer Monthly Bill' %

GVvarnames = { 'numberOfUnits' , 'usualSummerSetting'
'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' -
'‘age’ , ‘education’ , 'income' |, ‘numberOfAdults’ , 'numberOfChildren’
'typeOfResidence' %

GVvarnames01 ={ 'numberOfUnits' , 'usualSummerSetting' -

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' , 'interestinProgram1' , 'Prog1Financiallncentiv
e, ..

'interestinProgramz2’ , 'Prog2Financiallncentive' -

'‘age’ , ‘education’ , 'income' , ‘numberOfAdults’ , 'numberOfChildren’

'typeOfResidence' %

GVvarnames03 ={ 'numberOfUnits’ , 'usualSummerSetting' -
'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' , 'interestinProgram1' , 'Prog1Financiallncentiv
e, ..
'interestinProgram2 , 'Prog2Financiallncentive' -
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'‘age' , ‘education’ , 'Income' , 'numberOfAdults’ , 'numberOfChildren’
'typeOfResidence' %

GVvarnames02 ={ 'numberOfUnits' , 'usualSummerSetting' .

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' , 'interestinProgram1’ , 'ProglFinanciallncentiv
e, ..

'interestinProgram2' , 'Prog2Financiallncentive’ -

'‘age' , ‘education’ , 'Income' , 'numberOfAdults’ , 'numberOfChildren’

'typeOfResidence' %

GVilvarnames ={ 'Number_of air cond_units' ,

'Thermostat_temp' , 'Last_summer_AC_usage_greater_than_90deg’ ,
‘Last_summer_AC_usage_less_than_90deg' ,
'‘Average_Summer_monthly_bill’ -

'‘Level_of interest 1' , 'Financial_incentive_1 in_dollars' ,
'‘Level_of interest 2' , 'Financial_incentive_2_in_dollars' , 'Age' , ...

'‘Educational_background’ , '‘Annual_household_income’ ,
‘Number_of_adults' , 'Number_of_children’ , 'Type_of residence’ ¥
GV2varnames ={ 'Number of air cond units' , 'Thermostat temp’ , 'Daily A/IC
usage last summer , 'Hourly A/C usage last summer’ , 'Average Summer
monthly bill’ -

'Level of interest 1' , 'Financial incentive for Program 1 in
dollars' , 'Level of interest 2' , 'Financial incentive for Program 2 in
dollars' , 'Age' , ...

'‘Educational background' , '‘Annual household income’ , 'Number of
adults' , 'Number of children’ , 'Type of residence’ ¥
GV3varnames ={ 'Number of air cond units' , 'Thermostat temp’ , 'Daily AC
usage last summer' , 'Hourly AC usage last summer , 'Average Summer
monthly bill' ) e

'Level of interest 1' , 'Financial incentive for Program 1 in
dollars' , ‘'Level of interest 2' , 'Financial incentive for Program 2 in
dollars' , 'Age' , ...

'Educational background' , 'Annual household income' , 'Number of
adults' , 'Number of children' , 'Type of residence’ %

GV4varnames ={ 'Number_of air_cond_units7' ,

‘Thermostat_temp8' , 'Last_summer_AC _usage_greater_than_90deg9' ,
'‘Last_ summer_AC_usage_less_than_90degl10' ,
'‘Average_Summer_monthly_bill11' -

'‘Level_of interest 118" , 'Financial_incentive_1 _in_dollars19’ ,
'‘Level_of interest 220 , 'Financial_incentive_2_in_dollars21' ,
'‘Agez4' , ...

'Educational_background26' , 'Annual_household_income27' ,
‘Number_of_adults29'’ , 'Number_of_children30 , 'Type_of residence3l ¥
varnames ={ 'interruptions' , 'LastSummer' , 'OnAverage' , ...

'‘DiscomfortLevel’ , 'ACUnit" , 'ACType' , 'numberOfUnits' ,
‘usualSummerSetting' -

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' -

'‘Concernl' , 'Concern2' , 'Concern3’ , 'Concernd'
'sensitivityToChangelnTemperature' -

‘opinionONACCyclingOptions' , 'interestinPrograml’
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'interestinProgram2' , 'appealingOption’ -

'‘gender' , ‘'age' , ‘ethnicBackground' , 'education’ , 'Income'
'maritalStatus’ -
‘numberOfAdults’ , 'numberOfChildren’ , 'typeOfResidence’ ¥

%%%list for multiple regression

varnameslQP ={ 'Electricity_outages' , 'Number_of outages_last_ summer
‘Length_of_interruptions' , 'Level_of discomfort’ , 'Have_air_cond' ,
"Type_of_air_cond' -

'Number_of _air_cond_units' ,

"Thermostat_temp' , 'Last_summer_usage_greater_than_90deg’' ,
'‘Last_summer_usage_less_than_90deg' , 'Average_Summer_monthly_bill

'‘Cost_of_electricity_concern' , 'Preventing_outages_concern’ ,
'Renewable_and_clean_energy’ , 'Other" , 'Level of discomfort' ,
'Your_thoughts' ) e

‘Level_of interest _1' , 'Level_of interest_2' , 'Appealing_option'
‘Gender’ , 'Age' , 'Ethnic_background' -

'‘Educational_background’ , '‘Annual_household_income’ ,
'‘Marital_status’ , 'Number_of_adults' , 'Number_of_children’ ,
"Type_of_residence' %
varnameslQ2 ={ 'Electricity outages' , 'Number of outages last summer’
'‘Length of interruptions' , 'Level of discomfort' , 'Have air cond' ,
"Type of air cond' -

'Number of air cond units' , 'Thermostat temp’ , 'Last summer usage
greater than 90deg fahrenheit' , 'Last summer usage less than 90deg
fahrenheit' , 'Average Summer monthly bill’ -

'Cost of electricity concern' , 'Preventing outages concern' ,
'Renewable and clean energy' , 'Other' , 'Level of discomfort' , 'Your
thoughts' , ...

‘Level of interest 1' , 'Level of interest 2' , 'Appealing option’
'‘Gender’ , 'Age' , 'Ethnic background' -

'Educational background' , 'Annual household income' , 'Marital
status' , 'Number of adults' ,'Number of children’ , 'Type of
residence' };
fontsz =[12 121212121212 121212121212 12 121212121212
121212121212 1212 121212 12];

FF = exist( 'IQPdataNomnso&Tawkeer&James&Eyuel.mat' , 'file' );
if FF~=2;

'IQPdataNomnso&Tawkeer&James&Eyuel.mat is not here' ;
end;

FF2 = exist( 'IQP_vars.mat' );
if FF2~=2;
'IQP_vars.mat is not here' ;

end;
if FF==2;
load IQPdataNomnso&Tawkeer&James&Eyuel.mat
load IQP_vars.mat ;
%Making sure that people who are not interested are not classified
as

%requiring no financial incentive
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ProglFinanciallncentive(find((Prog1Financiallnc
1|Prog1Financiallncentive==1)&(interestinProgram1==
Prog2Financiallncentive(find((Prog2Financiallnc
1|Prog2Financiallncentive==1)&(interestinProgram2==
%Making sure to use only people who use the AC in't
frequencyOfUse(find(frequencyOfUse==1)) = -1;
typicalHotDaySetting(find(typicalHotDaySetting=

binlength =
[2,5,5,5,2,4,8,4,6,6,6,4,4,4,4,4,5,5,6,5,6,2,2,6,6,
for K = l:length(varnames?2);
GGG = varnames2{K},
if length(GGG)>=7;
NN = stremp(GGG(1:7), '‘Concern' );
end;
if length(GGG)<7;
NN = 0;
end;
if NN~=1;

HH = eval([ find(" varnames2{K}  '~=-

varrl = eval(varnames2{K});

varrl2 = varrl(HH);

Hunique = unique(varrl2);

HvarnamesNum = eval(varnamesNUM1{K});
for k= 1l:length(Hunique);

varrl(find(varrl==Hunique(k))) =
HvarnamesNum(HvarnamesNum(:,2)==Hunique(k),1);

end;

varrl =varrl(:);

eval([varnames2{K} '=varrl; D;

end;
end;

GV2X = XXlabel;
GV2Y = YYlabel,;
GV3X = XXnhame,;
GV3Y = YYname;
ggl=1[J;
992 =[J;
gg3 =1[l;
994 = [|;
995 =[|;
gg96 =[I;
gg7 =[l;
gg8 =[J;
999 = [|;

for K = l:length(XXvar);
GGG1 = YYvar{K},
GGG2 = XXvar{K},

if length(GGG1)>=13;

NN1 = stremp(GGG1(7:13), 'OfUnits'  );
end;
if length(GGG2)>=13;

NN2 = stremp(GGG2(7:13), 'OfUnits'  );
end;

if length(GGG1)<7;
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NN1 = 0;

end;

if length(GGG2)<7;
NN2 = 0;

end;

NN = NN1*NN2;

if NN~=1;
A = eval(YYvar{K});
B = eval(XXvar{K});
[Bm,Am,As,A,B] = removeminusone(A,B);

% [p] = polyfit(Bm,Am,1);

[bb,stats] = robustfit(Bm,Am);
f = polyval([bb(2) bb(1)],Bm);
p = [bb(2) bb(1)];

%%%%%%%% %% %% % %% Yostatistics %% %% % %% %% %% %% %%

sampleres = length(B); %number of observations may be less
than the total due to any blank response

n = length(Am);

r = Am-f; %residuals

sse = norm(r)."2;

ssr = norm(f-mean(Am))."2;

dfe = n-2; %two degrees of freedom

dfr = 2-1;

F = (ssr/dfr)/(sseldfe);

pvalue = stats.p;

pvalueb = pvalue(2); %p-value for the slope

s = sgrt(r*r'./(sampleres-2)); %the standard error of the
residuals about the line

SEy = s*sqrt(1+(1/n)+((Bm-mean(Bm)).2) /sum((Bm-
mean(Bm))."2)); %standard error for the prediction

SE = stats.se;

SEb = SE(2); %s/sqrt(sum((Bm-mean(Bm))."2));

t = stats.t;

t=1(2),

b = bb(2); %the slope of the regression line

tstar = tinv(0.95,sampleres-2); %for the .025 level
confidence interval

cfb = [(b-tstar*SEDb) (b+tstar*SEDb)]; %the confidence
interval for .025 level

cfy = [(f-tstar*SEy)' (f+tstar*SEy)T; %for a .025 level

prediction interval
%%%%%6%%% % %% % %% %% %% %% % %% % % %% % % %% % % %% % % %% % %6 %% % % %% %

plot(Bm,f, ‘color ;" );
hold on;
axis([(min(Bm-.2)) (max(Bm+.2)) (min(Am -As-As*.2))

(max(Am+As+As*.2))]);
errorbar(Bm,Am,As);

hold off ;
corra = corr(Bm(:),Am(:));
BF =[ '‘Best-fit line' 1;
BF2 = 'Mean Response and Standard Deviation. R-Squared = '
numa2str(corra)];
xlabel(GV2X{K}, 'FontSize'  ,16),
ylabel(GV2Y{K}, 'FontSize'  ,16),
if p(1)<0;
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legend(BF,BF2, ‘Location’ , 'northeast' );

end;
if p(1)>0;

legend(BF,BF2, ‘Location’ , 'southeast’ );

end;

991 = [g91; p];

092 = [gg2; pvalueb];

993 = [993; [cfb]];

994 = [994; [0 O]; [0 OF; [cfy]l;
995 = [gg5; tstar];

996 = [996; FI;

997 = [997; t];

098 = [gg8; corral;

gg9 = [gg9; sampleres];

gl=][ 'Fitline ="' numz2str(p(1)) *x' '+ '  num2str(p(2))
I
g2= | 'For the slope: The 2 sided p-value ="
numz2str(pvalueb) L 1;
g3 =] 'Its confidence interval is (' num2str(cfb(1))
numa2str(cfb(2)) Y, ' Ik
g4 = 'The t statistic is ' numa2str(t) "and the F-
statistic is ' numa2str(F) R
g5 = 'Sample Response size =' numa2str(sampleres)
I
g = {91,92;93:94,95};
if p(1)>0;
text((min(B)-.1),(max(Am)+min(Am))/2+(m ax(Am)-
min(Am))*(1/2-.1),[d], ‘color ,'k" , 'BackgroundColor' 01
1], 'FontSize' ,12);
end;
if p(1)<0;
text((min(B)-.1),(max(Am)+min(Am))/2-(m ax(Am)-
min(Am))*(1/2-.1),[d], ‘color ,'k" , 'BackgroundColor' 01
1], 'FontSize' ,12);
end;
grid on;
grid minor ;
saveas(gcf,[ ‘coranal\meanplotsreg\reggraphs\' [GV3X{K}
vs' GV3Y{K}], ‘'bmp' );
end;
if NN==1;

BA = eval(varnames2{6});
B = eval(XXvar{K});
A = eval(YYvar{K});
if NN1==1;
A(find(BA==2)) = A(find(BA==2))*3;
have a central AC as being equivalent to having 3 w
end;
if NN2==1;
B(find(BA==2)) = B(find(BA==2))*3,;
have a central AC as being equivalent to having 3 w
end;
[Bm,Am,As,A,B] = removeminusone(A,B);
[p] = polyfit(Bm,Am,1);
[bb,stats] = robustfit(Bm,Am);
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f = polyval([bb(2) bb(1)],Bm);

%9%6%6%6%%%%%%% %% %% Y%statistics%6%6%%%%% %% %% % % % %

sampleres = length(B); %number of observations may be less
than the total due to any blank response

n = length(Am);

r = Am-f; %residuals

sse = norm(r)."2;

ssr = norm(f-mean(Am)).”2;

dfe = n-2; %two degrees of freedom

dfr = 2-1;

F = (ssr/dfr)/(sseldfe);

pvalue = stats.p;

pvalueb = pvalue(2); %p-value for the slope

s = sgrt(r*r'./(sampleres-2)); %the standard error of the
residuals about the line

SEy = s*sqrt(1+(1/n)+((Bm-mean(Bm)). 2) /sum((Bm-
mean(Bm)).*2)); %standard error for the prediction

SE = stats.se; SEfmu

SEb = SE(2);

t = stats.t;

t=1(2),

b = bb(2); %the slope of the regression line

tstar = tinv(0.95,sampleres-2); %for the .025 level
confidence interval

cfb = [(b-tstar*SEb) (b+tstar*SEDb)]; %the confidence
interval for .025 level

cfy = [f-tstar*SEy f+tstar*SEy]; %for a .025 level

prediction interval
%9%%%% %% %% %% %% %% % % %% %% %% %% %% %% %% % % % %% %% %% %% %% %0 %% %

plot(Bm,f, ‘color' 't ),
hold on;
axis([(min(Bm-.2)) (max(Bm+.2)) (min(Am -As-As*.2))

(max(Am+As+As*.2))));
errorbar(Bm,Am,As);

hold off ;
corra = corr(Bm(:),Am(’));
BF =] '‘Best-fit line' 1;
BF2 = 'Mean Response and Standard Deviation. R-Squared = '
num2str(corra)];
if (NN1==1)&NN2~=1);
xlabel(GV2{K}, 'FontSize'  ,16),
ylabel( 'Number of window AC' , 'FontSize'  ,16),
if p(1)<0;
legend(BF,BF2, 'Location’ , 'northeast' );
end;
if p(1)>0;
legend(BF,BF2, ‘Location’ , 'southeast’ );
end;
end;

if (NN2 ==1)&(NN1 ~= 1),

xlabel( 'Number of window AC' , 'FontSize' ,16),
ylabel(GV2{KK}, 'FontSize'  ,16), ...
if p(1)<0;
legend(BF,BF2, ‘Location’ , 'northeast' );
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end;

if p(1)>0;
legend(BF,BF2, 'Location’ , 'southeast’ );
end;
end;
991 = [991; p];

992 = [gg2; pvalueb];
993 = [993; [cfb]];

994 = [9g4; [0 0]; [0 Of; [cfy]];
995 = [gg5; tstar];

996 = [gg6; FJ;

997 = [997; 1];

098 = [gg8; corral;

099 = [gg9; sampleres];

g=1[ 'Fitline =" num2str(p(1)) "x' '+ num2str(p(2)) '

'For the slope: The 2 sided p-value ="

num2str(pvalueb)

'Its confidence interval is (' num2str(cfb(1)) !
numa2str(cfb(2)) Y, ' P
"The t statistic is ' numa2str(t) " and the F-statistic is '
num2str(F) "' ;..
'Sample Response size ="' numz2str(sampleres) '
text((min(B)-.1),(max(Am)+min(Am))/2+(m ax(Am)-
min(Am))*(1/2-.1),[g], ‘color' ,'k" , 'BackgroundColor' Jo1
1], 'FontSize' ,12);
grid on;
grid minor ;
% pause(1)
saveas(gcf,[ ‘coranal\meanplotsreg\reggraphs\' [GV3X{K} '
vs' GV3Y{K}]l, ‘'bmp' );
end;
end;
nname = { 'PW Coefficients' , 'PWp-value' , 'PW Slope confidence
int" , 'PW Prediction int' , 'PW t-star' , 'PW F-statistic' , 'PWt-
statistic' , 'PW R-squared" , 'Sample Response Size' b
gname = { ‘g9l , ‘992" , ‘993" , 'gg4’ , ‘995" , ‘gg6’ , ‘997" ,
‘998" , ‘999" I

for k =1:length(nname);

J = [eval(gname{k})];

save([ 'PW\" nname{k} "ixt' ], 'J , '-ascii' );
end;

%%%%%%%%Multiple regression%%% %% %% %% %% % %% %% %% %% %%

06%6%6%6%6%6%6%6%6%6%%% %% %% %% %% %% %% %Y%for Prog 1% iesiesmie %% %% %%
if FF==2;

load IQPdataNomnso&Tawkeer&James&Eyuel.mat
load IQP_vars.mat ;
%Making sure that people who are not interested are not classified

%as requiring no financial incentive
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ProglFinanciallncentive(find((Prog1Financiallnc
1|Prog1Financiallncentive==1)&(interestinProgram1==
Prog2Financiallncentive(find((Prog2Financiallnc
1|Prog2Financiallncentive==1)&(interestinProgram2==
%Making sure to use only people who use the AC in't
frequencyOfUse(find(frequencyOfUse==1)) = -1;

entive==-
1)))=6;
entive==-
1)))=6;
he correlations

typicalHotDaySetting(find(typicalHotDaySetting= =1)) = -1;
for K= lilength(varnames2);
GGG = varnames2{K};
if length(GGG)>=7;
NN = stremp(GGG(1:7), ‘Concern’ );
end;
if length(GGG)<7;
NN = 0;
end;
if NN-~=1;
HH = eval([ find(’ varnames2{K} ~=-1);"  D;
varrl = eval(varnames2{K});
varrl2 = varrl(HH);
Hunique = unique(varrl2);
HvarnamesNum = eval(varnamesNUM1{K});
for k= 1l:length(Hunique);
varrl(find(varrl==Hunique(k))) =
HvarnamesNum(HvarnamesNum(:,2)==Hunique(k),1);
end;
varrl =varrl(’);
eval([varnames2{K} '=varrl; D;
end;
end;
for K = l:length(varnames?2);
varrl = eval(varnames2{K});
eval([varnames2{K} '=varrl(:); D;
end;
GH11 ={ 'age' , 'income' ,'averageSummerMonthlyBill ‘education’ -
'numberOfUnits’ , 'usualSummerSetting' , 'typicalHotDaySetting'
'ProglFinanciallncentive’ , 'InterestinProgram1’ h
GH12 ={ ‘age’ , 'income' |, ‘averageSummerMonthlyBill' , ‘'education’
‘numberOfUnits’ , 'usualSummerSetting' , 'typicalHotDaySetting'
'Prog2Financiallncentive' , 'InterestinProgram2' h
rmvminusonel = removeminusonevs(GH11);
H1 = find(eval(rmvminusonel));
rmvminusone2 = removeminusonevs(GH12);
H2 = find(eval(rmvminusone2));
GH1 ={ ‘age’ , ‘'income' |, 'averageSummerMonthlyBill , 'education’
'numberOfUnits’ , 'usualSummerSetting' , 'typicalHotDaySetting'
GH11 = [age(H1), income(H1),averageSummerMonthl yBill(H1),

education(H1),
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numberOfUnits(H1), usualSummerSetting(H1),
typicalHotDaySetting(H1), interestinProgram1(H1)];

GH12 = [age(H2), income(H2),averageSummerMonthl yBill(H2),
education(H2),
numberOfUnits(H2), usualSummerSetting(H2),
typicalHotDaySetting(H2), interestinProgram?2(H2)];
end;
end;

J = [surveyNumber(H1) GH11];
save( 'Progl.txt' ,'J", -ascil' );  %Saving translated table for usage in

Excel
J = [surveyNumber(H2) GH12];

save( 'Prog2.txt' ,'J", -ascil' );  %Saving translated table for usage in
Excel

%%%%%%%%%functions employed above

function  [Bm,Am,As,A,B] = removeminusone(A,B);
HH = find((A~=-1)&(B~=-1));

A = A(HH);
B = B(HH);
% a = min(B);
% b = max(B);
cnt = 0;

Bp = unique(B);
for kk = 1:length(Bp);
k = Bp(kk);
cnt = cnt+1;
HH = find(B==K);
if length(HH)~=0;
Am(cnt) = mean(A(HH));
As(cnt) = std(A(HH));
Bm(cnt) = k;
end;
if length(HH)==0;
cnt = cnt-1,;
end;
end;
As = As/sqgrt(length(B)); %estimated standard deviation of the
sample mean, assuming it has a normal distribution

function  rmvminusone= removeminusonevs(varnames);

g=[ ‘(" varnames{1}];
for K= 2:length(varnames);
g=[gl '~=-1)&(" ] varnames{K}];
end;

rmvminusone = [g [ ~=1)"
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E.2 M-file for the Histograms

%This m-file creates histograms

function  minusone;

%close all;
varnames ={ 'interruptions' , 'LastSummer' , 'OnAverage' , ...

'DiscomfortLevel’ , 'ACUnit" , 'ACType' , 'numberOfUnits' ,
‘'usualSummerSetting' -

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' -

‘Concernl' , 'Concern2' , 'Concern3' , ‘'Concernd'
'sensitivityToChangelnTemperature' -

'opinionONACCyclingOptions' , 'interestinProgram1' ,
'ProglFinanciallncentive' ) e

'interestinProgram2’ , 'Prog2Financiallncentive' ,
‘appealingOption’ -

'‘gender' , ‘'age' , ‘ethnicBackground' , 'education’ , 'Income'
'maritalStatus' -

'numberOfAdults’ , 'numberOfChildren’ , 'typeOfResidence’ %
varnamesNUM = { 'Electricity _outagesl' ,
‘Number_of outages_last summer2' , 'Length_of_interruptions3' ,
'‘Outage_Level_of discomfort4 , 'Have_air_cond5' ,

'Type_of_air_cond6' -

'Number_of _air_cond_units7' ,

‘Thermostat_temp8' , 'Last_summer_AC _usage_greater_than_90deg9' ,
'‘Last_ summer_AC_usage_less_than_90degl10' ,
'‘Average_Summer_monthly_bill11' -

'‘Biggest_Energy_Cost_Concernl2' , 'Biggest_Energy_Cost_Concernl3'
'‘Biggest_Energy Cost_Concernl4' , 'Biggest_Energy_Cost _Concernl5' ,
"Temperature_Level of discomfort16' ,
'‘Opinion_on_automatic_air_cond_cycling17' ,

'‘Level_of interest 118" , 'Financial_incentive_1_in_dollars19’
'‘Level_of interest 220 , 'Financial_incentive_2_in_dollars21’ ,
'‘Appealing_option22' , 'Gender23' , 'Age24' , 'Ethnic_background25'
'Educational_background26' , 'Annual_household_income27' ,
'Marital_status28' , 'Number_of_adults29' , 'Number_of_children30 ,
"Type_of_residence31' %
varnamesNUM1 = { 'Electricity_outagesel’ ,
‘Number_of_outages_last_summere2' , 'Length_of _interruptionse3' ,
'‘Outage_Level_of discomfortee4 , 'Have_air_conde5’ ,

"Type_of_air_conde6' .

'Number_of _air_cond_unitse7" ,

'Thermostat_tempe8' , 'Last_summer_AC_usage_greater_than_90dege9' ,
‘Last_summer_AC_usage_less_than_90degel0’ ,
'‘Average_Summer_monthly_bille11' -

'‘Biggest_Energy Cost_Concernel?2' , 'Biggest_Energy Cost _Concernel3'
'‘Biggest_Energy Cost_Concernel4' , 'Biggest_Energy_ Cost _Concernel5'
‘Temperature_Level_of _discomfortel6’ ,
'‘Opinion_on_automatic_air_cond_cyclingel7' -
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'‘Level_of interest _1e18' , 'Financial_incentive_1_in_dollarse19' ,

'‘Level_of interest _2e20' , 'Financial_incentive_2_in_dollarse21' ,
'Appealing_optione22' , 'Gendere23' , 'Agee24' ,
'Ethnic_backgrounde25' -

'Educational_backgrounde26' , 'Annual_household_incomee27" ,
'Marital_statuse28' , 'Number_of adultse29' , 'Number_of childrene30 ,
"Type_of_residencee31' %
varnameslQP ={ 'Electricity_outages' , 'Number_of outages last summer'
‘Length_of_interruptions' , 'Outage_Level_of discomfort' ,
'Have_air_cond' , 'Type_of _air_cond'

'Number_of_air_cond_units’ ,

"Thermostat_temp' , 'Last_summer_AC_usage_greater_than_90deg’ ,

'‘Last_ summer_AC_usage_less_than_90deg' ,
'‘Average_Summer_monthly_bill' -

'‘Biggest_Energy_Cost_Concern' , 'Biggest_Energy_Cost_Concern’ ,
'‘Biggest_Energy_Cost_Concern' , 'Biggest_Energy_Cost_Concern’ ,
"Temperature_Level of discomfort' ,
'Opinion_on_automatic_air_cond_cycling' ,

‘Level_of interest_1' , 'Financial_incentive_1_in_dollars’ ,
'‘Level_of interest_2' , 'Financial_incentive_2_in_dollars’ ,
'‘Appealing_option’ , 'Gender" , 'Age' , 'Ethnic_background' -

'Educational_background' , 'Annual_household_income' ,
'Marital_status' , 'Number_of adults' , 'Number_of_children' ,
"Type_of_residence' %
varnameslQ2 ={ 'Electricity outages' , 'Number of outages last summer'
‘Length of interruptions’ , 'Outage Level of discomfort' , 'Have air
conditioning’ , 'Type of air cond' -

'Number of air cond units' , 'Thermostat temp’ , 'Last summer A/C
usage frequency when temperature is greater than 90 deg' , 'Lastsummer
A/C usage frequency when temperature is less than 9 Odeg' , 'Average
Summer monthly bill' -

'‘Biggest Energy Cost Concern' , 'Biggest Energy Cost
Concern' , 'Biggest Energy Cost Concern’ , 'Biggest Energy Cost Concern' ,
‘Temperature Level of discomfort' , 'Opinion on automatic air cond
cycling'  , ...

‘Level of interest 1' , 'Financial incentive for DR Program Option
1', 'Level of interest 2' , 'Financial incentive for DR Program Option
2' , 'Appealing option’ , 'Gender' , 'Age' , ‘Ethnic background' -

'Educational background' , 'Annual household income' , 'Marita
status' , 'Number of adults' ,'Number of children’ , 'Type of

residence' };

varnameslQ3 ={ 'lElectricity outages' , '2Number of outages last
summer' , '3Length of interruptions' , '40utage Level of discomfort’ ,
'‘bHave air cond' , '6Type of air cond' -

"7TNumber of air cond units' , '8Thermostat temp’ , '9Last summer AC
usage frequency when temperature is greater than 90 deg' , 'l0Last summer
AC usage frequency when temperature is less than 90 deg' , 'l1Average
Summer monthly bill' -

'"12Biggest Energy Cost Concern' , '13Biggest Energy Cost Concern’ ,
'"14Biggest Energy Cost Concern' , '15Biggest Energy Cost Concern’ ,
'16Temperature Level of discomfort' , '170pinion on automatic air cond
cycling'  , ...
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'"18Level of interest 1'
'20Level of interest 2'
'22Appealing option’ , '23Gender'

'26Educational background' ,

'24Age’

status' , '29Number of adults' , '30Number of children'
residence' };

{1 ,72 ,'3 ,4 ,%5 ,%6 ,7 ,%8 ,9 ,10 ,'11" ,'12
,'17t o, '18t ,'19 , 20" , 21 ,'22' ,'23' ,'24' ,'25' ,'26'
31 ),

binlength =

[21575!5l214181416!6l6141414!4l4151516!5l6|21216!6l

KL=[.3.14 .14 .14 .3.14.14.031.1.1.1 .14.
14.1.14.1.3.3.1.1.1.1.17.14 .14 .14];

fontsz = [16 16 16 16 16 16 16 16 16 16 16 16 16 16
16 16 16 16 12 14 14 16 16 16 16 16];

% length(varnames)

FF = exist(
if FF~=2;

'IQPdataNomnso&Tawkeer&James&Eyuel.mat is not here'
end;

'IQPdataNomnso&Tawkeer&James&Eyuel.mat'

FF2 = exist( );
if FF2~=2;

'IQP_vars.mat is not here' ;
end;

'IQP_vars.mat'

median_88 = [];
Average 88 =];
STD_88 =1];
mode_88 =];
interquartile_88 = J;
range_88 = [];
sum_88 =1];

if (FF==2)&(FF2 ==2);
load IQPdataNomnso&Tawkeer&James&Eyuel.mat
load IQP_vars.mat ;

%Making sure that people who are not interested are
%as requiring no financial incentive

ProglFinanciallncentive(find((Prog1Financiallnc
1|ProglFinanciallncentive==1)&(interestinProgram1==
Prog2Financiallncentive(find((Prog2Financiallnc

1|Prog2Financiallncentive==1)&(interestinProgram2==
ghj ={ "k
cnt=0;
gvarn =J;
for K = l:length(varnames);

GGG = varnames{K};
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if length(GGG)>=7;

NN = stremp(GGG(1:7), '‘Concern' );
end;
if length(GGG)<7;
NN = 0;
end;
if NN~=1;
HH = eval([ find(" varnames{K}  '~=-1);' ]);

varrl = eval(varnames{K});

varrl2 = varrl(HH);

totalsurveyed = length(varr12); %number of people who
responded to a particular question

Hunique = unique(varrl2);

HvarnamesNum = eval(varnamesNUM1{K});

Hunique

HvarnamesNum

varnamesNUM1{K}
% if VarnamesNUMunits(K) ==1,

for k= 1l:length(Hunique);
varrl2(find(varrl2==Hunique(k))) =

HvarnamesNum(HvarnamesNum(:,2)==Hunique(k),1);

end;

% end,
eval([varnames{K} '=varrl2; D
Average_88 = [Average 88 round(mean(eva I(varnames{K})))];
STD_88 = [STD_88 round(std(eval(varname s{KHNI;
median_88 = [median_88 round(median(eva I(varnames{K})))];
mode_88 = [mode_88 round(mode(eval(varn ames{K)))I;
sum_88 = [sum_88 round(sum(eval(varname s{KM)I;

interquartile_88 = [interquartile_88
round(igr(eval(varnames{K})))];
range_88 = [range_88 round(range(eval(v arnames{K}))];

varname = varnames{K};

KKmean = round(mean(eval(varname)));

KKstd = round(std(eval(varname)));

KKmedian = round(median(eval(varname))) ;
KKrange = round(range(eval(varname)));

KKigr = round(igr(eval(varname)));

% [n,xout]=hist(eval(varname),length(ev al(varname)));
% subplot(3,1,1);
nl = histc(eval(varname),eval(varnamesN UM{K});

n=100*n1/totalsurveyed,

bar(eval(varnamesNUM{K}),n);
xout = eval(varnamesNUM({K});

% hist(eval(varname),1:binlength(K));
%length(eval(varname))
h = findobj(gca, ‘Type' , '‘patch’ );
set(h, 'FaceColor' ,'c'" ,’'EdgeColor ,'k' )
text(min(xout),max(n)*(1-.2),[ 'mean ="'
num2str(KKmean)], ‘color’ , ', 'FontSize' ,16)
text(min(xout),max(n)*(1-.3),[ 'STD ="
num2str(KKstd)], ‘color ,'r" ,’'FontSize’ ,16)
text(min(xout),max(n)*(1-.4),[ 'median ="'
num2str(KKmedian)], ‘color’ , ', 'FontSize' ,16)
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text(min(xout),max(n)*(1-.5), 'Sample Response size ="'

numa2str(totalsurveyed)], ‘color |, 'r" ,'FontSize' ,16)
axis([(min(xout)-KL(K)*max(xout)) (max( xout)*(1+KL(K))) O
(max(n)*(1+.01))])
% set(gca,'FontSize',12);
title([varnameslQ2{K}], 'FontSize'  ,16);

vartitle = varnameslQ2{K};
vartitle3 = varnameslQ3{K};
vartitle2 = varnamesIQP{K};
gvartitle = eval(vartitle2);
g2vartitle = [J;
for L = l:length(gvartitle);
g2vartitle = [g2vartitle ' '

gvartitle{L}];

end;
set(gca, 'XTick' ,eval(varnamesNUM{K}));
set(gca, 'XTickLabel' ,gvartitle, 'FontSize'  ,fontsz(K));

% set(gca,'FontSize',20);

% axes('xticklabel',gvartitle);
xlabel(varunits{K}, 'FontSize'  ,16),
ylabel( 'Percentage’ , 'FontSize' ,16),

% if K==1;
% pause(60)
% end;
saveas(gcf,[ 'histograms_88\' vartitle3

histogram' ], ‘'fig" );

% % subplot(3,1,2);

boxplot(eval(varname), 'notch* ,'on' );

text(1+.1,max(eval(varname)+.02)*(1-.2) [ 'range ="'
num2str(KKrange)], ‘color ,'r" ,'FontSize’ ,14) %textis used to enter
text into the graph, along with position you want t he text to occupy

text(1+.1,max(eval(varname)+.02)*(1-.3) J 'igr="
num2str(KKigr)], ‘color |, 'r" ,'FontSize' ,14)

text(1+.1,max(eval(varname)+.02)*(1-.4) [ 'median ="
num2str(KKmedian)], ‘color ,'r" ,’'FontSize’ ,14)

text(1+.1,max(eval(varname)+.02)*(1-.5) [ 'mean ="
num2str(KKmean)], ‘color’ , ', 'FontSize' ,14)

text(1+.1,max(eval(varname))*(1-.6),[ 'std ="
num2str(KKstd)], ‘color ,'r" ,’'FontSize’ ,14)

set(gca, 'FontSize'  ,14);

title([vartitle]);

saveas(gcf,[ 'boxplots_88\' vartitle3 " boxplot' ], 'fig’

ghj = {ghj,varname},

end;
if NN==1;
cnt = cnt+1,
HH = eval([ find(’ varnames{K} ~=-1);"  D;

varrl = eval(varnames{K});
varrl2 = varrl(HH);
eval([ ‘TT" numa2str(cnt) '= length(varrl(HH))' D
Hunique = unique(varrl2);
HvarnamesNum = eval(varnamesNUM1{K});
% if VarnamesNUMunits(K) ==1,
for k= 1l:length(Hunique);
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varrl2(find(varrl2==Hunique(k))) =
HvarnamesNum(HvarnamesNum(:,2)==Hunique(k),1);
end;
% end,
gvarn = [gvarn; varrl2*cnt];
if cnt==4;
totalsurveyed = length(gvarn);
end

Average 88 = [Average_88 round(mean(gva rm))];

STD_88 = [STD_88 round(std(gvarn))];

median_88 = [median_88 round(median(gva rn))];

mode_88 = [mode_88 round(mode(gvarn))];

sum_88 = [sum_88 round(sum(gvarn))];

interquartile_88 = [interquartile_88 ro und(igr(gvarn))l;
range_88 = [range_88 round(range(gvarn) ;

varname = gvarn;
KKmean = round(mean(varname));
KKstd = round(std(varname));
KKmedian = round(median(varname));
KKrange = round(range(varname));
KKigr = round(igr(varname));

% [n,xout]=hist(varname,length(varname) );
% subplot(3,1,1);
nl = histc(varname,eval(varnamesNUM{K}) );

n=100*n1/totalsurveyed,
bar(eval(varnamesNUM{K}),n);
xout = eval(varnamesNUM{K});

% hist(varname,-1:binlength(K)); %lengt h(eval(varname))
h = findobj(gca, Type' , 'patch’ );
set(h, 'FaceColor ,'c" ,'EdgeColor ,'k" )
text(min(xout),max(n)*(1-.2), 'mean ="'
num2str(KKmean)], ‘color ,'r" ,'FontSize’ ,16)
text(min(xout),max(n)*(1-.3),[ 'STD ="
num2str(KKstd)], ‘color’ , ', 'FontSize' ,16)
text(min(xout),max(n)*(1-.4),[ 'median ="'
num2str(KKmedian)], ‘color ,'r" ,’'FontSize’ ,16)
text(min(xout),max(n)*(1-.5), 'Sample Response size =
" nuM2str(TT1+TT2+TT3+TT4)], ‘color ,'r" ,’'FontSize’ ,16)
axis([(min(xout)-KL(K)*max(xout)) (max( xout)*(1+KL(K))) 0
(max(n)*(1+.01))])
title( '‘Biggest Energy Concern’ , 'FontSize'  ,16);

vartitle3 = varnameslQ3{K};
vartitle2 = varnamesIQP{K};
gvartitle = eval(vartitle2);

set(gca, 'XTick' ,eval(varnamesNUM{K}));

set(gca, 'XTickLabel' ,gvartitle, 'FontSize'  ,fontsz(K));
% set(gca,'FontSize',20);

xlabel(varunits{K}, 'FontSize'  ,16),

ylabel( 'Percentage’ , 'FontSize' ,16),

saveas(gcf,[ 'histograms_88\' vartitle3

histogram' ], ‘'fig" );
% subplot(3,1,2);

boxplot(varname);
set(gca, 'FontSize'  ,14);
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text(1+.1,max(varname+.02)*(1-.2),[ range ="'
num2str(KKrange)], ‘color ,'r" ,'FontSize' ,14) %textis used to enter
text into the graph, along with position you want t he text to occupy

text(1+.1,max(varname+.02)*(1-.3),[ iqr ="
numa2str(KKigr)], ‘color ,'r" ,'FontSize' ,14)

text(1+.1,max(varname+.02)*(1-.4),[ 'median ="'
num2str(KKmedian)], ‘color’ , ', 'FontSize' ,14)

text(1+.1,max(varname+.02)*(1-.5),[ 'mean ="'
num2str(KKmean)], ‘color' ,'r" ,'FontSize' ,14)

text(1+.1,max(varname+.02)*(1-.6),[ 'std =
num2str(KKstd)], ‘color’ , ', 'FontSize' ,14)

title( '‘Biggest Energy Concern’ );

saveas(gcf,[ 'boxplots_88\' vartitle3 " boxplot' 1, 'figh )

ghj = {ghj,varname},

end;
end;

g=1[
for jj = 1:length(varnames);
eval([ 'g = [g length(’ varnamesf{jj} N D;
end;

kk = max(qg);
for jj = 1:length(varnames);
eval([varnamesf{jj} '(kk+1) = 0;' D
end;

end;

save( 'minusonedata.mat' ,varnames{1},varnames{2},varnames{3},varnames{4}

varnames{5},varnames{6},varnames{7},varnames{8},var names{9},varnames{10

-

varnames{11},varnames{12},varnames{13},varnames{14} ,varnames{15},varnam
es{16},

varnames{17},varnames{18},varnames{19},varnames{20} ,varnames{21},varnam
es{22},

varnames{23},varnames{24},varnames{25},varnames{26} ,varnames{27},varnam
es{28},
varnames{29},varnames{30},varnames{31});

stats = [median_88' Average 88' STD_88' mode_88' in terquartile_88'
range_88' sum_88";
% [median_88' Average 88']

save( 'stats 88.mat' , 'stats’ );
dafid=fopen(  'stats 88.txt' , W),
fprintf(dafid, '%s\t%s\t%s\t%s\t%s\t%s\t%s\n' , 'median_88" , ‘'Average_88'
'STD_88' , 'mode_88' , 'interquartile_88' , 'range_88' , 'sum_88' )
fprintf(dafid, \n'" );

fprintf(dafid, '%0g\t%g\t%0g\t%g\t%g\t%g\t%g\n' J[stats]);

fclose(dafid);

Page 124



E.3 M-file used to Enter Data

%This program is used to enter data. IQPdata variab les are initialized
%with zeros. The data you enter will overwrite them. Click ‘cancel’ to
%go back and 'ok’ to go forward.

function  Enterdata;

close all ;
varnames ={ 'surveyNumber' , 'interruptions' , 'LastSummer'
'OnAverage' , ...

'‘DiscomfortLevel' , 'ACUnit" , 'ACType' , 'numberOfUnits' ,
‘usualSummerSetting' -

'typicalHotDaySetting' , 'frequencyOfUse’ ,
‘averageSummerMonthlyBill' -

‘Concernl' , 'Concern2' , 'Concern3' , 'Concernd'
'sensitivityToChangelnTemperature' -

'opinionONACCyclingOptions' , 'InterestinProgram1’ ,
'ProglFinanciallncentive' ) e

'interestinProgram2’ , 'Prog2Financiallncentive' ,
‘appealingOption’ -

'‘gender' , 'age' , ‘ethnicBackground' , ‘'education’ , 'income' ,
'maritalStatus’ ) e

'numberOfAdults’ , 'numberOfChildren’ , 'typeOfResidence’ h
varnamenum ={ " ,'question 1.1 , 'question 1.2' , 'question 1.3' ,
'‘question 1.4' -

‘question 2.1 , 'question 2.2' , 'question 2.3' , 'question 2.4’ ,
‘question 2.5’ , 'question 2.6'

‘question 3' , 'question 4.1' , 'question 4.2

'question 4.3' , 'question 4.4' , 'question 5' , 'question 6' ,
‘question 7' ) e

‘question 8' , 'question 9' , 'question 10’

‘question 11" , 'gender' , 'Age' , ...

'Ethnic Background' , 'Educational Background' , 'Annual household
income' , 'Marital Status' , 'Adults’

‘Children' , 'Residence' 1}
% length(varnames)
FF = exist( 'IQPdata.mat’ , 'file' );
if FF~=2;

'IQPdata.mat is not here' ;
end;
if FF==2;

load IQPdata.mat ;

save( 'lQPdata2.mat' ,varnames{1},varnames{2},varnames{3},varnames{4},
varnames{5},varnames{6},varnames{7},varnames{8},var names{9},varnames{10
o
varnames{11},varnames{12},varnames{13},varnames{14} ,varnames{15},varnam
es{16},
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varnames{17},varnames{18},varnames{19},varnames{20} ,varnames{21},varnam
es{22},

varnames{23},varnames{24},varnames{25},varnames{26} ,varnames{27},varnam
esflzfglzgr}ﬁames{zg},varnames{30},varnames{31},varnames {32});
entry = 'yves'
while strcmp(entry, no" )==0;
varname2 = inputdlg( 'please type in the survey number' );

if length(varname2)==0|length(varname2{1})==0;
ansb = "
while length(ansb)==0|length(ansb{1})==0;
ansb = inputdlg( ‘Do you want to stop the program? type
yesorno' );

end;
ansb = ansb{1};
if strcmp(ansb, 'ves' )~=1;
varnamez2 = "
while length(varname2)==0|length(varname2{1})==0;
varname2 = inputdlig( 'please type in the survey
number' );
end;
g=1
for jj = 1:length(varnames);
eval([ 'g = [g length(’ varnamesfjj} N s
end;
kk = max(qg);
for jj = 1:length(varnames);
eval([varnames{jj} '(kk+1) = 07 D;
end;
end;
if strcmp(ansb, 'yves' )==1,;
entry = 'no’ ;
g=1
for jj = 1:length(varnames);
eval([ 'g = [g length(’ varnamesf{jj} N0 Ds
end;
kk = max(qg);
for jj = 1:length(varnames);
eval([varnames{jj} '(kk+1) = 0;' ;
end;
display( ‘program ended' );
end;
end;
if strcmp(entry, no’ )==0;
surveynum = eval(varname2{1});
eval([varnames{1} ‘(surveynum) = eval(varname2{1});’ D;
k=1,
while strcmp(entry, no’ )==0&(k ~= length(varnames));
k =k+1;
varrl =

while strcmp;(entry,
no’ )==0&(length(varrl)==0|length(varr1{1})==0);

Page 126



varrl = inputdlg([ 'please type data for '

varnamenum{k}]);
h = varrl,;
while strcmp(entry, 'no’ )==0&length(varrl)==0;
k =k-1;
if strcmp(entry, no’ )==0&k>=2;
g = eval(varnames{k});
g = length(g);
if g>=surveynum,;
display([ 'the value of ' varnamenum{k}
"was'  numa2str(eval([varnames{k} ‘(surveynum)' mD;
end;
if g<surveynum;
display([ ‘the value of ' varnamenum{k}
"was empty' )
end;

[entry, varrl] =
stopprogram(varnames,k,varrl,entry,varnamenum);
end;
if strcmp(entry, no’  )==0&k<2;
k =2;
g = eval(varnames{k});
g = length(g);
if g>=surveynum,;
display([ 'the value of ' varnamenum{k}
"was'  numa2str(eval([varnames{k} ‘(surveynum)' mD;
end;
if g<surveynum;
display([ ‘the value of ' varnamenum{k}
"was empty' )
end;
[entry, varrl] =
stopprogram(varnames,k,varrl,entry,varnamenum);
end;
h = varrl;
end;
while strcmp(entry, 'no’ )==0&length(varrl{1})==0;
if length(varrl)~=0;
k = k+1;
if strcmp(entry,
no’ )==0&k<=length(varnames);

g = eval(varnames{k b
g = length(g);
if g>=surveynum;
display([ 'the value of '
varnamenum{k} ‘was'  num2str(eval(jvarnames{k} ‘(surveynum)'  D):
end;
if g<surveynum;
display([ ‘the value of '
varnamenum{k} ‘was empty’ );
end;
varrl = inputdlg([ 'please type data for
" varnamenum{k}]);
end;
if strcmp(entry,
'no' )==0&k>length(varnames);
k = length(varnames );
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g = eval(varnames{k N;

g = length(g);
if g>=surveynum;
display([ ‘the value of '
varnamenum{k} ‘was'  num2str(eval([varnames{k} '(surveynum)' )
end;
if g<surveynum;
display([ ‘the value of '
varnamenum{k} 'was empty’ ]);
end;

[entry, varrl] =
stopprogram(varnames,k,varrl,entry,varnamenum);

end;
end;
h = varrl;
if length(varrl)==0;
varrl = {0}
end;
end;
varrl = h;
end;
if strcmp(entry, no’ )==0;
eval([varnames{k} ‘(surveynum) =
eval(varrl{1}); D;
end;
end;
end;
9=
for jj = 1:length(varnames);
eval([ 'g = [g length(’ varnamesf{jj} N0 Ds
end;
kk = max(g);
for jj = 1:length(varnames);
eval([varnames{jj} '(kk+1) = 07 D;
end;

end;
end;

save( 'lQPdata.mat' ,varnames{1},varnames{2},varnames{3},varnames{4},

varnames{5},varnames{6},varnames{7},varnames{8},var names{9},varnames{10
b
varnames{11},varnames{12},varnames{13},varnames{14} ,varnames{15},varnam
es{16},
varnames{17},varnames{18},varnames{19},varnames{20} ,varnames{21},varnam
es{22},
varnames{23},varnames{24},varnames{25},varnames{26} ,varnames{27},varnam
es{28},

varnames{29},varnames{30},varnames{31},varnames {32});
datafid=fopen( 'IQPdata.txt' , W),
fprintf(datafid, '%5s\t%s\t%s\t%S\t%S\t1%S\t%S\t%S\t %S\t %S\t %Ss\t1%s\t%s \t%s
\t%s\t%s\t%s\t%s\t%s\t%S\t1%S\t %S\t %S\t %S \t%s\t%s\t% S\t%s\t%s\t%s\t%s\t%

s\n' ,varnames{1},varnames{2},varnames{3},varnames{4},
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varnames{5},varnames{6},varnames{7},varnames{8},var names{9},varnames{10

.

varnames{11},varnames{12},varnames{13},varnames{14} ,varnames{15},varnam
es{16},

varnames{17},varnames{18},varnames{19},varnames{20} ,varnames{21},varnam
es{22},

varnames{23},varnames{24},varnames{25},varnames{26} ,varnames{27},varnam
es{28},

varnames{29},varnames{30},varnames{31},varnames{32} );
mlavesegdata=[eval(varnames{1})',eval(varnames{2})' ,eval(varnames{3})’,

eval(varnames{4})',

eval(varnames{5})',eval(varnames{6})',eval(varnames {7})",eval(varnames{
8})',eval(varnames{9})',eval(varnames{10}),

eval(varnames{11})',eval(varnames{12})',eval(varnam es{13})',eval(varnam
es{14})',eval(varnames{15})',eval(varnames{16})’,

eval(varnames{17})',eval(varnames{18})',eval(varnam es{19})',eval(varnam
es{20})',eval(varnames{21})',eval(varnames{22})',

eval(varnames{23})',eval(varnames{24})',eval(varnam es{25})',eval(varnam
es{26})',eval(varnames{27})',eval(varnames{28})',

eval(varnames{29})',eval(varnames{30})',eval(varnam es{31})',eval(varnam
es{32})7;
fprintf(datafid, \n");
fprintf(datafid, '%0\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g \t%g
\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t%g\t% 0\t%g\t%g\t%g\t%g\t%
g\n' ,[mlavesegdatal]);
fclose(datafid);

display( 'Old file saved as IQPdata2.mat. New file saved as

IQPdata.mat' );

display( 'A spreadsheet readable version has also been saved as
IQPdata.txt' );

function  [entry, varrl] =
stopprogram(varnames,k,varrl,entry,varnamenum);

ansb= " ;
while length(ansb)==0|length(ansb{1})==0;

ansb = inputdlig( ‘Do you want to stop the program? type yes or no' );
end;

ansb = ansb{1};

if strcmp(ansb, 'ves' )~=1;
varrl = inputdlg([ 'please type data for varnamenum{k}]);
display(varnames(k))

end;

if strcmp(ansb, 'yves' )==1,;
entry = no'
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display( '‘program ended'  );
end;
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E.4 M-file for Translating Values in Enterdata.m into Actual
Responses

%%This file is used to translate the values entered with Enterdata.m
%%into actual responses.

VarrlQP ={ 'Electricity_outages' , 'Number_of outages last summer' ,
‘Length_of_interruptions' , 'Outage_Level of discomfort' ,
'Have_air_cond' , 'Type_of _air_cond' -

'Number_of _air_cond_units' ,

"Thermostat_temp' , 'Last_summer_AC_usage_greater_than_90deg’ ,
'‘Last_ summer_AC_usage_less_than_90deg' ,
'‘Average_Summer_monthly_bill’ -

'‘Biggest_Energy_Cost_Concern' , 'Biggest_Energy_Cost_Concern’ ,
'‘Biggest_Energy_ Cost_Concern' , 'Biggest_Energy_ Cost_Concern' ,
"Temperature_Level of discomfort' ,
'Opinion_on_automatic_air_cond_cycling' ,

'‘Level_of interest_1' , 'Financial_incentive_1_in_dollars’ ,
'‘Level_of interest_2' , 'Financial_incentive_2_in_dollars’ ,
'‘Appealing_option' , 'Gender" , 'Age' , 'Ethnic_background'

'Educational_background' , 'Annual_household_income' ,
'Marital_status' , 'Number_of adults' , 'Number_of_children' ,
"Type_of_residence' ¥

varnamesNUM = { 'Electricity outagesl' ,
'Number_of_outages_last_summer2' , 'Length_of _interruptions3' ,
'‘Outage_Level_of discomfort4 , 'Have_air_cond5' ,
"Type_of_air_cond6' -

‘Number_of _air_cond_units7' ,

‘Thermostat_temp8' , 'Last_summer_AC _usage_greater_than_90deg9' ,
‘Last_summer_AC_usage_less_than_90degl0’ ,
'‘Average_Summer_monthly_bill11' -

'‘Biggest_Energy Cost_Concern12' , 'Biggest_Energy_Cost Concernl3' ,
'‘Biggest_Energy Cost_Concernl4' , 'Biggest_Energy_Cost _Concernl5' ,
"Temperature_Level of discomfort16' ,
'‘Opinion_on_automatic_air_cond_cyclingl7' ,

'‘Level_of interest 118" , 'Financial_incentive_1 _in_dollars19’ ,
'‘Level_of interest 220 , 'Financial_incentive_2_in_dollars21' ,
'‘Appealing_option22' , 'Gender23' , 'Age24' , 'Ethnic_background25'

'Educational_background26' , 'Annual_household_income27' ,
'‘Marital_status28' , 'Number_of_adults29' , 'Number_of_children30 ,
"Type_of_residence31' %
varnamesNUM1 = { 'Electricity_outagesel’ ,
‘Number_of_outages_last_summere2' , 'Length_of _interruptionse3' ,
'‘Outage_Level of discomfortee4' , 'Have air_conde5' ,

"Type_of_air_conde6' .

'Number_of_air_cond_unitse7’ ,

'Thermostat_tempe8' , 'Last_summer_AC_usage_greater_than_90dege9' ,
‘Last_summer_AC_usage_less_than_90degel0’ ,
'Average_Summer_monthly_bille11' -

'‘Biggest_Energy Cost_Concernel?2' , 'Biggest_Energy_ Cost _Concernel3' ,
'‘Biggest_Energy_Cost_Concernel4' , 'Biggest_Energy_Cost_Concernel5s' ,
‘Temperature_Level_of _discomfortel6’ ,
'‘Opinion_on_automatic_air_cond_cyclingel7' -
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'‘Level_of interest 1e18' , 'Financial_incentive_1 in_dollarsel9' ,
'‘Level_of interest 2e20' , 'Financial_incentive_2 _in_dollarse21’ ,
'Appealing_optione22' , 'Gendere23' , 'Agee24' ,

'Ethnic_backgrounde25' -

'Educational_backgrounde26' , 'Annual_household_incomee27' ,

'Marital_statuse28' , 'Number_of adultse29' , 'Number_of childrene30 ,

"Type_of_residencee31' h

varunits = { St " ", 'Number of A/C units owned'
Fahrenheit' , 'A/C usage (hrs/day)' , '‘AIC usage (days)' -
'In dollars per month' oty " 'Blisvery

interested' , ", '5is very interested' Ut " 'Age
Group' ," , 'Income in dollars per year' T

'In Degrees

Electricity_outages = { 'Yes'" , 'No' };

Number_of outages_last_summer = { 1, 2to 4 , '4t06' , '6t08' , '8
or more' };

Length_of _interruptions = { 1, 3,5, T, 9,

Outage_Level_of _discomfort = { 1,20, '3, 4, 5 )

Have_air_cond ={ 'Yes'" , 'No' };

Type_of_air_cond = { ‘A, B, 'C, D}

Number_of_air_cond_units = { e - N - D AN < A
Thermostat_temp = {num2str(65-(70-65)/2), '67.5 , 725
numa2str(75+(70-65)/2)};

Last_ summer_AC_usage_greater_than_90deg = { o, 2, %, 9 ,['18 ,
24"}

Last_ summer_AC_usage_less_than_90deg = { ', '4 , '105* , 21" ,'34' ,
40

Average_Summer_monthly_bill = { ‘50" , '70" , '90' , '110'° , '130° , '150" }
Biggest_Energy_Cost_Concern = { ‘A ,'B,'C D
Cost_of_electricity_concern = { 'Cost of electricity' 3
Preventing_outages_concern = { 'Preventing power outages' h
Renewable_and_clean_energy ={ 'Renewable and clean energy’ h

Other ={ 'Other" }

Temperature_Level_of_discomfort = { ‘A, B, 'C, D}
Opinion_on_automatic_air_cond_cycling = { ‘A, B, 'C,D , 'E'}
Level_of interest 1 ={ e - T
Financial_incentive_1_in_dollars = { ‘0", num2str((20-(29-20)/2)),
numa2str((20+(29-20)/2)), num2str((30+(39-30)/2)), n uma2str((40+(49-
40)/2)), num2str((50+(49-40)/2))};

Level_of interest 2 = { e - T
Financial_incentive_2_in_dollars = { ‘0", num2str((20-(29-20)/2)),
numa2str((20+(29-20)/2)), num2str((30+(39-30)/2)), n uma2str((40+(49-
40)/2)), num2str((50+(49-40)/2))};

Appealing_option = { '‘Option one' , 'Option two' h

Gender={ 'Male' , 'Female' };

Age ={ 'Under20' , '20to 29 , '30to 39 , '40to 49' , 'b0to 59 , '60
or older' h

Ethnic_background = { 'White/Caucasian’ , 'Hispanic' , 'Black/African
American' , ‘'Asian/Pacific Islander’ , 'Native American' , 'Other };
%{'A'", 'B', 'C', 'D', 'E', 'F'};

Educational_background = { ‘AN, B ,C,D,E, ¥, G, H}L
Annual_household_income = { '12,500" , '27,500" , '42,500" ,

'65,000" ,'85,000' , '107,500" };

Marital_status = { ‘Single’ , 'Married” , 'Other 1}

Number_of_adults = { B T L I

Number_of_children = { o, 1T, 2, 3,4, %}
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Type_of residence = { '‘Owner' , 'Rent'
VarnamesNUMunits =[0111001111100001
10110]

Electricity_outagesl = [1 2];
Number_of_outages_last summer2 =11, 3, 5, 7, 9];
Length_of _interruptions3 =[1, 3, 5, 7, 9];
Outage_Level of discomfortd =[1, 2, 3, 4, 5];
Have_air_cond5 =[1 2];

Type_of_air_cond6 =[1, 2, 3, 4];
Number_of_air_cond_units7 =1, 2, 3,4,5,6,7, 8
Thermostat_temp8 = [65-(70-65)/2, 67.5, 72.5, 75+(7
Last_ summer_AC_usage_greater_than_90deg9 = [0, 2, 5
Last_ summer_AC_usage_less_than_90deg10 = [0, 4, 10.
Average_Summer_monthly_bill11 =[50, 70, 90, 110, 1
Biggest_Energy_Cost_Concernl2 =[1 2 3 4];
Biggest_Energy_Cost_Concernl3 =[1 2 3 4];
Biggest_Energy Cost_Concernl4 =[1 2 3 4];
Biggest_Energy Cost_Concernl5=[12 3 4];
Temperature_Level_of _discomfortl6 =[1, 2, 3, 4];
Opinion_on_automatic_air_cond_cyclingl7 =[1, 2, 3,
Level_of interest 118 =1, 2, 3, 4, 5];
Financial_incentive_1_in_dollars19 = [0, 20-(29-20)
(30+(39-30)/2), (40+(49-40)/2), 50+(49-40)/2];

Level_of interest 220 =11, 2, 3, 4, 5];
Financial_incentive_2_in_dollars21 = [0, 20-(29-20)
(30+(39-30)/2), (40+(49-40)/2), 50+(49-40)/2];
Appealing_option22 = [1 2];

Gender23 =[1 2J;

Age24 =[20, 25.5, 35.5, 45.5, 55.5, 65.5];
Ethnic_background25 =1, 2, 3, 4, 5, 6];
Educational_background26 =1, 2, 3,4, 5, 6, 7, 8]
Annual_household_income27 = [12500, 27500, 42500, 6
107500];

Marital_status28 =[1 2 3];

Number_of _adults29 =1, 2, 3, 4, 5, 6];
Number_of_children30 =[0,1, 2, 3, 4, 5];

Type_of residence31 =[12 3 4];

Electricity_outagesel =[[1 2]' [1 2]T;

Number_of outages_last_ summere2 =[1, 3, 5, 7, 9]
Length_of interruptionse3 =[[1, 3,5, 7, 9]' [1, 2
Outage_Level_of discomforteed4 =[[1, 2, 3, 4, 5]' [
Have_air_conde5 =[[1 2]' [1 2]7;
Type_of_air_conde6 =[[1, 2, 3, 4]'[1, 2, 3, 4]7T;
Number_of_air_cond_unitse7 =[[1, 2, 3, 4,5, 6, 7,
6,7, 81,

Thermostat_tempe8 = [[65-(70-65)/2, 67.5, 72.5, 75+
4a17;

Last_ summer_AC_usage_greater_than_90dege9 = [[O, 2,
2,3,4,5,6];
Last_summer_AC_usage_less_than_90degel0 = [[0, 4, 1
2,3,4,5,86]];

Average_Summer_monthly_bille11 = [[50, 70, 90, 110,
3,4,5,6];

Biggest_Energy Cost_Concernel2 =[[1234]'[123
Biggest_Energy Cost_Concernel3=[[1234]'[123
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'Friends/Family'

, 'Other" };

1111100100

I;

0-65)/2];

, 9, 18, 24];
5, 21, 34, 40];
30, 150];

4, 5];

12, (20+(29-20)/2),

12, (20+(29-20)/2),

5000, 85000,

[1,2, 3,4, 5]];

. 3,4, 5],

1,2, 3,4,5];
8]'[1,2,3,4,5,
(70-65)/2]' [1 2 3
5,9, 18, 247 [1,
0.5, 21,34, 40]' [1,

130, 150]' [1, 2,

4]7;
417,



Biggest_Energy Cost_Concerneld =[[1234]'[123
Biggest_Energy Cost_Concernel5=[[1234]'[123
Temperature_Level_of discomfortel6 = [[1, 2, 3, 4]
Opinion_on_automatic_air_cond_cyclingel7 =[[1, 2,
SIT;

Level_of interest 1e18 =[1, 2, 3,4, 5]',[123
Financial_incentive_1 in_dollarsel9 = [[0, 20-(29-2
20)/2), (30+(39-30)/2), (40+(49-40)/2), 50+(49-40)/
Level_of interest 2e20=1[1, 2, 3,4,5]'[1234
Financial_incentive_2_in_dollarse21 = [[0, 20-(29-2
20)/2), (30+(39-30)/2), (40+(49-40)/2), 50+(49-40)/
Appealing_optione22 =[[1 2]' [1 2]7;

Gendere23 =[[1 2]' [1 2]7;

Agee24 =[[20, 25.5, 35.5, 45.5, 55.5, 65.5]' [1 2
Ethnic_backgrounde25 =[[1, 2, 3,4, 5,6]'[1 2 3
Educational_backgrounde26 =[[1, 2, 3, 4, 5, 6, 7,

8l

Annual_household_incomee27 = [[12500, 27500, 42500,

107500]'[1 2 34 5 6]7;

Marital_statuse28 = [[1 2 3]' [1 2 3]7;
Number_of_adultse29 =1[1, 2, 3,4,5,6]'[1234
Number_of_childrene30 =[[0,1, 2, 3,4, 5]'[01 2
Type_of_residencee31 =[[1234]'[1234]];
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al7;
[1234]];
3,4,5'[1234
4 5]7;

0)/2, (20+(29-
21'[123456]];
517;

0)/2, (20+(29-
21'[123456]];

3456]];
456]7;
8]'[1234567

65000, 85000,

5 6]1;
345]7;



E.5 Code for Economic Model

function  IQPgraphs

% close all;

load [QPgraphs.mat ;

t = DateandHourl1(:);

B = DateandHourl1(:);

A = LOAD();

GV3X = 'time (hrs)' ;

GV3Y = 'LOAD (MW)" ;
[LLL,Bm,Am,As,A,B] = removeminusone(A,B);
numberofdays = LLL/24;

Am1l = Am*(1-0);

Am22 = Am*(1-.1);

Am33 = Am*(1-.15);

Am44 = Am*(1-.2);

Amb55 = Am*(1-.25);

Am66 = Am*(1-.3);

axis([(min(Bm-.2)) (max(Bm+.2)) (min(Am-As-As*.2))
(max(Am+As+As*.2))]);
plot(Bm,Am,Bm,Am22,Bm,Am33,Bm,Am44,Bm,Am55,Bm,Am66) ;
xlabel(GV3X, 'FontSize' ,16),
ylabel(GV3Y, 'FontSize' ,16)
BF1=[ ‘'Average LOAD' 1],

BF2 =[ 'Average LOAD reduced by 10%'
BF3 =[ 'Average LOAD reduced by 15%'
BF4 =[ 'Average LOAD reduced by 20%'
BF5=[ 'Average LOAD reduced by 25%'
BF6 =[ 'Average LOAD reduced by 30%'

[ S S S —

legend(BF1,BF2,BF3,BF4,BF5,BF6, ‘Location’ , 'bestoutside’ );
grid on;

grid  minor ;

saveas(gcf,]  'coranal\meanplotsreg\reggraphs\' [GV3X 'vs'

GV3Y]], ‘bmp" );

Ac = DateandHour1(:);

B = LOAD(:);

A = LMP();

GV3X = 'LOAD (MW)" ;

GV3Y = 'LMP ($ per MW)'  ;

[LLL,Am,Bm,Bs,B,Ac] = removeminusone(B,Ac);

[LLL,Acm,Am,As,A,Ac] = removeminusone(A,Ac);

[LLL,Bm,Am,As,AA,BB] = removeminusone(Am,Bm);

Bm = Bm();

Am = Am(’);

As = As(:);

BC = [min(B):max(B)];

BC =BC();

BB = [[Bm.*1.*ones(size(Bm)) ] [Bm.*(+1./((Bm-max(B )-.3).7°2)]1I;
kL =10;

k =KkL;

BBB = [[BC.*1.*ones(size(BC)) ] [BC.*(+1./((.21*k*B C-max(.21*k*B)-
3)."2)II;

a = BB\Am

f = (BBB*a);
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plot(BC.f, ‘color ' );

hold on;

errorbar(Bm,Am);

hold on;

plot(B,A, '+' )

axis([(min(B-.2)) (max(B+.2)) (min(A-.2)) (max(A+2) 0:;
hold off ;

xlabel(GV3X, ‘'FontSize' ,16),
ylabel(GV3Y, 'FontSize' ,16)

BF =[ 'Fit curve' 1;

BF2 =[ 'Mean LMP vs Mean load' 1;
BF3=[ 'LMP vs load' 1;

legend(BF,BF2,BF3, 'Location’ , 'bestoutside’ ;
gl=[ 'Fitcurve ="' "X.*(' numz2str(a(2)) "*(1/((2.1*x-2.1*max(load)-
3)"2)) "+ num2str(a(l)) D

text((max(B)+min(B))/2-(max(B)-min(B))*(1/2-
.01),(max(A)+min(A))/2+(max(A)-min(A))*(1/2-

1),[g1], ‘color’ , 'k' , 'BackgroundColor’ ,[011], 'FontSize' ,9);
grid on;

grid  minor ;

saveas(gcf,]  'coranal\meanplotsreg\reggraphs\' [GV3X 'vs'
GV3Y]l, 'bmp' );

percent =[10,15,20,25,30];
GV3X = 'LOAD (MW)" ;
GV3Y = 'Cost ($ per MW)' ;
XX = Am11,
X = xx(10:20);
X = sort(x);
x=X(:);
y = eval([ X*( numa2str(a(l)) "+ numa2str(a(2)) *(+1./((2.1*x-
max(2.1*B)-.3)."2)) 0D
y =y();
costl =[];
for w = 2:6;
eval([ XX =Am'  num2str(w) numz2str(w) B )
x1 = xx(10:20);
x1 = sort(x1);
x11 = [x1(1) x1(2:11)-x1(1:10)];

x11 = x11(2);

x1 = x1(2);

y1l = eval([ 'XL.x(" numa2str(a(1)) "+ numa2str(a(2))
*(+1./((2.1*x1-max(2.1*B)-.3)."2))' N,

y1=yl();

Y = (x11.*y-x11.*y1)*numberofdays;
costl = [costl sum(Y)];

plot(x1,y1, 0 Xy, )

xlabel(GV3X, 'FontSize' ,16),

ylabel(GV3Y, 'FontSize'  ,16)

axis([min(min(x1-.2),min(x-.2)) max(max(x1+.2), max(x+.2))
min((min(y1-.2)),(min(y-.2))) max(max(y1l+2),max(y+2 ND;

BF2 = '‘Costat numa2str(percent(w-1)) ' percent reduction’ 1;

BF3 =] '‘Cost' ;

legend(BF2,BF3, ‘Location’ , 'bestoutside’ );

grid on;

grid minor ;
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saveas(gcf,[ ‘coranal\meanplotsreg\reggraphs\' [GV3X 'vs'

‘at'  num2str(percent(w-1)) ' percent reduction’ I, 'bmp' );
pause(.6)
end;

GV3X = 'Percent reduction (%)’ ;

GV3Y = 'Total Cost Saved ($)' ;

costl = costl(:);

percent = percent(’);

x1 = percent;

y1 = costl;

X = min(x1):.05:max(x1);

y = -2068*x."2 + 1.7768*(10"5)*x + 4.2603*10"5;

plot(percent,costl, ‘0" XY);

xlabel(GV3X, 'FontSize' ,16),

ylabel(GV3Y, 'FontSize' ,16)

axis([min(x1-.2) max(x1+.2) min(yl-.2) max(y1+2)]);

gl=[ ‘fitcurve =-2068*x"2 + 1.7768*10"5*x + 4.2603*10"5 "1
text((max(x1)+min(x1))/2-(max(x1)-min(x1))*(1/2-
.01),(max(y)+min(y))/2+(max(y)-min(y))*(1/2-

1),[g1], ‘color ,'k" , 'BackgroundColor' ,[011], 'FontSize'  ,9);
grid on;

grid  minor ;

saveas(gcf,]  'coranal\meanplotsreg\reggraphs\' [GV3X 'vs'
GV3Y]], 'bmp" );

J = [percent costl];

save( 'CostvPercent.txt' ,'J', -ascii' )

function  [LLL, Bm,Am,As,A,B] = removeminusone(A,B);
LLL = length(B);
cnt=0;
Bp = unique(B);
for kk = 1:length(Bp);
k = Bp(Kkk);
cnt = cnt+1,
HH = find(B==Kk);
if length(HH)~=0;
Am(cnt) = mean(A(HH));
As(cnt) = std(A(HH));
Bm(cnt) = k;
end;
if length(HH)==0;
cnt = cnt-1,
end;
end;
As = As/sqgrt(length(B));
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