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Abstract  

A CubeSat was designed to support a mission to perform solar and X-ray spectroscopy 

using the Sphinx-NG instrument. The work consisted of designing the electric power (EPS), 

telecommunication, computer and data handling (C&DH), and thermal control subsystems. 

C&DH system design included estimating memory and computational requirements for each 

operational mode. A power budget was generated for the spacecraft and the solar arrays were sized 

to generate a maximum power of 12.4 W. The telecommunication subsystem was designed 

supporting a downlink capability of approximately 101 Mb/day. A thermal model included time-

dependent spacecraft illumination and internal power generation. Results were used to estimate 

the range of spacecraft temperatures and evaluate thermal control options.  
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Executive Summary 

 The WPI CubeSat Design Project at WPI began in 2010; since then the SphinX-NG 

mission design process has seen significant progress toward funding and an eventual launch in the 

near future. The Mechanical, Power, and Thermal CubeSat Major Qualifying Project (MQP) 2013 

[1] worked to create a preliminary hardware selection and created a model in COMSOL 

Multiphysics (COMSOL Inc., Burlington, MA) for internal, external, and “Lab Option” 

simulations. This year, the project got even closer to reality through hardware finalization and 

breaking ground in the command and data handling subsystem.  

Previously, no dedicated research had been performed on the command and data handling 

subsystem of the CubeSat. Accordingly, this opportunity was used to create a far more robust 

understanding of the subsystem and its operations. Information was gathered from all subsystem 

leaders regarding the potential functionality of their devices and requirements for the subsystem, 

and used to define the operational states of the entire spacecraft throughout its mission. The states 

of individual components and the memory capacity of the system were additionally modeled using 

a MATLAB (The MathWorks Inc., Natick, MA) simulation. 

With respect to the electric power subsystem, an existing power budget was updated and 

used to ensure there will be enough power supplied to all hardware on board the CubeSat 

throughout its mission. As changes were made to on-board hardware, the budget was updated with 

the respective required power supply data. A power profile simulation was created and used to 

evaluate the CubeSat power hardware. The power connections to the main CubeSat bus were 

defined in detail and shared with the CubeSat Structural team. 

 Another major area investigated was the telecommunications subsystem, including both 

the on-board components and the ground station hardware. A list of ground stations were identified 
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for CubeSat communications, including a hypothetical ground station at Worcester Polytechnic 

Institute (WPI). Using this information, access and link budgets were made in Systems Tools Kit 

(STK) (Analytical Graphics Inc., Exton, PA) which were essential in characterizing the data 

transferred. Also, a case study was performed to determine the cost and best location for a mobile 

ground station (MGS) to fit in the already established ground network.   

The thermal subsystem maintains the spacecraft temperature within acceptable limits. The 

group evaluating this subsystem was responsible for conducting thermal analysis over five 

representative orbits using spacecraft-sun vectors generated using STK and finite element model 

created in COMSOL. The model included external thermal environment as well as internal heat 

dissipation. Over the five representative periods, average temperatures of the external structure 

and components of interest were calculated. Results were analyzed and appropriate thermal 

controls were recommended to guarantee that the temperature of the components on board the 

CubeSat remained within specified limits.  
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1  Introduction 

1.1 The CubeSat MQP 

This Major Qualifying Project (MQP) is a part of a larger group of students that has been 

performing the conceptual design of a 3U CubeSat which carries the Solar Photometer in X-rays-

Next Generation (Sphinx-NG) instrument. The Space Research Center (SRC) at the Polish 

Academy of Sciences is leading the design of the Sphinx-NG instrument as a miniaturized version 

of the SphinX-NG, which flew onboard the Coronas-Photon spacecraft. WPI has been undergoing 

the design of the Sphinx-NG CubeSat with a series of MQPs reviewed later in this section. The 

overall goal of the mission is to place the CubeSat into a polar, sun-synchronous orbit at an altitude 

of 450-650 km so the Sphinx-NG can perform solar and extraterrestrial X-ray spectroscopy. The 

SphinX-NG CubeSat design is shown in Figure 1. 

 

Figure 1: SphinX-NG CubeSat 
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During the 2011-12 academic year, WPI began its relationship with the Polish Academy 

of Sciences in Poland and NASA’s Goddard Space Flight Center to develop a 3U CubeSat which 

could house the SphinX-NG [2]. The 2011-12 group consisted of 16 students divided into three 

MQP teams. Dopart et al. [2] presents orbital and decay analysis using Systems Tool Kit (STK), 

the selection of the GPS and the magnetometer, ambient and induced environment analysis using 

COMSOL, and a preliminary discussion on command and data handling and the on-board 

computer. Farhead et al. [3] presents the hardware selection of the gyroscope, sun sensors, and 

magnetorquers, attitude determination algorithms, and control policies. Bauer et al. [4] presents 

environmental and component-induced thermal analysis, component and assembly design, 

preliminary stress analysis, and power generation and management. 

The version of the CubeSat that served as the baseline for this project’s work was 

developed by sixteen students separated into three groups during the 2012-13 academic year. 

Billings et al. [5] presents the mechanical design, orbital analysis using STK, and an analysis of 

electromagnetic interference induced by the magnetorquers. Dawson et al. [6] presents the 

selection of sensor, actuator, and processor hardware, the attitude control algorithm using 

MATLAB, and the preliminary design of an attitude control test-bed stand. Hanley et al. [1] 

presents the analysis of the CubeSat power budget, a preliminary wiring diagram, thermal analysis 

using STK and COMSOL, and telecommunications analysis using STK. 

To continue advancing the Sphinx-NG CubeSat design during the academic year 2016-17, 

a group of twelve aerospace engineering majors constituted the Systems Engineering Group 

(SEG). The SEG was split into three separate teams (and MQPs) addressing the various subsystems 

and mission operations of the CubeSat: 

 mechanical, structural, orbital, and environmental [7] 
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 command and data handling, power, telecommunications, and thermal [8] 

 attitude determination and control [9] 

Each team carried out its respective tasks independently and presented its progress at a weekly 

meeting of the SEG. The success of the project depended on how well the teams communicated 

with one another to share important mission details. To accomplish this, teams also used the SEG 

meetings to ask other teams for required information or create action items for other teams to 

complete. 

 

1.2  Project Goals and Objectives 

The goal of this project was to create refinements to the CubeSat subsystems that have been 

developed over the past few years through WPI studies of the mission. The subsystems of concern 

for the present study are of critical importance for the control of the spacecraft and the achievement 

of its mission: the electrical power subsystem (EPS), the command and data handling (C&DH) 

subsystem, the telecommunications subsystem, and the thermal control subsystem. In previous 

years, dedicated research had been performed in each of these except the command and data 

handling subsystem [1, 2, 3]. Sufficient analysis of these subsystems was required in order to 

assure a spacecraft design capable of supporting the Sphinx-NG instrument and any associated 

future CubeSat proposal. 

 

1.3  Command and Data Handling Subsystem Objectives 

The command and data handling (C&DH) subsystem controls all of the computational 

tasks that a satellite must accomplish in order to successfully operate and achieve its mission 
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objectives. With the CubeSat’s on-board computer (OBC) as its core element, this subsystem 

commands other subsystems and sensors aboard the spacecraft to function as desired, and collects, 

stores, and operates upon data gathered from them. To define the C&DH subsystem, the first 

objective of this project was to identify all computational and data storage requirements required 

of other subsystems, outlining the expected baseline capacity of the C&DH subsystem in support 

of the CubeSat. The next objective was to select hardware and software components to fulfill the 

C&DH needs of the spacecraft, finding compromise between the demands of other subsystems 

whenever possible. Moreover, the team had to define hardware and software interfaces between 

the OBC and other subsystems in order to assure their proper integration into the C&DH 

subsystem. The last objective was to model the command and data storage profiles of the C&DH 

subsystem over several orbits in order to assure that the subsystem could operate as desired during 

the actual implementation of this mission. These goals were iterative in that continual refinements 

made by other subsystems would necessitate reassessment of the C&DH subsystem, from which 

feedback could be generated regarding the feasibility of such suggested changes.  

 

1.4  Power Subsystem Objectives 

The power subsystem on board a satellite is responsible for generating, conditioning, 

storing, and distributing electrical power throughout the spacecraft. One major objective of this 

MQP with regards to the power subsystem was to extend the work done as part of the 2013 CubeSat 

MQP [1] by creating a power budget to ensure the EPS meets the needs of all components aboard 

the CubeSat. Another objective was to identify, evaluate, and select components to generate, store, 

and distribute power, as well as to define the specific hardware and software interfaces between 

them, the on-board computer (OBC), and the other “power users.” The final objective for the power 
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subsystem was to create a detailed power profile that would define how and when power is 

individually distributed to each user throughout a number of representative orbits. 

 

 

1.5  Telecommunications Subsystem Objectives 

The telecommunications subsystem of a satellite receives commands from ground stations 

on Earth, and sends telemetry and payload data from the CubeSat to Earth. To define the hardware 

needed to accomplish this function, several objectives regarding the telecommunications 

subsystem had to be met. The first objective was to characterize the uplink and downlink budgets 

for the CubeSat by analyzing the daily ground coverage of the CubeSat by ground stations. Using 

this, the next objective was to quantify the daily data budget that the CubeSat can support and 

provide the information to the rest of the CubeSat team. The third objective was to define the 

software and hardware interfaces with the on-board computer. The last objective was to generate 

recommendations for the telecommunications subsystem hardware to carry out mission 

requirements. 

 

1.6  Thermal Control Subsystem Objectives 

The central goal of a satellite’s thermal control subsystem is to ensure that all components 

of the spacecraft remain within their operational temperature limits while operating, and that these 

components always remain within their survivable temperature limits. To define the thermal 

control system, three primary objectives were addressed. The first objective was to construct a 

model of external heating of the spacecraft from sources such as the sun using information from 

one of the previous CubeSat MQP studies, and from the orbital model created by the orbital 



18 

 

analysis team. The second objective was to create a model of the heating experienced by internal 

components due to the heat that they themselves produce, that which is conducted to them by other 

parts of the spacecraft, and that which radiates to them from the body of the craft. The third and 

final objective was to use the information from objectives one and two to identify and recommend 

thermal control methods to ensure that thermal constraints are met.  
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2  Background 

2.1  Command and Data Handling Subsystem 

The command and data handling or C&DH subsystem of any space vehicle is critical to its 

operation. The C&DH system is responsible for controlling what operations all subsystems of the 

spacecraft are performing at all times, thus determining the operational states of the spacecraft 

throughout its lifespan. At the center of the C&DH subsystem is a spacecraft’s on-board computer 

(OBC), which instructs the other subsystems to execute certain actions depending upon mission 

requirements and current conditions, and performs the computations required for these other 

subsystems to operate. Therefore, the C&DH subsystem and its central OBC must be 

computationally robust in order to perform these actions as needed. Additionally, the C&DH 

subsystem gathers data from each of the spacecraft’s subsystems and sensors, in order to allow 

ground controllers to assess the status of the vehicle’s operations over time. As such, there must 

be sufficient data storage available on the spacecraft, to allow data to accumulate before it can be 

processed onboard or transmitted to Earth.  

A spacecraft C&DH subsystem is unique in that its components are not necessarily located 

on the spacecraft itself. Ground computers serve to carry out computations which are not time-

sensitive, and collect information sent from the satellite’s telecommunications system to ground 

stations on Earth. Such information includes data collected by the payload instrument, in addition 

to spacecraft and payload health data, which can be used to ensure the proper operation of all 

systems or diagnose problems that may arise. Since this health information and the data produced 

by the payload may require some human interaction and are not critical to processes performed by 

the OBC, they are sent to Earth for analysis and action.  
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2.1.1  Previous WPI Research 

Previously, no dedicated research on the C&DH subsystem of a CubeSat supporting the 

SphinX-NG instrument had been performed as part of a Major Qualifying Project (MQP) at WPI, 

though these student groups have given some input into the development of the subsystem. In a 

2014 WPI Report, the C&DH system of such a CubeSat was described, and identified components 

from the Scotland-based CubeSat components company, Clyde Space, for use on the satellite [13]. 

Previously, MQP groups had identified various models of OBCs for use in support of the SphinX-

NG instrument, including those from companies such as Pumpkin, GomSpace, and Tyvak [2, 3, 

13]. As is common in the computer industry, however, the computer models identified in the 2012 

and 2013 MQP reports were no longer available for purchase at the outset of this project, and so 

comparable updated OBC models from these companies would be required [2, 3]. Additionally, 

other subsystem studies have suggested the use of Clyde Space components for their systems [2, 

3]. A benefit of using computing hardware components mostly obtained from a single company is 

improved compatibility. This is the case with Clyde Space, from which the various CubeSat 

component boards stack neatly using interlocking bus headers, thus requiring no rewiring for each 

board to operate properly. Most notably, the 2014 report suggested the use of the then current 

Clyde Space Mission Interface Computer Grande FM as the OBC for the satellite, and as such, 

Clyde Space’s computer elements served as the baseline for further development of the C&DH 

system in this project [13]. The more current model of Clyde Space’s OBC products, their 

Nanosatellite On-Board Computer, is shown in Figure 2.  
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Figure 2: Clyde Space On-Board Computer [14] Copyright 2016 ©  Clyde Space Ltd. 

 

In order to transfer data to ground stations, mission data must be packetized, or formatted 

into groups of information, according to international standards [13]. Previous WPI graduate 

research has identified the use of the Consultative Committee for Space Data Systems (CCSDS) 

Packet Telemetry Standards in encoding the information, which the OBC sends to the 

telecommunications subsystem for relaying to Earth [15]. The CCSDS standards benefit from their 

universality: space agencies around the world collaborated to form the CCSDS, so that the 

recommendations it created could apply across each of them. The hardware in each of these 

nations’ ground stations accordingly are now capable of handling data from any satellites that also 

conform to CCSDS standards. 

2.1.2  Hardware and Software 

The hardware and software components of the C&DH subsystem must comply with the 

requirements set by the other subsystems on the spacecraft, and its components must accordingly 

be sufficient to carry out these tasks. The C&DH subsystem must be able to effectively command 
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other subsystems’ operations and must have sufficient memory in order to store software and 

collected data [16]. 

On-Board Computer (OBC) 

To quantify the processing power of a computer, it is important to consider its clock speed, 

measured in cycles per second, or Hertz. The clock speed can give an accurate idea of the 

performance of the computer, when considered in conjunction with the amount of clock cycles 

certain tasks take to complete. This results in a measure of processing time known as the 

“throughput” of a computer, usually given in terms of millions of instructions per second, or MIPS 

(thousands of instructions per second are referred to as KIPS) [16]. The throughput capabilities of 

a potential OBC, when compared to the estimated throughput requirements for the spacecraft’s 

operation, can give one an idea of how suitable that OBC could be for that mission. 

Memory 

The memory available on board a satellite limits the amount of data that can be collected 

by the CubeSat’s sensors and systems. If the spacecraft’s payload and health sensors create data 

faster than existing data can be operated upon and replaced, the C&DH subsystem will not be able 

to perform its duties for the mission. Two types of memory are primarily used in computing: 

volatile and non-volatile memory [16]. Non-volatile memory retains stored information when the 

system is turned off and back on, and accordingly is used for the storage of mission critical 

software, which will remain necessary throughout the life of the spacecraft. Examples of non-

volatile memory include read-only memory (ROM), and flash memory. Volatile memory does not 

retain data if unpowered, and is accordingly used for the running of programs and short-term 

storage of data on the spacecraft. One example of volatile memory is random-access memory 

(RAM). Data stored for downlink to Earth is commonly stored in non-volatile memory to prevent 
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erasure in a fault, while sensor data used in OBC calculations are temporarily stored in volatile 

memory. 

Software 

The software loaded onto a computer determines the functions that it is capable of carrying 

out in support of mission objectives. Firmware is software, which is permanently needed 

throughout the life of a mission, and thus must be stored in a computer’s non-volatile memory 

[16]. Various commercial software packages are available on the market, which can be tailored to 

suit a particular mission’s needs. These software packages are often available as base-model 

systems, which can be configured by the end user to control the various C&DH operations of a 

CubeSat, thus achieving its mission objectives. The memory required to store software can be 

estimated by comparing one’s expected computational operations to those that have already been 

developed and put into use on previous missions. 

2.1.3  Data Interfacing 

While there may be other computer boards incorporated into the C&DH system of a 

satellite, as is the case with this CubeSat, the on-board computer acts as the “Master” computer to 

each of the other “Slave” computer boards. For example, the electrical power system (EPS) board 

of the power subsystem can perform computational tasks, but does so when commanded to do so 

by the OBC. In order to receive these tasks from the OBC, there must be some connections between 

the OBC and its various dependents. Most often, these connections are made through the spacecraft 

bus header, which can be seen as the large rectangular element at the right-rear of Figure 3.  
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Figure 3: CubeSat Stack [7] 

The header consists of a bank of male pins, which protrude out of the bottom of each board, 

which connect to a corresponding bank of female sockets on the top of the board below it. In this 

way, a set of boards can all be connected to one another to form a set of pins which run 

continuously through all boards in what is collectively referred to as a “stack,” as seen in Figure 

3. In this way, each of the boards of the stack has digital access to each other board, and data can 

be transmitted among them. 

The protocols of data transfer among these systems can take many forms, but a few notable 

examples are most often used.  

Inter-Integrated Circuit (I2C) Bus 

The Inter-Integrated Circuit (I2C) Bus uses only two wires in order to communicate 

between as many subsystems as required. As shown in Figure 4, the master and slave computers 

connect via 
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1. a serial data line (SDA), and 

2. a serial clock line (SCL). 

 

Figure 4: Inter-Integrated Circuit Bus [17] Copyright ©  2016 I2C Info 

 

These two interfaces are sufficient for the master to control a system of all connected slave 

devices. The SDA line is used for data transfer, while the SCL line is used to control the speed of 

data transfer along the other line, ensuring that both the receiver and transmitter of a signal can be 

synchronized to send each bit of information successfully. Each component can communicate 

along shared pathways for data transfer due to the serial nature of the system. The power supply 

voltage Vdd serves to “pull up” the signal on a line, or bring the voltage on that line to a certain 

default level, should there be no activity on it. If the signal on the line is “up,” it serves to indicate 

to each system connected to the I2C bus that there is in fact no activity currently being carried out 

on it [17]. Each computer connected to the line can “pull down” the voltage on line in order to 

indicate that it is using it currently. To indicate that it seeks a certain slave to perform an action, 

the master sends a “Start” condition by first pulling the SDA line and then the SCL line low, 

followed by a specific command for a slave’s action along the same line. The command is then 

performed by the slave, after which a “Stop” condition is sent, by pulling the SCL line and then 

the SDA line high, in order to acknowledge that the task is complete and other operations can 

commence.  
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Serial Peripheral Interface (SPI) Bus 

Similar to the I2C bus in that it allows for several slave computers to be connected to a 

master, the Serial Peripheral Interface (SPI) uses four wires to transmit information. As shown in 

Figure 5, these computers connect via 

1. a serial clock line (SCLK), 

2. a master output, slave input line (MOSI), 

3. a master input, slave output line (MISO), and 

4. a slave select line (SS) for each slave. 

 

Figure 5: Serial Peripheral Interface Bus [18] Copyright ©  2006 Colin M.L. Burnett 

 

Instead of “Start” and “Stop” conditions as used in I2C, in this case, the master uses the 

particular SS line to address a certain slave for action [19]. This is followed by the master sending 

its command along the MOSI line to the slaves, where only the slave of concern considers the data. 

In turn, the slave then returns a signal via the MISO line to the master until communication is 
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complete between the two. Finally, the master deactivates that slave’s SS line to indicate the task 

has been completed. 

Universal Asynchronous Receiver/Transmitter (UART) Transmission 

Universal Asynchronous Receiver/Transmitter (UART) is another method used widely in 

modern computing devices for simple serial interfacing. Similarly to the I2C bus, a UART device 

uses data lines to transfer information from its source to its target, however no clock line is used 

to ensure that the two devices remain synchronized. Thus, it is important for these two 

communicating devices operate at the same transmission speed beforehand, so that they can 

effectively relay information. Each UART device has a receiving line (RX) and a transmitting line 

(TX) connected to other UART devices, though it is possible that a certain UART device be 

capable of only receiving and not transmitting data [20]. The receiving and transmitting data lines 

are “pulled up” when not in use, until the transmitter of a signal pulls its transmitting line low to 

indicate the beginning of a message. Then, data is transferred between devices, where one device 

can either transmit all of its data at once, or take turns receiving and transmitting data with its 

partner device. 

General Purpose Input/Output (GPIO) 

General Purpose Input/Output (GPIO) pins on a bus header can be configured as required 

for implementation by the end-user of a system. In this way, GPIO pins are free for use and 

definition by the designer of the C&DH system, and can be customized to suit a particular 

subsystem when other types of data bus setups are not possible. GPIO interfaces are commonly 

used for devices, which do not have their own computing capabilities. For example, the analog 

voltage produced by a thermocouple sensor can simply be fed through an analog-to-digital 
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converter (ADC) and then directly into a GPIO pin which has been configured to accept such an 

input voltage. 

 

2.2  Power Subsystem 

2.2.1  CubeSat MQP 2013 Final Power Budget 

Power is one of the most important resources in any spacecraft, and the miniaturized nature 

of a CubeSat severely limits the power available to all power consumers. The 2013 Thermal, 

Telecommunications, and Power Major Qualifying Project (MQP) team produced a final power 

budget based on the components that were selected for that mission. Table 1 shows the final power 

budget generated by the 2013 group [1]. 

 

Table 1: Final Power Budget from 2013 CubeSat MQP [1].  

Copyright ©  2013 Worcester Polytechnic Institute

 

The budget in Table 1 is not complete as it does not take into account inefficiencies within 

the power components and circuitry that reduce the total available power. Because of these 

inefficiencies, the actual power available to satellite systems falls below the ideal amount produced 

by a satellite’s solar panels, typically by 10-15% [22]. 
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2.2.2  Power Subsystem Hardware 

The power subsystem serves three main functions: to generate and store power, to 

condition and distribute that power, and to protect the CubeSat in the case of an electrical fault. 

On most CubeSat missions, power generation and storage is performed by a combination of solar 

cells which provide power while in view of the Sun, and batteries which provide power during 

eclipse. Power conditioning and distribution is done by a series of power conditioning modules 

(PCMs) and power distribution modules (PDMs) in the form of circuits located on the main EPS 

board. In this case, power conditioning refers to the conversion of power to specific voltages and 

currents as needed by individual power users and distribution refers to the routing of power to 

those users as they require it. Electrical faults, in which excessive current can damage electronics, 

can potentially cripple satellite hardware and must be mitigated as much as possible. Fault 

protection is accomplished by safeguards built into the PCMs and PDMs, which monitor the flow 

of current to prevent damage to other components. The PDMs and their safeguards can operate 

independently of the OBC to ensure that power continues to flow in the event of an OBC 

malfunction or reboot. In such an event, the EPS would continue to supply power for as long as it 

had been previously instructed. 

Solar Array 

Due to the plentiful solar energy available in orbit around Earth, power generation on 

CubeSats and other small Earth-orbiting satellites is primarily carried out by small, light solar 

arrays. Solar cells for these small arrays are typically composed of gallium-arsenide (Ga-As) 

photovoltaic cells due to their high-efficiency, attached to a lightweight substrate of fiberglass, 

aluminum, carbon fiber, or other composite [22]. 
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The total power generated by the solar arrays is determined by their area, efficiency, 

temperature, and angle of incidence of sunlight on the panels. Due to the Sun-observing nature of 

this CubeSat’s mission, the solar arrays are assumed to be pointed directly towards the sun and the 

angle of incidence is a negligible factor in our power estimates. Of the remaining factors in power 

production, which include array size, array efficiency, solar flux, and temperature, only 

temperature will change considerably over time, and as such the panels must be optimized for the 

temperature range that the CubeSat will experience throughout its lifetime. Solar cells operate 

more efficiently at lower temperatures, so the thermal profile of the CubeSat will need to be taken 

into account to insure the solar panels can dissipate heat effectively [22]. There is also an optimal 

point in the relationship between a solar panel’s voltage and current outputs such that its power 

output is maximized. This is known as the peak power point or maximum power point and its 

location on the current-voltage curve changes based on the temperature of the solar panels as 

shown in Figure 6 [23]. 

 

Figure 6: Solar Array Current vs. Voltage [23]. Copyright ©  2016 Clyde Space Ltd. 
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Previous MQP teams chose to use a three-panel system for power generation, utilizing a 

single body-mounted 2U solar panel flanked by a pair of single-deployed 2U solar panels on each 

side [1,4] as can be seen in Figure 1. The same solar array arrangement was selected for this study. 

Electrical Power System (EPS) Board 

  The main electrical power system (EPS) hardware is typically mounted on a single, discrete 

circuit board. The EPS board interfaces with and controls the entirety of the power subsystem. It 

directly interfaces with the solar panels, battery, OBC, and all other powered components onboard 

the CubeSat. It is responsible for monitoring and regulating the power from the solar arrays, as 

well as both to and from the battery. In addition, the EPS board controls the flow of power to the 

OBC and other components through its integrated PDMs, as well as communicates with and 

receives commands from the OBC. The EPS is also responsible for maintaining the solar panels at 

their peak power point. Figure 7 demonstrates the flow of power through the EPS. 

 

Figure 7: EPS Power Flow 

 

The 2012 MQP team selected a Clyde Space EPS board (model number CS-3UEPS2-NB), 

which has since been discontinued [4]. As such, a new EPS board needed to be considered. 
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Battery 

Batteries allow solar powered spacecraft to maintain operation during eclipse and help to 

supplement the arrays at peak power usage. Lithium-ion (Li-ion) and lithium-polymer (Li-Po) cells 

are often used in such applications due to their high energy density, resulting in a high capacity 

compared to their size. However, they tend to become unstable at extreme temperatures and as 

such they must be constantly monitored and kept within their acceptable temperature threshold 

(typically -10 to 50 degrees Celsius) [22]. This temperature is maintained using the thermal 

controls of the spacecraft as well as an integrated heater on certain batteries. Additionally, to 

maximize battery life, the power drain should be managed so as to never cause the battery to exceed 

its recommended depth of discharge (DoD), a measure of the percentage of the battery’s total 

capacity has been discharged, which is typically around 20% to 30% for batteries typically used 

on CubeSats and other satellites that operate in low Earth orbit [22]. The 2012 MQP team chose a 

Clyde Space 30 Watt-hour battery that is no longer available for purchase [4]. As such, a different 

battery had to be considered for this study. 

2.2.3  Power Subsystem Related Interface Control Document (ICD) Requirements 

The requirements outlined in the “Launch Services Program: Program Level Poly-

Picosatellite Orbital Deployer (P-POD) and CubeSat Requirements Document” [24] state that “No 

electronics shall be active during launch so as to prevent any interference from either electrical or 

RF sources with the launch vehicle and primary payloads” [24]. The CubeSat must also have a 

remove before flight (RBF) pin, which when installed must cut all power to the CubeSat bus and 

must be removed after the CubeSat is integrated with the Poly-Picosatellite Orbital Deployer (P-

POD). The P-POD deployment system is a specialized launcher tube that acts as the interface 

between the CubeSat and launch vehicle and is responsible for ejection of the CubeSat. If an RBF 
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pin is not present, the satellite must launch with its batteries fully discharged. The CubeSat must 

also have at least one deployment switch located on the -z face of the CubeSat as shown in Figure 

8. The deployment switch must keep the satellite powered off while it is actuated. Once the satellite 

is deployed, the deployment switch will no longer be actuated and this will start a deployment 

timer which ensures that no mechanical structures or appendages are deployed until 30 minutes 

after the satellite is ejected from the P-POD and that no transmissions are generated until 45 

minutes after the satellite is ejected from the P-POD [24]. The deployment switch must also be 

able to reset the deployment timer if the switch is toggled from the actuated state and then actuated 

again. After the CubeSat is loaded into the P-POD, it can then be charged through access ports 

located on the P-POD as shown in Figure 8. However, P-POD requirements state that the total 

stored energy in the battery after charging must be no more than 100 Watt-hours during launch. 

 

Figure 8: Location of Deployment Switches [24] Copyright ©  2011 Cal Poly SLO. 
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Figure 9: Location of Access Port for 3U CubeSat [24] Copyright ©  2011 Cal Poly SLO 

 

According to the NASA document “Standard Materials and Processes Requirements for 

Spacecraft”: “The CubeSat shall also be self-contained, providing its own power, sequencing and 
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wiring” [25]. The requirement that the CubeSat be able to provide its own sequencing means it 

must be able to carry out its tasks without constant commands from a ground station. “The 

electrical wiring of the satellite, specifically its insulation, shall also be inspected for flammability 

prior to its launch” [25]. If the wire insulation is chemically and physically similar to a material 

found to be acceptable by NASA-STD-(I)-6001 (a NASA technical standard which establishes 

requirements for the selection, testing, and evaluation of materials intended for use in space 

vehicles), then the material may be used without testing and justified on an approved Material 

Usage Agreement (MUA) that shall be submitted for approval as described in NASA-STD-6016 

[25]. One major part of CubeSat testing involves a thermal bakeout test, where the CubeSat is 

subjected to intense heating in a vacuum for an extended duration. After the thermal vacuum 

bakeout test is performed, the electrical functionality of the satellite must be re-verified [23]. 

NASA requires that the CubeSat also have an end of mission (EOM) plan that outlines how the 

spacecraft will be disposed of at the end of its operational life [26]. Prior to the EOM the satellite 

needs to be pacified for Earth orbit or Earth reentry. The passivation of the satellite will entail the 

depletion of all forms of stored energy to a point where the remaining onboard energy would be 

insufficient to cause a breakup of the satellite. The electrical systems, specifically the batteries and 

the charging circuits are part of the hardware considered in this passivity analysis. 

 

2.3  Telecommunications Subsystem 

2.3.1  Interface Control Document (ICD) Requirements 

As CubeSats have become more commonplace, many regulations and requirements have 

been placed on various facets of CubeSat development and deployment. The communications and 

interfacing subsystems are heavily affected by these specifications. For example, the 



36 

 

communications between the CubeSat and Earth must occur over a specific frequency [26]. For 

this reason, a frequency application for the exact frequency the spacecraft will be using must be 

completed and approved to obtain a license allowing communications once in orbit. As an 

additional requirement, CubeSats are required to have both Global Positioning System (GPS) 

tracking and the ability to update, in real time, the systems onboard the satellite via ground 

commands [27]. 

Some of the research into telecommunications options for this project required knowledge 

of Australian transmission regulations. Similar to the Federal Communications Commission 

(FCC) in the United States, the Australian Communications and Media Authority have a variety 

of licenses that require successful completion of an exam before they are issued [28]. For a 

standard CubeSat connected ground station, an amateur standard station license is needed for the 

ground station operator [29]. 

2.3.2 Hardware 

  The telecommunications subsystem hardware consists primarily of a transceiver unit to 

connect the on-board computer (OBC) with ground stations on Earth. This is important because 

the CubeSat cannot complete its mission objectives if the collected instrument data cannot be 

transmitted back to Earth. To allow communication between the satellite and ground, the 

telecommunications subsystem consists of a radio transceiver and an antenna. Typically on a 

CubeSat, the telecommunications subsystem transmits and receives at Very High Frequency 

(VHF), Ultra High Frequency (UHF), or S-Band Frequency radio ranges. The VHF band ranges 

from 30 to 300 MHz, while UHF ranges from 300 to 3000 MHz, and S-Band ranges from 2 to 4 

GHz [30, 31]. 
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  The ability to relay data to the ground is primarily limited by three parameters: the power 

needed for the components, the rates of data transmission and reception, and the quality of the data 

being delivered. When the subsystem’s components are powered on, they can draw a up to 1.5W 

of power, a significant amount for a CubeSat, and so coordinating the timing of radio transmissions 

with the rest of the CubeSat operations that consume power is essential [30]. Secondly, the 

transceiver and antenna have finite amounts of information they can send and receive during a 

certain period of time, known as data rates. Lastly, due to instrument noise, environmental effects, 

and software problems, information transferred may not be completely accurate. This could lead 

to corrupt information where the CubeSat would need to retransmit information, putting further 

strain on the already limited data rates. Environmental, weather related limits to data rates are 

unavoidable because coverage by clouds or particulates can disrupt signal transmissions at any 

time, and are uncontrollable due the satellite’s orbit. 

  Figure 10 provides a block diagram of the telecommunications subsystem with all relevant 

components. The items in red are the telecommunications subsystem specific components. What 

follows is a more extensive explanation of these components. 

 

Figure 10: Telecommunications Subsystem Block Diagram 

 

Transceiver 

The transceiver is the piece of hardware that contains components used for both reception 

and transmission on a single board. The transceiver downlinks data from the OBC by converting 
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the data into a modulated RF signal suitable for transmission, then passes the data along to the 

antenna for physical transmission. This process also works in the opposite direction when 

information is being received through the antenna. A popular transceiver for CubeSats is the ISIS 

UHF/VHF transceiver shown in Figure 11 [32]. The transceiver can transmit or receive in both the 

UHF and VHF radio frequencies, and was chosen by the 2013 CubeSat Report for its flight 

heritage, ease of use, and robustness [1]. 

 

Figure 11: ISIS UHF/VHF Transceiver [32] Copyright ©  2017 CubeSatShop.com 

 

Antenna 

The antenna is the component that physically sends and receives information and 

commands that are sent between the spacecraft and the ground stations using radio waves. CubeSat 

antennas must be compatible with the corresponding transceiver in terms of frequency 

transmission and reception (ex: UHF, VHF, S-band, etc.). Antennas can be arranged in a few 

configurations: monopole, dipole, or turnstile [33]. Turnstile gives the most directional ability with 

highest losses in signal strength, while monopole has the strongest signal but the smallest ground 

coverage. The dipole configuration is the simplest and most commonly used style of antenna [34]. 
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As an example, an ISIS dipole deployable antenna compatible with the previously selected 

transceiver example is shown in Figure 12. 

 

Figure 12: ISIS Dipole Deployable Antenna [35]  

Copyright © 2017 Innovative Solutions in Space. 

 

2.3.3  Ground Stations 

The telecommunications subsystem would be useless without any ground terminals to send 

information to or receive commands from. Due to the rapid growth in the popularity of CubeSats, 

there are many ground stations around the world that are capable of and available for sending and 

receiving information. The Global Educational Network for Satellite Operators (GENSO) was a 

system developed by the European Space Agency (ESA) in 2007. As part of this network, ground 

stations around the world would be linked by common software, allowing for connected ground 

stations that educational satellites could use for data transmission [36]. There are three 

components, connected via internet, that makeup the GENSO framework: the Ground Station 

Server (GSS), the Mission Control Client (MCC), and the Authentication Server (AUS) [36]. The 

three components perform duties as follows: GSS controls the ground station hardware during 

satellite connection, the MCC provides access to the satellite via the various GENSO stations, the 



40 

 

AUS authenticates that establishes links between the GSS and MCC [36]. Appendix A displays all 

of the ground stations in the GENSO Network as of 2012. Currently GENSO is non-operational 

and was not able to fully implement the system worldwide. 

  The two most common types of communications between space and ground are uplink and 

downlink. Uplink is communication in which information or commands are sent from the ground 

station up to the satellite, whereas downlink is when the satellite sends any kind of information 

(payload data, telemetry, etc.) down to the ground station for processing and manipulation [37]. 

Other types of communication paths include crosslink, which uses one or more satellites as relay 

satellites to send and receive transmissions [38]. Due to the complexity of crosslink and other more 

complicated methods, uplink and downlink are the methods of choice for CubeSat transmissions. 

  The orbital parameters of a satellite determine which stations it will be within range of it 

at various times during its mission. To get the most coverage for least amount of ground stations, 

the 2013 CubeSat MQP team picked four current ground stations for simulation purposes [1]. 

These stations are located at California Polytechnic State University - San Luis Obispo, University 

of Texas at Austin, Delft University of Technology (Netherlands), and Warsaw Institute of 

Technology (Poland). In addition to these four ground stations, the previous team added in a 

hypothetical WPI ground station for a larger downlink potential and information for a future 

proposal. These ground stations provided continuous coverage while the CubeSat was over North 

America and Europe.  

In Figure 13, a ground track of a representative satellite progressing through several orbits 

is shown.  
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Figure 13: 2014 CubeSat Ground Coverage Map [1] 

 

The different colored lines shown in the Figure 13 represent the satellite’s location at 

different times that the CubeSat is downlinking to the previously listed ground stations. The 

particular ground stations chosen for this project and a representative ground coverage map are 

presented in Section 4.3. 

 

2.4  Thermal Control Subsystem 

2.4.1  Thermal Environment 

  The space environment presents a number of challenges for managing the temperature of 

a spacecraft. Most notable is the lack of significant atmosphere, forcing a body to gain or lose heat 
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only by radiation. In terrestrial applications, a body has two other methods of gaining or losing 

heat; convection and conduction. Convection is a process that takes place in fluids when a 

temperature gradient adjacent to a heat source is present. In natural convection, the fluid 

surrounding the heat source gets hot and rises allowing cold fluid to circulate to replace it, 

effectively removing thermal energy from the heat source. Forced convection includes the effect 

of a bulk, forced flow of the fluid over the heated surface. Conduction is the process of heat transfer 

within solids, liquids, or gases, in which atoms transfer energy between each other due to their 

vibrations in a lattice (in the case of solids) or through collisions with other atoms (in the case of 

fluids) resulting in a transfer of energy [22]. The lack of convection means the spacecraft’s 

temperature can increase significantly when exposed to radiation. Additionally, when in shadow, 

the spacecraft will quickly lose heat and experience extreme cold temperatures. The wide range in 

environmental conditions that arise from moving between full solar illumination to complete 

shadow means spacecraft components can get as cold as -130℃ and as hot as 100℃ [22]. 

The key sources of radiation that must be considered when in an Earth orbit are the Sun, 

the Earth’s reflected radiation (referred to as “albedo”), and the Earth’s emitted blackbody 

radiation. The Sun’s energy flux at earth is 1367 W/m2 [22] and it is by far the most dominant 

source of heat for the spacecraft. The energy flux due to Earth’s albedo is the fraction of the Sun’s 

energy that is reflected off of the Earth [39].    

𝑄 =  1367 𝛼 𝐹 (1) 

where 𝛼 is the albedo, or reflectivity of earth, approximately 0.35 and F is the fraction of sunlit 

Earth in view of the spacecraft [22]. Though not as intense as the flux from the Sun, the Albedo 

further compounds the heat gain the spacecraft experiences when in sunlight. The Earth’s 

blackbody radiation is the infrared radiation emitted by the earth. Though far less powerful than 
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the Sun’s radiation at only about 231 W/m2,[22] it must still be accounted for in the spacecraft 

thermal system design. The Earth’s blackbody radiation is the only major source of external energy 

that remains when the satellite is in eclipse, making it vital for keeping the spacecraft warm enough 

to operate. It is important here to note the 1/𝑟2dependence of radiation [22]. Every source of 

radiated energy decays with its distance, r, from the source of that radiation according to the 

inverse square law. This is partly why, despite its vastly colder temperature, the Earth’s radiated 

energy contributes as much as it does to the spacecraft.  

  The final source that contributes to the thermal environment is the power dissipation from 

components of the spacecraft itself. Power dissipation is a result of the inherent inefficiencies of 

the components being used though most of a component’s power will go to its prescribed purpose, 

a percentage of it will always be converted to waste heat [40]. The electronic components operating 

on the spacecraft generate heat that is transferred through conduction and radiation to structures 

inside the spacecraft. Special consideration must be taken to ensure that components that dissipate 

relatively large amounts of power, such as the computer, have enough contact points to allow 

effective conduction to surfaces where heat can be most effectively radiated into space. The inverse 

square law is insignificant at the distances between components. Which is why the internal surface 

to surface radiation within the spacecraft is so important, as the components are so close to one 

another radiated energy from one component will have a significant impact on the temperature of 

another. 

2.4.2  Thermal Limits 

Throughout the mission, it is crucial that the temperature of the spacecraft is maintained 

within a reasonable range in order to protect it and all of its internal components. Because the on-

board components are designed to operate within certain temperature limits, typically at “room” 
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temperature, decrease in performance and significant damage can occur to them due to temperature 

beyond the designed range.  

Each piece of equipment is characterized by two temperature ranges that it must stay within: 

operational temperature range and survival temperature range [22]. To perform as intended, the 

equipment’s temperature must be maintained within the operational temperature range; the 

performance and efficiency of the equipment can be affected by temperatures outside of the 

operational temperature range [22]. At all times, the temperature of the spacecraft and all of its 

equipment must be maintained within the survival temperature range; significant damage and 

failure can be caused by temperatures outside of the survival temperature range. 

Every piece of equipment is characterized by different operational and survival temperature 

ranges, and it is important that the temperature of each component is guaranteed to stay within its 

specified operational temperature range while operating and within its specified survival 

temperature range at all times throughout the mission. 

2.4.3  Thermal Controls 

During the mission, the temperature of a typical spacecraft and its equipment could likely 

exceed its operational or survival temperature range without the use of any thermal controls. Hence, 

thermal control system on a spacecraft is required to maintain desired temperature of the spacecraft 

and its components. 

Passive Thermal Controls 

 Passive thermal controls are defined as those methods which do not require power to 

operate and transfer heat via natural processes to regulate the temperature of a spacecraft [1]. 

Surface finishes and radiators are common passive thermal controls applied to the spacecraft [22]. 

The purpose of surface finishes is to change the surface absorptivity and emissivity of surfaces on 
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a spacecraft to control the amount of radiation absorbed and emitted by the spacecraft. Surface 

absorptivity is a fraction of irradiation absorbed by a surface and is defined as a value between 0 

and 1, where absorptivity of 1 represents a perfect black-body. Surface emissivity is a fraction of 

radiation emitted by a perfect black-body at the same temperature and is defined as a value between 

0 and 1, where emissivity of 1 represents a perfect black-body. Different materials can be used as 

surface finishes to control the amount of radiation absorbed and emitted by the spacecraft and 

ultimately to maintain the temperature within an acceptable range. Figure 14 illustrates a few 

examples of surface finishes with corresponding values of surface absorptivity and emissivity. 

 

Figure 14: Surface Absorptivity and Emissivity of Various Types of Materials [41]  

Copyright ©  2017 The Aerospace Press 

 

Materials such as white paint, which have very high emissivity but very low absorptivity, 

can be used to reject solar radiation or effectively emit heat generated by the internal equipment. 

This is critical for a spacecraft that would otherwise experience temperatures above the specified 



46 

 

maximum limit due to either long exposure to the Sun or heat generated by the internal 

components. Materials such as black nickel/chromium, which have very high absorptivity but very 

low emissivity, can be used to absorb more heat from the Sun or prevent quick heat loss to the cold 

space for a spacecraft that would otherwise experience temperatures below the specified minimum 

limit due to short or no exposure to the Sun. 

A radiator is a device that ejects heat from the spacecraft to space using specially designed 

panels. Radiators are panels generally made with materials that have high emissivity and low 

absorptivity, such as silvered or aluminized Teflon or white paint, to emit infrared (IR) radiation 

from the spacecraft body as much as possible while absorbing least amount of heat from the Sun 

[22]. The amount of heat dissipated by the radiator is governed by Stefan-Boltzmann equation: 

𝑄 = 𝜀𝜎𝐴𝑇4 (2) 

where Q is amount of heat dissipated from the radiator, ε is emissivity of the panel, σ is Stefan-

Boltzmann constant, A is the surface area of the panel, and T is the absolute temperature of the 

panel [22]. 

 The size and shape of radiators vary for different missions to meet their unique thermal 

requirements; large radiators are preferred for a spacecraft that generate a lot of heat, but to reduce 

the weight of the spacecraft, small or no radiators are preferred for a spacecraft that does not 

generate as much heat. Radiators can be engineered to work in several different forms, such as 

flat-plates mounted on the side of the spacecraft or panels that are deployed after the spacecraft is 

in orbit [22]. 

Active Thermal Control 

 Active thermal controls are defined as methods that require power and control to operate. 

Active thermal controls are more expensive and complex than passive thermal controls, but they 
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have the ability to control the temperature of the spacecraft more precisely [22]. Active thermal 

controls are typically used when analysis indicates passive thermal controls are not sufficient to 

keep the temperature within a desired range [4]. Examples of active thermal controls include 

heaters, louvers, and heat pipes. 

 The most common type of heater used on a spacecraft to maintain desired temperature 

range for components is the patch heater [42]. In essence, electricity is transferred through 

electrical resistors to generate heat. Patch heaters consist of electrical resistance elements 

sandwiched between two sheets of flexible electrically insulating material, such as Kapton [42]. 

Electricity is transferred through the electrical resistance element, and heat is generated and 

transferred to surfaces that are in contact through conduction. Patch heaters are generally 

constructed in a simple rectangular shape, but depending on their purpose, they can be created in 

custom shapes [42]. 

 A louver is a thermal control system that modulates the radiant heat transfer of spacecraft 

to the space by opening or closing blades that are mounted on the system. Louver systems generally 

consist of five main elements: baseplate, blades, actuators, sensors, and structural elements [42]. 

The baseplate is a surface behind the blades, which can be either a radiator mounted on a spacecraft 

or an open area which directly exposes internal components to space. Sensors and actuators drive 

the blades to open or close when necessary. Figure 15 displays a typical louver and its mechanisms. 
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Figure 15: Schematic of Louver Assembly [42] Copyright ©  2002 AIAA 

  

When the blades are open, the base plate is exposed to cold space which allows the base 

plate surface to emit radiation to space by Stefan-Boltzmann equation, corrected by view factors 

as appropriate. When the blades are closed, the baseplate is hidden from the cold space, and radiant 

heat transfer does not occur. 

 A heat pipe system uses a closed two-phase liquid-flow with an evaporator and a condenser 

to transport heat from one location to another [42]. Heat pipes do not require power; they are 

considered active thermal system due moving fluids driven by capillary action within the system. 

Figure 16 displays schematics of a typical heat pipe system. 

 

 

Figure 16: Schematic of Heat Pipe System [42] Copyright ©  2002 AIAA 
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 When heat is added to the evaporator, liquid in the evaporator wick vaporizes and removes 

some of the added heat. Vaporization depresses the meniscus in the evaporator since less liquid is 

present, and the difference in the curvature of meniscus causes sufficient capillary pressure to pull 

the liquid from the condenser wick towards the evaporator wick [42]. At the same time, the vapor 

flows from the evaporator to the condenser and condenses when it contacts the cooler condenser 

surfaces [42]. 

2.4.4 COMSOL Multiphysics 

COMSOL Multiphysics (COMSOL) is a partial differential equation solver that uses finite 

element method (FEM). The software allows users to build many different types of physics-based 

systems including structural system, electrical system, fluid dynamics, heat transfer, and chemical 

system. Within each system, COMSOL has defined physics-based modules, such as AC/DC 

module, pipe flow module, and heat transfer module, and any physics module can be coupled 

together to create a multi-physics module [43]. 

 2013 MQP group that worked on the thermal controls subsystem used COMSOL in order 

to create a thermal model of the CubeSat [1]. COMSOL was chosen in the previous years due to 

its ease of use, compatibility with existing CubeSat CAD model created using SolidWorks, and 

well-developed graphical user interface (GUI). 
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3  Methodology 

3.1  Command and Data Handling Subsystem 

3.1.1  System Requirements 

The first step in the definition of any of a spacecraft’s subsystems is to determine the 

operations and tasks that it needs to fulfill. For the C&DH subsystem, these requirements take the 

form of computational operations, commands sent to other spacecraft systems, and data storage 

[21]. Accordingly, these needs must be ascertained before the development of the C&DH system 

is commenced, such that one can make sure the system can accomplish the tasks set before it. 

Those in charge of developing the other subsystems on a spacecraft must thus be consulted, to 

learn what the OBC must command or compute for their respective systems. In addition, these 

subsystems might require additional information from other subsystems, and so these requirements 

must also be taken into account when developing the C&DH subsystem.  

The following information was accordingly requested regarding each component: 

1.  What does the computer need to do for this sensor/system? 

2.  When is this sensor/system on? 

3.  When the system/sensor is interacting with the computer, how frequently will the 

computer need to perform each operation from Question 1? 

4.  How much data will be generated by this sensor/system? 

5.  How long will this data need to be stored? 

6.  Does the processing of this data need to be done in space? 

7.  How does this sensor/system connect to the computer? 

Additionally, the following details regarding the particulars of each operation which a 

subsystem could be commanded to perform were gathered: 
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1.  What operations can the subsystem be commanded to perform? 

2.  What inputs are needed to perform this operation? 

3.  What outputs are the result of this operation? 

4.  What triggers this operation to be performed? 

5.  When triggered, how frequently must this operation be performed? 

6.  What is the total time it takes for this operation to be completed? 

7.  Are there any other subsystems/sensors which you know cannot be active while 

your subsystem is performing this operation? 

8.  Similarly, is there any subsystem which must be concurrently operating in order to 

make this operation successful? 

This information would prove useful in the definition of the C&DH subsystem. Once the 

operational requirements and means of commanding each of the C&DH system’s dependents were 

fully understood, the C&DH system’s software and hardware could be begin to be outlined. 

3.1.2  Hardware & Software Definition 

Software 

Software development is informed by the computational needs of all the CubeSat’s 

subsystems. Each of the subsystems which performs tasks for the satellite must be commanded to 

carry out such actions; additionally, each of these commands has certain input and output 

information which must be known by the OBC in order to initiate the correct operation. This 

information must be gathered from the appropriate subsystems and sensors in order to be made 

useful for the OBC. For example, the attitude determination and control system’s (ADCS) BDOT 

controller, which will be used to stabilize the CubeSat upon ejection from its launch vehicle, must 

have as input the spacecraft’s angular momentum as measured by a gyroscope and the magnetic 

field vector with respect to the satellite’s axes. The algorithm is then invoked by the OBC, which 

outputs currents for the EPS to deliver to the spacecraft’s magnetorquers for attitude control. In 
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order to intuitively streamline the understanding of each operation of this sort, block diagrams can 

be developed to represent each of the commands the OBC can issue, incorporating the inputs and 

outputs of these functions. A block diagram for a typical function is shown in Figure 17. 

 

Figure 17: C&DH Block Diagram Example 

 

In Figure 17, one can see examples of each of the elements, which are incorporated into 

operational sequence block diagrams. Here, the example from above is continued. A sensor such 

as the gyroscope produces some reading, which is used by subsystem operations such as the ADCS 

BDOT algorithm enacted by the OBC. This operation may result in another piece of information 

output for other systems to use as is the case here, or the operation may be complete in itself, 

without output data. Following the operation, a conditional qualifier is applied to the resultant data: 

if the condition is satisfied one course of actions follows, else a different one will ensue. Lastly, a 

certain course of events can result in a change in the spacecraft’s Operational State, a notion that 

will be discussed shortly. Following the detumbling example, if the resulting spacecraft angular 

motion is below a specified limit, the C&DH subsystem would allow the spacecraft to proceed to 

the next phase of its mission, otherwise it would instruct the spacecraft to carry out the same 

sequence of events again. 

The complete operation of the spacecraft can be characterized by the interaction of many 

of these functions, where one operation’s results can be used in turn by others in pursuit of mission 

objectives. As such, these functions can be organized in larger-scale block diagrams, which 



53 

 

represent the whole of the spacecraft’s operations throughout the span of its mission. One diagram 

representing the entirety of a multi-year mission would be too complicated to provide a clear 

understanding of the function of individual components. However, one can identify significant 

sub-groups of tasks that can be considered computationally independent sections of the mission 

operations. Each of these main groups of tasks can be considered an Operational State of the 

spacecraft. Continuing the earlier example, the Operational State which corresponds to the 

execution of the ADCS BDOT algorithm would be a Detumble operational state, which would 

include all necessary operations to bring the spacecraft from its initial uncontrolled spinning to a 

reasonable and controlled orientation. In this respect, the criteria for what is to be considered a 

“reasonably controlled” state must be defined, and can be incorporated into these block diagrams, 

determining when the OBC will allow the spacecraft to transition to another operational state. 

The entirety of the operations of the CubeSat can be described by these Operational States, 

which can each be categorized into three main phases of mission operations: Initialization, 

Routine, and Deactivation. When initializing, a satellite must orient itself in its space environment 

and set up the spacecraft’s systems to later fulfill mission requirements. The Detumble operational 

state discussed earlier would be incorporated into the initialization phase of the mission. Next, the 

routine phase of the mission ideally represents the majority of a mission’s span, where it collects 

data from its instruments and communicates with Earth-based ground stations to relay information. 

Lastly, a spacecraft must safely be deactivated in order to ensure safe end-of-mission operations, 

consisting of turning off each of the spacecraft’s subsystems. These major mission phases can be 

seen visualized in Figure 18, which illustrates how the satellites mission progresses from one phase 

to the next, and does not return to an earlier phase once complete. 
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Figure 18: Mission Phases 

 

The memory space taken up by the software which fulfills the computational requirements 

of the spacecraft can be estimated by using systems already implemented as examples. The 

textbook Space Mission Analysis and Design, 3rd ed. has a wealth of information to aid in 

producing such estimates [16]. These can be used as initial estimates for the size of the software 

parts of the C&DH subsystems, long before their development is actually begun [16]. This 

reference employs the concept of “similarity” to guide such estimates: for example, processing 

rate gyro data or estimating orbit propagation onboard will likely require similar computational 

requirements regardless of the particular spacecraft they are implemented upon.  

CubeSat Functionality 

A common strategy to develop and define a system is through “Model Based Systems 

Engineering.” Model Based Systems Engineering is a method used to clearly define functional and 

physical architecture using various interconnected models that incorporate system functions, 

operations, and components [44]. An architecture, whether functional or physical, is defined as the 
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total compilation of functional or physical design of a system along with their corresponding 

interactions. Functions that a CubeSat must perform are allocated to individual subsystems or 

components in an effort to ensure mission requirements are met. This is true in not only small 

satellites, but also in larger, more complex systems. Nevertheless, the strategy and its importance 

remains the same.  

The universal, modular architecture of a CubeSat almost guarantees that many examples 

are highly comparable, making reuse of research critically important to saving time and cost. Due 

to this, the University of Michigan with the help of CalTech put together a fairly complete 

functional and physical architecture for a developed CubeSat [45]. Figure 19 shows the method by 

which the University of Michigan project established the CubeSat’s architecture (both functional 

and physical).  

 

Figure 19: University of Michigan Functional Model Methodology [45] ©  IEEE 2012 
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Figure 19 shows how the CubeSat scenarios are used to define CubeSat functions and 

components, including the functions and components used to create interfaces between the various 

parts. Using this method, the University of Michigan developed a list of functions for each 

subsystem. These functions and their corresponding subsystems are shown in Table 2. 

Table 2: List of University of Michigan Subsystem Functions [45] © IEEE 2012 

 

Additionally, “time sequence diagrams” define the list of functions necessary to complete 

a system’s mission. A time sequence diagram is a figure that outlines a particular scenario where 

functions are being performed by physical components of a system (i.e. CubeSat subsystems) over 



57 

 

time, and how they interact with each other [46]. For this project, Microsoft Visio was used to 

create both the time sequence diagrams along with the full list of functions [47].  

Following the guidelines in the University of Michigan report, the method used to develop 

the functions for this CubeSat was to create various system scenarios to define functions. For 

example, defining the common scenario of downlinking data from the spacecraft could yield a 

comprehensive list of necessary functions. Then, subsystem developers were consulted to ensure 

the correct terminology and list of functions. The final step was to compile all the functions defined 

into a comprehensive list. 

Hardware 

The hardware to be used for the C&DH subsystem must include both a processor that is 

capable of performing the command throughput required by the mission operations, and sufficient 

memory for the storage of data before it is either operated upon or relayed to Earth, and 

subsequently deleted. These components are described in Section 2.1.2. Additionally, one must 

take into consideration the different types of data interfaces used by the various spacecraft systems 

and sensors. If a sensor requires a certain type of interface to communicate with the OBC or other 

subsystems, then the OBC must support that type of interface for the system to operate, or another 

sensor must be found. Examples of these types of data interfaces can be found in Section 2.1.3.  

The distribution of the various elements of a satellite’s data structure must also be 

considered when selecting hardware components. This arrangement, known as the architecture of 

the C&DH system, can exist in various forms [16]. For example, the OBC can reside centrally 

with all other systems reporting to and only to it, in what is known as a Centralized Architecture, 

or the OBC could reside in a series configuration with all other sensors and subsystems where the 

same data is passed in turn to each of a satellite’s systems for operation. Many commercial off-
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the-shelf (COTS) OBC products available on the market employ a Bus Architecture, in which all 

elements of the C&DH system are accessible to each other through a central communications bus 

[16]. This setup is advantageous because it allows the use of other COTS products for use in other 

subsystems, which likely were developed with similar interfaces. Most often these OBCs were 

developed to support multiple variants of data interfaces, so that they can communicate with 

whichever other subsystems they need to. The Bus architecture is also useful because large changes 

in hardware or software are not required when adding a new element to the C&DH bus; as long as 

the new element uses the same data processing protocols, a relatively seamless integration can 

occur so that the OBC can have access to the new element and its capabilities like an existing ones. 

The hardware selected must be able to perform its required tasks. The hardware also must 

be tested analytically before it is implemented into the final configuration of all subsystems, to 

ensure its capabilities are adequate for the anticipated operational scenarios.  

3.1.3  Computing Profile Modeling 

In order to assure the proper operation of the C&DH subsystem in practice, a model of the 

spacecraft’s operations must be created. Such a model enables the simulation of each of the 

spacecraft’s subsystems, determining if the proper selections have been made for the system’s 

components. The C&DH subsystem can be modeled using software such as MATLAB numerical 

computing software to accurately simulate the spacecraft’s systems and their states. At a base level, 

one must know when each of the satellite’s subsystems and sensors will be on, which can be 

informed by various environmental and operational state based information. Depending on which 

state the spacecraft is in, some systems might be continuously operating, while other systems might 

be triggered on or off by situational events. This kind of model is naturally informed by one’s 

block diagrams of the spacecraft’s Operational States, which show the triggers, which cause certain 
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systems to turn on or off. A simple example of a system’s states is shown in Figure 20. In Figure 

20, the system is off until a certain event at t = 1000s turns it on, then another turns it off at t = 

4000s.  

 

Figure 20: System State Model 

 

Using this kind of a simulation along with other information, such as the amount of data a 

system will produce when it is on, one can model the operations of the spacecraft’s C&DH 

subsystem. For the C&DH subsystem, the main capacity concerns for the system are amount of 

computational operations it must perform, and the memory used for data storage. Knowing when 

systems are on, how much and how frequently they produce data, one can create a time dependent 

model of the critical capacities of the system, similar to the state model. Such simulation should 

be divided into separate analyses for volatile and non-volatile memory usage. Sensor data is an 

example of information which would be stored in volatile memory, as each sensor reading would 

replace the previously stored reading in its place. As such, while a sensor is on, it uses a constant 
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amount of volatile memory. Figure 21 shows the volatile memory used by a sensor which produces 

2 kB readings, with the state modeled in Figure 20.  

 

Figure 21: Volatile Memory Storage Model 

 

Otherwise, if the data produced by a system did not replace previously stored values, data 

would instead accumulate over time. Such information would likely be stored in non-volatile data 

for protection until the data could be downlinked or deleted otherwise. For example, if the system 

modeled in Figure 21 was to produce 1 byte of data every second it was on, and no data was deleted 

from the OBC’s memory, the simulation shown in Figure 22 would result, showing the spacecraft’s 

nonvolatile memory usage over time.  
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Figure 22: Non-Volatile Memory Storage Model 

 

 When all of the systems of a spacecraft are considered in this manner and the conditions 

for the deletion of stored data are added, a robust simulation of the memory used on board the 

spacecraft can be created. Since only a finite amount of storage is available on-board, if this value 

is surpassed at any point during the mission span, the C&DH system must be reassessed. 

  The definition of a spacecraft C&DH subsystem, like all others, is an iterative process. If 

the selected hardware is shown to be insufficient to handle the computational and data storage 

requirements, another piece of hardware must be sought out or compromises must be found among 

the developers of other subsystems. In this way, a robust and appropriately equipped C&DH 

subsystem can be developed to suit the satellite.  
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3.2  Power Subsystem 

3.2.1  Power System Evaluation 

  The first major step in the design of a power system is determining a set of requirements 

for the system to meet. As a first step, the power requirements for all of the components that have 

been selected for this mission were compiled and from that information, the typical amount of 

power consumed by the CubeSat during typical operation was estimated. Next, the power output 

of a chosen solar array configuration was calculated using Equation 3: 

𝑃𝑠𝑎 =  𝜂𝑐 𝐴 𝐺𝑠 𝑐𝑜𝑠(𝜃) (3) 

𝑃𝑠𝑎: Power generated by solar array [W] 

𝜂𝑐: Efficiency of solar cell 

𝐴: Area of solar cells [m2] 

𝐺𝑠 : Solar flux in low-earth orbit (1367 W/m2) 

𝜃: Angle of incidence between the surface normal of the solar array and the sun  

  

As stated before, the angle of incidence of sunlight should never exceed 5 degrees, so the 

cosine loss term was neglected. The team then performed a solar array output simulation in STK 

using a CubeSat model generated by the 2013 MQP team [1]. This calculation does not, however 

take into account inefficiencies in the system due to the temperature of the arrays and the electrical 

interfaces between the array and the power users. As such, the total power transferred to the 

CubeSat’s batteries will be less than this figure would suggest. 

The effects of the thermal environment on the power output of the solar panels must also 

be accounted for. Solar panel efficiencies are often reported for a temperature of 301 K, but the 

CubeSat will be subjected to a wide range of temperatures. Equation 4 describes the effect of the 

solar cell temperature on the cell’s efficiency. 
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 𝜂𝑐2 = 𝛽(𝑇1 −  𝑇2) +  𝜂𝑐1 (4)  

𝜂𝑐2: Efficiency of solar cell at temperature T2 

𝛽 : Temperature coefficient, dependent on cell material [K-1] 

𝑇1 : Reference temperature (typically 301 K) [K] 

𝑇2 : Temperature of interest [K] 

𝜂𝑐1: Efficiency of solar cell at reference temperature T1 

Using Equation 4, and data for the temperature of the solar arrays over time, a robust 

estimate of the power generated by the solar arrays can be created. 

Another major constraint on the power system that was identified was the total current load 

on the battery. The maximum current that can be supplied by a battery without risking damage to 

it is proportional to its total capacity and is listed within the battery documentation. When the final 

power profile is created, this maximum current must be taken into account. 

 

3.2.2  Power Component Selection 

 The 2012 MQP group identified a number of Clyde Space components as ideal selections 

for the mission including battery, EPS and PDM boards, and solar panels [4]. Many of these 

components were no longer available for purchase, but Clyde Space components were still 

prioritized to supply all of the power system components due to their extensive flight heritage [4]. 

  For this mission, the Clyde Space 25-02452 3UA EPS was chosen to serve as the main 

EPS board [23]. The selection of the main EPS board is of vital importance as the overall power 

system architecture will depend upon the specific component. For instance, in both the 2012 and 

2013 MQP mission studies, the task of conditioning and distributing power to the CubeSat was 

delegated to a specific PDM board (Clyde Space model number CN-SWT-0035-CS) [1,4]. 

However, on the newer Clyde Space EPS that was selected for this work, these capabilities are 

handled on the same board that manages the incoming solar panel power [23]. Once the EPS is 
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chosen, a battery board can be selected that meets all specific mission requirements and easily 

integrates with the EPS. Clyde Space offers CubeSat batteries in a wide range of capacities that 

are designed to interface with their EPS components. The final, important step in the selection of 

power system components is the selection of the solar array configuration. The solar arrays must 

provide adequate power to all of the CubeSat’s power users while also not interfering with the 

CubeSat’s primary instrument payload. Additionally, the array configuration must be compact 

enough to fit inside the P-POD deployer before deployment and must not adversely impact the 

thermal profile of the CubeSat. 

3.2.3  Power System Distribution 

Most CubeSat electrical boards are designed to be vertically integrated using the 104 pin 

PC-104 connector bus, which is comprised of two adjacent 52 pin connectors known as Header 1 

(H1) and Header 2 (H2) respectively. For example, to refer to a specific pin, the designation 

typically takes the form of H1:23 to denote pin 23 on Header 1 [48]. A diagram of the EPS, with 

labeled solar array (SA) connectors and the main headers is shown in Figure 23. 

 

Figure 23: Clyde Space 25-02452 3U EPS [23]. Copyright ©  2016 Clyde Space Ltd. 
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The PC-104 bus easily connects all electrical boards in a compact, vertical “circuit stack.” 

A possible circuit stack configuration for this mission would be, beginning from the top and 

stacked as follows: a VHF/UHF transceiver, the OBC board, the battery board, the EPS board, and 

optionally other boards if needed. 

Power generated by the solar panels is routed to three of the six total solar array (SA) 

connectors on the EPS. These SAs are paired into two channels, labeled A and B. Each of the three 

SA pairs is connected to their own individual battery charge regulator (BCR) located on the EPS 

board. These BCRs serve to control the voltage and current outputs of their connected solar arrays, 

using the maximum power point tracking (MPPT) algorithm, which attempts to maximize the solar 

array efficiency by maintaining each array at its individual maximum power point. Figure 24 

shows the wire connections between the solar arrays, the SA connectors, and their respective BCR. 

 

Figure 24: Example Solar Array Configuration SA1-3 [23] Copyright ©  2016 Clyde Space Ltd. 

 

The chosen EPS board contains two Buck BCRs and one SEPIC BCR [23]. The Buck 

BCRs allow the EPS to interface to strings of four to eight solar cells in series and can deliver up 
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to 90% of the array’s power. It is named for its utilization of a Buck power converter, which is a 

type of DC-DC power converter which steps down voltage from input to output. The SEPIC BCR 

on the other hand, allows the EPS to interface to arrays of two triple junction cells in series, while 

delivering up to 80% of the array’s power. Triple junction cells are specialized solar cells made 

from multiple materials in order to capture a larger range of the electromagnetic spectrum and thus 

produce more power per cell than single-junction cells [57]. 

These BCR’s charge the battery and have two distinct modes of operation: maximum 

power point tracking (MPPT) mode and end of charge (EoC) mode. MPPT is used when the battery 

voltage falls below a preset voltage and employs a constant current charge method, operating at 

the maximum power point for the connected solar panel. Once the battery voltage reaches the EoC 

voltage, EoC mode is enabled, which employs a constant voltage, tapering current to charge the 

battery until it is at full capacity. In EoC mode, the solar array operation point is moved away from 

the maximum power point and the BCR draws only the required power, leaving the excess 

dissipated in the arrays as heat. 

The BCRs also supply power to four power conditioning modules (PCMs) located on the 

EPS board. Three of these PCMs convert power into separate 3.3 Volt, 5 Volt, and 12 Volt power 

outputs with a deviation of ±1% peak to peak. The fourth PCM provides a direct voltage 

connection to the battery, supplying the current battery voltage (typically 7.6 Volts). All four of 

these outputs are routed to the main CubeSat bus as well as a series of power distribution modules 

(PDMs) also located on the main EPS board. An overview of the EPS, including the PCMs and 

PDMs is shown in Figure 25. 
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Figure 25: EPS Board Power Flow 

 

The PDMs provide additional power outputs to the main CubeSat bus and contain ten 

MOSFET switches, which can be individually commanded on and off to control the power state 

of individual components. Of these ten switches, switches 1-2 output at a maximum voltage of 12 

Volts, switches 3-4 at a maximum of 8.3 Volts, since they connect directly to the battery, switches 

5-7 at a maximum of 5 Volts, and switches 8-10 at a maximum of 3.3 Volts. Each switch can also 

support a maximum current of 1 Amperes before it triggers its PDM’s latching current limiter 

(LCL), which provides overcurrent protection to the PDM by switching it off after a certain interval 

of excessive current draw. A full list of the pin locations of each PCM and PDM are located in 

Appendix E. In addition, the power return for each switch must go to the ground pins H2:29, 

H2:30, or H2:32 on the CubeSat bus. These ground pins shall also carry current. 

The boards that populate the circuit stack, including the OBC, receive power through the 

direct PCM connections on the CubeSat bus header and are not powered on through a PDM switch. 

Once the pull pin is removed and the deployment switches are no longer actuated, the boards in 

the stack receive uninterrupted power. 
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3.2.4  Telemetry Communication 

Each solar array includes an integrated temperature and sun sensor. Information from the 

sensors along with the voltage and current from each solar panel as measured by the BCRs is 

relayed to the EPS, which can be queried by the OBC to report such information. The OBC can 

also query the EPS for other telemetry data such as the output current and voltage of each 

individual PDM switch, PCM, and BCR [23].  

  Additionally, the OBC can command each individual PDM on and off. Each PDM can be 

commanded on indefinitely or for a specified length of time after which it will automatically switch 

off. The status of each PDM can also be retrieved and the OBC may set an initial switch 

configuration, which will take effect upon power up of the CubeSat. 

  Control of the EPS by the OBC is done using an Inter-Integrated Circuit (I2C) network, 

which consists of a two-line system between multiple boards, using two pins on the CubeSat bus; 

a clock line and a data line. Each board in the stack contains an I2C node, which can communicate 

with the master I2C node on the OBC. More information about the I2C data interface can be found 

in Section 2.1.3. 

3.2.5  Power Profile Modeling 

 To insure that the power subsystem fulfills the CubeSat’s power requirements, a model of 

the spacecraft power subsystem was created. Such a simulation could be of a very similar form to 

that used to model the C&DH subsystem, with a few major differences. In such a simulation, the 

most important figures to model as a function of time would be the total charge of the battery, the 

total power draw of the entire CubeSat, solar array power production, and the total current draw. 

After hardware is selected, this simulation will be used to evaluate if that hardware meets the 

mission requirements and to establish a feasible operational sequence for the mission. Should the 
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selected hardware prove insufficient to meet the simulation requirements, either the simulation 

requirements will be changed to meet the capabilities of the selected hardware or new hardware 

will be selected. 

 

3.3  Telecommunications Subsystem 

3.3.1 Ground Station Network Analysis 

The main objective for the telecommunications subsystem, is to have clearly defined 

ground station access time on a regular basis and the corresponding data budget profiles. The 

primary method in mapping the CubeSat’s ground station network along with its corresponding 

data budgets were calculated using Systems Tool Kit or STK. STK is a software simulation tool 

that allows for detailed definition of satellite properties, ground station properties, and their 

interaction [49]. Most notably, STK provided the amount of time the CubeSat was available for 

data transfer with a ground station after all losses were taken into account. The following sections 

detail how STK can be used in this way. 

As part of the STK analysis, several assumptions were made about the Ground Station 

Network accessible to the CubeSat. The major assumption was that the CubeSat could tap into the 

GENSO Ground Stations around the world. The most previous MQP completed in 2013 performed 

studies to choose five stations that would provide suitable coverage [1]. These stations consist of 

Cal Poly, University of Texas, WPI, Delft University, and Warsaw Institute of Technology. These 

ground stations were included in the STK simulation along with the CubeSat to calculate when 

and for how long the CubeSat could access each in a typical orbit. The orbital parameters from the 

2013 MQP are slightly different from the current work [1]. The orbital parameters for this study 

were as follows: a 24-hour period, inclination of 98.44o, a circular orbit with an altitude of 700 
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km, and a right ascension of the ascending node (RAAN) of 142.252o were used to create a satellite 

in the program [1]. A ground track from this particular STK scenario is shown in Figure 26. 

 

Figure 26: STK Ground Station Ground Track 

 

To verify the 2013 MQP’s baselined ground station network, research was conducted by 

the CubeSat team into the operational ability of GENSO [1]. The 2013 MQP planned to use the 

GENSO ground stations to communicate to and from the CubeSat, as described in Section 2.3 [1]. 

However, online research along with correspondence with professors at the California Polytechnic 

State University, it was determined that the GENSO network was no longer operational and 

different stations needed to be chosen as the ground stations for the present study. 

The new set of chosen ground stations consist of two stations: University of California - 

Los Angeles in Los Angeles, CA and Warsaw Institute of Technology in Warsaw, Poland. These 

locations were considered to be available for usage of the team’s CubeSat. Secondarily, it was 

determined that an addition of a mobile ground station (MGS) at WPI in Worcester, MA would be 

feasible and very valuable.  
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Mobile Ground Station (MGS) 

A mobile ground station (MGS) is a station that is small enough to be deployed with 

relative ease while incurring a small cost to build. At its most fundamental level, a mobile ground 

station needs communications devices (transceiver and antenna), a computer with CubeSat auto-

tracking software, a physical base to support and house these components, and the various wires 

and connectors that connect the pieces together. 

Two objectives for this project with respect to the MGS were to first, identify a design that 

was could be realized and second, obtain enough information so that an accurate cost estimation 

could be made. A mobile ground station built at the University of Hawaii at Manoa was identified 

that became a model for this project’s MGS design [50]. A picture of the completed ground station 

at the University of Hawaii can be seen in Figure 27. 

 

Figure 27: Built University of Hawai’i at Manoa Mobile Ground Station [50] 
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The design of the structure is relatively simple. A wooden base was designed to house the 

antenna via a telescoping piece, extending the antenna into the air. An azimuth and elevation rotor 

were attached to the antenna to allow for movement in any direction, to track the satellite’s position 

and be in position for incoming/outgoing communications. This physical hardware was then 

attached to a laptop with satellite tracking software that auto-tracks the satellite’s position. 

The most complete research paper found that had a detailed MGS design and costing information 

described the MGS built at the University of Hawaii (Manoa) in 2007 [50]. This study was 

therefore used to cost the MGS option for this project. Since the study is approximately ten years 

old, some of the components have been discontinued, in this case, comparable but newer 

technologies were used. The complete description of the proposed MGS, including a component 

and price list, is provided in Section 4.3. 

Once the available set of Ground Stations were established, calculations of the daily access 

time and data budgets for the CubeSat could be conducted. 

Ground Stations - Access Time 

Access time from the CubeSat to the trio of ground stations was calculated using STK. A 

detailed explanation on how access time is calculated in STK is provided in Section 3.3.3. Access 

time is defined as time available for the CubeSat to downlink data, constrained by the limits of 

both the CubeSat’s communication system and the target ground station. 

3.3.2 Second Mobile Ground Station Case Study 

Purpose and Criteria 

Due to amount of payload data created and the lack of access time (thus available data 

downlink), a case study to determine the best location for a second mobile ground station was 

conducted. 
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The criteria used to select the second mobile ground station’s location were that 1) the 

location had to be a WPI Global Project Programs location so that the location has an affiliation 

with WPI along with students yearly attending the sites, 2) the ground station collects data outside 

of the baseline data collection zones so that the total quantity of data that can be downloaded 

increases, and 3) that the location is a recurring project center so that WPI students frequent the 

location multiple times a year. Based on these criteria, Asunción, Paraguay, Bangkok, Thailand, 

Cape Town, South Africa, and Melbourne, Australia were selected as potential sites for the case 

study. 

Station Selection 

The four stations were entered into an STK simulation to analyze the added data and access 

time for the WPI CubeSat. Figure 28 shows a world map generated in STK showing the four 

candidate stations. 

 

Figure 28: Second MGS Case Study STK Scenario 
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3.3.3 STK Analysis 

Scenario Definition  

A scenario in STK is the single file that houses all of the satellite, ground station, and 

hardware information needed to fully define the system. 

To define the scenario, the CubeSat’s orbital parameters are entered into the CubeSat’s 

definition along with the ground stations that are defined as Facilities in the software. The 

longitude, latitude, and altitude of the ground stations were inputted to create each of the Facilities. 

The hardware associated with both the ground stations and the satellite are also defined, identified 

by the name of the corresponding objects such as Receiver, Transmitter, and Antenna. The 

assumed specifications for each piece of hardware are listed in Table 3. These assumptions allowed 

calculation of access time and data budget information for the assumed, baseline case. 

Limits and Constraints 

The satellite’s orbital parameters are described as followed: an inclination of 98.44°, an 

altitude of 600 km, and RAAN of 142.252°. 

The satellite is assumed to have a transmitter operating in the UHF band with the 

characteristics found in Table 3 [32]. 

Table 3: Transmitter Attributes 

Frequency 435.5  MHz 

Power 0 dBW (1 Watt) 

Data Rate 9.6 Kb/s 

Modulation BPSK  

Pointing Loss -1 dB 
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The CubeSat also has an assumed antenna that is designed for the UHF band with the 

characteristics outlined in Table 4 [35]. 

Table 4: Antenna Attributes 

Length .55 m 

Length/Wave Length .799  

Efficiency .55  

Refraction Model ITU-R P.834-4  

Range Limit 3000 km 

 

For every one of the ground stations, the hardware incorporated a medium complexity 

receiver model with the characteristics described in Table 5 [1]. The medium complexity of the 

model just defined the amount of attributes that can be assigned to the hardware. 

Table 5: Ground Station Attributes 

Gain 32.8 dB 

Line loss 4 dB 

LNA (Low noise amplifier) 1.2 dB 

Refraction Model ITU-R P.834-4  

Min Elevation angle 5 degrees 

Doppler Shift +/-25 KHz 

 

This information can be used to model the various pieces of communications hardware for 

the CubeSat system in STK to construct the uplink and downlink profiles, along with the link 

budget. 
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Link Budget 

An important concept in satellite communications is the link budget. The link budget fully 

defines all of the gains and losses experienced by a signal travelling from a transmitter to a receiver 

[51]. The link budget is given by Equation 5. 

𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 𝑃𝑜𝑤𝑒𝑟(𝑑𝐵) =  𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑃𝑜𝑤𝑒𝑟(𝑑𝐵) +  𝐺𝑎𝑖𝑛𝑠(𝑑𝐵) −  𝐿𝑜𝑠𝑠𝑒𝑠(𝑑𝐵) (5) 

Using this equation, it is possible to calculate the dB margin, or the amount of allowable 

data loss. 

STK has the ability to calculate the link budget with its related parameters such as effective 

isotropically radiated power (EIRP), received isotropic power (RIP) and bit error rate (BER). If all 

of the hardware limits and constraints are incorporated into the STK model, a scenario analysis 

can be generated to gather the signal information. Figure 29 displays the Link Budget report’s 

information over a representative time period with a sample ground station. 

 

Figure 29: Sample Link Budget Report 

 

The columns in this report are the Time in which the signal was received, the EIRP in dB, 

the Received Frequency in Hz, the Received Power in W, the Flux Density of the signal in dB/m^2, 

a pre-defined value of g/T (the antenna’s gain-to-noise temperature) in dB/K, the original carrier 

to noise ratio, C/N0 in dB, the Bandwidth measured in Hz, the final carrier to noise ratio C/N 
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measured in dB, the energy per bit to noise power spectral density ratio, Eb/N0, measured in dB, 

and finally the pre-defined bit error rate (BER). Understanding the link budget for each access 

period is imperative while analyzing the amount of data being sent by the CubeSat because the 

smaller the amount of link budget margin, the smaller the amount of data that can be transferred 

during access times. 

Access Time 

To calculate the Access Time of a CubeSat in relation to the Ground Stations for a particular 

scenario, a scenario analysis must be executed in STK. The Access report describes the exact Start 

Time and Stop Time in which the access occurred, the duration of the access, and the names of the 

two objects that experienced the access (i.e. Cubesat-to-Receiver2). A screenshot of sample access 

time results from the report can be seen in Figure 30. 

For the Access Time report, the previously described orbital elements, objects, and their 

corresponding specific attributes were entered into the scenario definition. First, the Ground 

Stations are defined as Facilities with their exact Latitude, Longitude, and altitude. Second, a 

Receiver and Transmitter are assigned to each facility with their assumed hardware’s information 

described earlier in Section 3.3.3. Next, the CubeSat’s Antenna and Transmitter need to be defined 

using the characteristics of the hardware described earlier in this section. Once all of these 

parameters are entered, the user can select the objects to run the Access Time report. This reports 

out information about the access of the CubeSat to each selected ground station. In this same report, 

the link budget for each access time can also be determined. 

 



78 

 

 

Figure 30: STK Access Time Report 

 

Daily Data Transfer 

Even more important than calculating the access time is quantifying the amount of data 

that can be transferred between ground stations and the spacecraft during its mission span. From 

calculations presented in the 2013 MQP report [1], the average data rate from the spacecraft to the 

ground assumed for the STK analysis was 1101 byte/s. Using the access time calculated earlier 

and multiplying it by the data rate, the downlink and uplink budgets can be determined. Depending 

on the time of year and orientation of the satellite’s orbit in relation to the ground stations, the 
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overall uplink and downlink budgets can vary. A graph of a sample annual downlink and uplink 

access time can be seen in Figure 31. 

 

Figure 31: Access Time vs. Time of Year. 

 

 Due to CubeSat’s precessing orbit, the CubeSat will have a variable amount of time over 

each ground station and in turn, the amount of data transferred will vary throughout the year. This 

information is incredibly valuable so the mission operators know exactly how much data can be 

sent to and from the CubeSat throughout the year. 

 

3.4  Thermal Controls Subsystem 

3.4.1  STK Analysis 

Systems Tool Kit (STK) was used to model the orbit of the CubeSat to gather thermal 

characteristics of CubeSat for some representative orbits. In the following discussion, specific 
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terms used for parameters in STK are italicized. The CubeSat was modeled in STK as a Satellite 

using orbital parameters given in Table 6. 

Table 6: Orbital Parameters of CubeSat [7] 

Start Date 0:00:00 January 1, 2019 

Altitude 600 km 

Inclination 98.44° 

RAAN 142.252° 

Argument of Perigee 0° 

  

 The attitude of the CubeSat was assumed to be in Sun Alignment with Nadir Constraint, 

which aligns the CubeSat body x-axis with the spacecraft-sun vector and rotates the body 

coordinate system so that the nadir vector always has no component in the y-axis and positive 

component in the z-axis of the CubeSat body coordinates. Because the attitude determination and 

control subsystem does not specify the orientation of CubeSat body y-axis and z-axis, this attitude 

was chosen because it meets the mission requirement that the x-axis must be pointed towards the 

Sun and simplifies the COMSOL simulation performed, which is described in section 3.4.3 [9]. 

Figures 32 shows the orientation of CubeSat body coordinate system, and Figure 33 display the 

Sun Alignment with Nadir Constraint orientation of the CubeSat. 
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Figure 32: CubeSat Body Coordinate System Using the RHR [1] Copyright ©  2013 WPI 

 

 

Figure 33: Illustration of Sun Alignment with Nadir Constraint Orientation 

 

STK was primarily used to determine when and for how long the CubeSat is expected to 

be exposed to the Sun and to extract the coordinates of the nadir vector of CubeSat with respect to 

the CubeSat body coordinate system. From STK, three built-in reports were generated as Comma 
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Separated Values files (.csv) using Microsoft Excel for five representative orbits from the 

beginning of the mission: Solar Intensity report, Beta Angle report, and Nadir Vector report.  

The Solar Intensity report consists of the time since the beginning of mission in seconds 

and the intensity of sunlight the CubeSat experiences as a percentage of full illumination. An 

intensity of 0% indicates that CubeSat is shaded from the Sun, and conversely an intensity of 100% 

indicates that CubeSat is fully illuminated by the Sun. Intensities between 0% and 100% indicate 

that CubeSat is in penumbra phase. Solar Intensity is used to calculate the amount of heat flux 

experienced by CubeSat throughout its orbit in COMSOL simulation described in section 3.4.3. 

The Beta Angle report consists of the time since the beginning of mission in seconds and 

the value of beta angle, which is the angle between the spacecraft orbital plane and spacecraft-sun 

vector. Beta angle was used to calculate the value of view factor used in equation 1 from Section 

2.4.1 to calculate albedo. 

The Nadir Vector report consists of the time since the beginning of mission in seconds and 

x, y, and z components of unit nadir vector with respect to the CubeSat body coordinate system. 

The report was used to determine the CubeSat surfaces that experiences both Earth’s blackbody 

radiation and albedo in COMSOL simulation in Section 3.4.3. 

3.4.2  CubeSat CAD Model 

External Model 

As part of the team’s thermal analysis, it was necessary to construct a simplified model of 

the CubeSat that could be used with in COMSOL. The vendors of the components of the spacecraft 

provided CAD models of their parts, which could be used to create a preliminary model of the 

complete system. However, the level of detail in these models is unnecessary for conducting the 
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thermal analysis as the amount of unknowns, such as power consumption by individual 

components within a circuit board, mean that such a level of precision would be meaningless. In 

addition, the large amount of detail in the vendor provided models would create complex 

geometry, which COMSOL could not properly mesh to solve its heat transfer equations. Highly 

detailed circuit boards, hinges, and other components needed to be simplified to the minimum level 

of detail relevant to thermal analysis. Mass, general surface area, and conduction paths between 

parts of the CubeSat were of particular importance when simplifying the model, as these are 

important variables in the heat transfer equations as described in Section 3.4.4. Another driving 

factor behind simplifying the model is that of computation time when the model is imported into 

COMSOL and analyzed. 

  While using COMSOL to evaluate heat transfer in the spacecraft the user must define 

which surfaces experience different forms of heat transfer. In order to get accurate results, all 

surfaces of the spacecraft must be defined in COMSOL as both radiating energy based on their 

temperature and receiving radiated energy from other faces of the spacecraft. As the number of 

surfaces in the spacecraft increases, the number of computations COMSOL must perform increases 

dramatically, causing the time it takes for the program to complete its simulation to accordingly 

increase. Previous MQPs had also encountered the problem of requiring simplification, and had 

created a simplified model of the CubeSat themselves, however there were several problems with 

that model [1]. Firstly, the hinges on the 2013 simplified model, as seen in Figure 34, did not 

accurately capture what the actual hinges were shaped like. Due to the complexity of the accurate 

hinges and their importance in conducting heat between the solar panels and the CubeSat body, 

integrating and simplifying the correct hinges was of utmost priority. 
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Figure 34: 2013 MQP CubeSat Solar Panel Hinge [1] Copyright ©  2013 WPI 

  

 

Figure 35: Clyde Space Hinge for Mounting Solar Panels to CubeSat Body [7]  

Copyright ©  2016 Clyde Space Ltd. 

 

Once the simplified hinges were included in the model, the next step in the simulation 

process was to examine the high fidelity model of the actual part thoroughly, and proceeding to 

remove all parts that were not useful to the analysis. The team defined these non-essential parts as 

components, which had small surface area and/or small mass, generally meaning they could neither 

absorb from nor emit large amounts of energy to their surrounding parts. Some parts, despite 

meeting necessary requirements, were too complicated in form to be easily used in COMSOL. 

These parts had to be recreated using simpler geometry and substituted into the model. Screw holes 

were simplified to be purely cylindrical instead of being countersunk and threaded. 
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While simplifying the hinges, springs were removed due to their many curves and small 

amount of mass, making them both difficult to use in COMSOL and not very thermally relevant. 

Most of the washers and spacers were removed and the central rod thickened to compensate for 

lost mass and to maintain contact with the mounting components of the hinge. By removing these 

surfaces the simulation was simplified to a level manageable by COMSOL. Figure 36 displays the 

simplified solar panel hinge model. 

 

Figure 36: Simplified Hinge for Mounting CubeSat to Body 

 

The CubeSat solar panels were simplified as well. Again, it was necessary to remove a 

number of holes to reduce the number of surfaces for COMSOL to process, and merging the two 

layers of the actual solar panel (i.e. the substrate and the cells) into one layer for simplicity. Figure 

37 displays the simplified solar panel model. 

 

Figure 37: MQP Simplified Solar Panel and Cells 
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The frame of the CubeSat was based on the Pumpkin MISC 3 3U 715-00553 and few 

changes were needed to simplify it, owing to its simple sheet metal design [7]. A number of screw 

holes were removed and the model was integrated into the CubeSat assembly. The final product 

of the external structure simplification can be seen in Figure 38. 

 

Figure 38: MQP Simplified External Structure 

 

Internal Model 

The thermal model created by the 2013 MQP Team provided a good starting point for the 

external structure of the CubeSat, but had no internal components [1]. The model created by the 

2014 MQP included some modeling of the internal heat sources of the CubeSat that served as the 

starting point for this portion of the project [56]. For this project, mounting pegs were added to 

connect the vertical computer board stack mount to the frame, and expanded the model to include 

all five layers of the circuit stack. 
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Figure 39: Simplified Circuit Stack with Heat Dissipating Components 

 

  The largest change the team made to the internal structure was to add multiple heat sources 

on the circuit boards to represent the electronic components that dissipate heat. The team worked 

with the power subsystem team to get a list of the primary power users, and accordingly the 

primary heat producers. From there, a test arrangement of component placements was created in 

order to produce simple heat sources in the approximate correct locations for more accurate 

thermal analysis.  

  A further refinement to the thermal modeling of a CubeSat was the merging of its internal 

and external components. This allows for a vastly more accurate idea of the temperatures seen by 

the components the thermal control subsystem seeks to protect. 

3.4.3  COMSOL Multiphysics 

COMSOL was chosen again to complete the project this year to be consistent with and 

build upon the works done by the 2013 and 2014 MQP groups [1, 56]. For this project, Heat 

Transfer in Solids with Surface to Surface Radiation interface under Heat Transfer module was 
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selected. This interface contains the same physics as Heat Transfer in Solids, but it allows users to 

include the physics defined in Surface to Surface Radiation interface, which involves physics 

regarding radiant heat transfer among surfaces. All equations that govern the physics within the 

interface can be found in Heat Transfer Module User’s Guide [43]. 

Global Definitions 

In COMSOL, multiple constants that are used throughout the simulation, including those 

described in Section 2.4.1, were defined as global parameters, which allows the user to access the 

values easily by their corresponding variable name. Table 7 illustrates the parameters defined as 

global parameters. 

Table 7: Defined Global Parameters 

Parameter Variable Name Value [Units] 

Solar constant S 1367 [W/m2] 

Earth IR flux at 600 km orbit B 193 [W/m2] 

Albedo constant A 0.35 

View factor F 0.6 

Temperature of deep space Tspace 2.7 [K] 

Component waste heat factor N 0.1 

 

Earth IR Flux at 600 km orbit, in units of 
𝑊

𝑚2, was determined using the inverse square law 

𝐵 = 231
𝑅𝑒

2

(𝑅𝑒 + ℎ)2
(6) 

where 𝑅𝑒 is the radius of the Earth and h is the altitude of the spacecraft, in units of km. 
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 The view factor, a portion of the Earth in the CubeSat’s field of view, was determined using 

a graph as illustrated in Figure 40. 

 

Figure 40: View Factor as a Function of β and Altitude [52] 

 

where β is the beta angle, which was extracted from STK analysis and has a value of 32⁰, and h is 

the altitude of the spacecraft. 

Before importing the Solar Intensity report and Nadir Vector report, they were modified 

for ease of use in COMSOL. For the Solar Intensity report, the intensity values, expressed as a 

percentage, were divided by 100 to normalize the intensity value to range from 0 to 1. For the 

Nadir Vector report, the report was divided into three separate .csv files to have the first file consist 

of only the positive x-component of the nadir vector, the second file consist of only the negative 

x-component of the nadir vector, and the third file consist of only the z-component of the nadir 

vector. The files were named posx, negx, and z, respectively. The separation of the Nadir Vector 
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file was necessary in order to use the values defining a boundary condition which is described in 

the Boundary Condition sub-section. Then the Solar Intensity report, posx file, negx file, z file, 

and Access Time report, described in Section 3.3.3, were imported as Interpolation functions, 

which is one of the built-in COMSOL functions that is defined by an imported file containing the 

values of the function in discrete points [76]. So, each file was imported as a function of time with 

discrete values, such as solar intensity, at each time value. When the Interpolation function is 

called within COMSOL, it returns the discrete value corresponding to specific time. If the value 

at that specific time is not defined in the imported file, the value is calculated using linear 

interpolation based on the values that are given in the imported file. For each Interpolation 

function, a function name and the position in file must be defined. A function name is the name 

the user can use to access the values, and the position in file is the column number that contains 

the discrete values after the spatial coordinates, such as time [76]. Table 8 shows the variable name 

and the position in for the imported files. 

Table 8: Variable Name and Position in File for Each Report 

File Name Description Variable Position in File 

Solar Intensity Solar intensity SI 1 

posx Positive x-component of Nadir Vector posx 1 

negx Negative x-component of Nadir Vector negx 1 

z  z-component of Nadir Vector z 1 

Access Time Data Transmission time AT 1 

 

Geometry  

By default, an add-on called LiveLinkTM for Solidworks, which allows the users to easily 
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import any CAD models created in SolidWorks to COMSOL, is provided within COMSOL. To 

prevent any issues regarding different software versions, the finalized CubeSat CAD model was 

saved as a parasolid format (.x_t) before importing. Figure 41 illustrates the front view of the 

CubeSat, and Figure 42 illustrates the rear view of the CubeSat in COMSOL GUI. 

 

Figure 41: Front View of CubeSat in COMSOL 

 

 

Figure 42: Rear View of CubeSat in COMSOL 

 



92 

 

To finalize the geometry in COMSOL, the Form Assembly option was chosen due to 

increased complexity in CAD geometry rather than Form Union, which is the option 2013 MQP 

groups have used [1]. In Form Union, two connected boundaries from different domains are 

considered united, and COMSOL recreates a single shared boundary for both domains. On the 

other hand in Form Assembly, two connected boundaries from different domains are considered 

separate, and COMSOL does not recognize that the boundaries are connected. To define the 

contact between the boundaries, Identity Pair definition must be created for corresponding 

boundaries. Within Form Assembly, COMSOL can automatically generate Identity Pair 

definitions under global definitions for the boundaries in contact with other boundaries, but due to 

complex geometry of the imported CubeSat CAD model, Identity Pair definitions were created 

manually.  

Materials 

COMSOL has its own built-in material library with material properties predefined. 

Materials from the built-in library that best represent each component of the CubeSat were chosen 

and applied correspondingly. Table 9 lists the materials chosen from the library for each 

component. 

Table 9: Materials Chosen for CubeSat Thermal Model 

Component Material 

External Frame Al 5052-H32 [Ref. 298K]1 

Stack Mount and Standoffs Al 5052-H32 [Ref. 298K]1 

Printed Circuit Boards FR4  

Solar Panel Hinges Al 5052-H32 [Ref. 298K]1 

Solar Panels Al 5052-H32 [Ref. 298K]1 
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Solar Cells GaAs [solid, <100> axis]2 

Magnetorquers Copper 

 1     Material Properties are referenced at 298 K (room temperature) 

 2     Refers to the piezoelectric effect [79] 

 

 The material library does not always have all the values of properties required to compute 

the solutions; some values of some properties needs to be manually specified by the user. Table 

10 illustrates material properties that were manually defined. 

Table 10: Manually Defined Material Properties 

Material Heat 

Capacity 

(J/kg-K) 

Thermal 

Conductivity 

(W/m-K) 

Density 

(g/cm3) 

Surface 

Emissivity 

Surface 

Absorptivity 

Aluminum 5052-H32 900[53] 138[54] 2.68[54] 0.115[55] 0.23[55] 

FR4 - - - 0.9[56] 0.49[55] 

GaAs - - - 0.85[57] 0.92[57] 

 

Boundary Conditions 

A Heat Flux boundary condition was used to model the external radiation from the 

environment. As described in Section 2.4.1, there are three sources of radiation that incident upon 

the exterior surfaces of the CubeSat: radiation from the Sun, Earth’s blackbody radiation, and 

albedo. All three sources were modeled as Heat Flux with general inward heat flux option, which 

adds q0, a user defined heat flux, to the total flux across the selected boundaries [77].  
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For the radiation from the Sun,  

q0 = 𝛼 𝑆 𝑆𝐼(t) (7)  

where 𝑆𝐼(t) is the solar intensity as a function of time, α is the solar absorptivity of the material, 

and S is the solar constant. An assumption that the attitude control system of the CubeSat works 

perfectly was made, which makes the positive x-axis of CubeSat body axis to point towards the 

Sun at all times. Therefore, Heat flux boundary condition was only applied to the sun-facing 

surfaces normal to the x-axis. 

For the Earth’s blackbody radiation and albedo, multiple sets of boundary conditions were 

defined to corresponding faces of the CubeSat that absorbed the radiation. The Nadir Vector report 

generated from STK was used to determine the surfaces at which the Earth emitted radiation is 

absorbed. The positive x-component of the nadir vector indicates that the front surfaces (i.e. the 

Sun-facing surfaces normal to the x-axis) absorbs Earth emitted radiation. The negative x-

component of nadir vector indicates that the rear surfaces (i.e. anti-Sun-facing surfaces normal to 

the x-axis) absorbs Earth emitted radiation. The positive z-component of nadir vector indicates 

that the bottom surfaces (i.e. Earth-facing surfaces normal to the z-axis) absorbs Earth emitted 

radiation. Heat Flux boundary condition was applied to different surfaces using general inward 

heat flux option with 𝑞0 defined as listed in Table 11. Because of the assumed attitude of the 

CubeSat in STK, the z-component of nadir vector cannot be a negative value. Hence, Heat Flux 

boundary condition excludes the top surfaces and was only created and applied to the bottom 

surfaces of the spacecraft. 
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Table 11: Defined 𝑞0 for Each Surface 

 Earth IR Albedo 

Front Surfaces 𝑞0 = 𝐵 𝜀 𝑝𝑜𝑠𝑥(𝑡) 𝑞0 = 𝑆 𝐴 𝐹 𝛼 𝑝𝑜𝑠𝑥(𝑡) 𝑆𝐼(𝑡) 

Rear Surfaces 𝑞0 = 𝐵 𝜀 𝑛𝑒𝑔𝑥(𝑡) 𝑞0 = 𝑆 𝐴 𝐹 𝛼 𝑛𝑒𝑔𝑥(𝑡) 𝑆𝐼(𝑡) 

Bottom Surfaces 𝑞0 = 𝐵 𝜀 𝑧(𝑡) 𝑞0 = 𝑆 𝐴 𝐹 𝛼 𝑧(𝑡) 𝑆𝐼(𝑡) 

 

To model the heat dissipated by the internal components, a Heat Source boundary 

condition was used with Overall heat transfer rate setting, which defines volumetric heat 

dissipated Q, with units of 
𝑊

𝑚3, as 

𝑄 =  
𝑃𝑡𝑜𝑡

𝑉
(8) 

where 𝑃𝑡𝑜𝑡 is the total amount of power dissipated by the component, and V is the volume of the 

component. Due to time constraint and the level of sophistication of the project, not all electrical 

components were included in the simulation. Table 12 provides the component, the peak power, 

and the quiescent power each component draws. 

Table 12: Power Usage of Selected Components 

Component Peak Power (W) Quiescent Power (W) 

OBC 1 0.165 

GPS 0.8 - 

Magnetorquers (3) 0.825 0 
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Gyroscope (3) 0.04 0.03 

Magnetometer 0.00033 0 

Transceiver (Transmitter) 4.32 0 

Sphinx-NG 8 1 

EPS 0.2 0.2 

Battery (Heater) 0.6 0.1 

 

Due to the time constraint of the project, a very rough assumption that the components 

have 90% efficiency and 10% of the drawn power is dissipated as waste heat was made. In theory, 

this is not completely accurate because each component has its own defined value of efficiency, 

and every electrical component within the boards dissipates a different amount of heat. For the 

purpose of this project, the amount of heat dissipated by each component is characterized as  

𝑃𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 = 𝑁𝑃𝑢𝑠𝑒𝑑 (9) 

Since the amount of exact power drawn by components was not available at the time when 

the team conducted the simulation, rough assumptions of power consumption were made 

For the Sphinx-NG, GPS, magnetorquers, gyroscope, magnetometer, and fine sun sensor, 

each component was assumed to consume maximum power during full solar illumination and 

quiescent power during the umbra phase. Therefore, each component has 𝑃𝑡𝑜𝑡 defined as shown in 

Table 13 where N is defined as a waste heat factor. 
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Table 13: 𝑃𝑡𝑜𝑡 of Components 

Component 𝑃𝑡𝑜𝑡 (W) 

Sphinx-NG 𝑁[(8 − 1)𝑆𝐼(𝑡) + 1] 

Magnetorquers (3) 2.475𝑁𝑆𝐼(𝑡) 

Gyroscope (3) 3{𝑁[(0.04 − 0.03)𝑆𝐼(𝑡)] + 0.03} 

Magnetometer 0.00033𝑁𝑆𝐼(𝑡) 

  

 For the OBC, GPS, and EPS each component was assumed always active and consume 

maximum power at all times. Table 14 provides 𝑃𝑡𝑜𝑡 for OBC and EPS. 

Table 14: 𝑃𝑡𝑜𝑡 of OBC and EPS 

Component 𝑃𝑡𝑜𝑡 (W) 

OBC 𝑁 

EPS 0.2𝑁 

GPS 0.8N 

 

For the heater integrated into the battery, the component was assumed to consume peak 

power when the heater is on and quiescent power when the heater is off. The heater turns on when 

the temperature of the battery drops below 0˚C and turns off when the temperature is above 5˚C 

[58]. To model the heater Events module was created to monitor the temperature of the battery and 

to turn on/off the heater accordingly. A variable called HeaterState was created to indicate the 

state of the heater; 0 indicates that the heater is off, and 1 indicates that the heater is on. Figure 43 
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describes the operation of the heater. 

 

Figure 43: Operation of the Heater [58] ©  2016 Clyde Space Ltd. 

 

Therefore, the 𝑃𝑡𝑜𝑡 dissipated by the battery heater is described as following: 

𝑃𝑡𝑜𝑡 = 𝑁[𝐻𝑒𝑎𝑡𝑒𝑟𝑆𝑡𝑎𝑡𝑒(0.6 − 0.1) + 0.1] (10) 

For the transceiver, it was assumed to use peak power during transmission and quiescent 

power while on standby. Therefore, 𝑃𝑡𝑜𝑡 dissipated by the transceiver is described as following: 

𝑃𝑡𝑜𝑡 = 4.32𝑁𝐴𝑇(𝑡) (11) 

A Diffuse Surface boundary condition was applied to simulate the surface-to-surface 

radiation inside of the CubeSat. In theory, the radiation emitted by the internal components, such 

as the circuit boards, magnetorquers, and Sphinx-NG, is absorbed by all of the surfaces inside of 

the CubeSat surrounding the components. While the boundary condition must be applied to all the 

surfaces inside the structure, simplifications had to be made because when COMSOL solves for 

the surface-to-surface radiation, it calculates the view factor, the amount of surface area visible by 

another surface area, of all finite elements of specified boundaries for all other individual finite 

element of specified boundaries. As a result, the computer may not be able to handle the calculation 
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due to memory shortage if too many boundaries are specified or if the mesh is too fine and contains 

too many finite elements. Therefore, the boundary condition was only applied to only the top 

surface of Sphinx-NG, top and bottom surfaces of all circuit boards, top and bottom faces of the 

vertical stack mount, and inside surfaces of CubeSat surrounding the components to reduce the 

simulation run time. Figure 44 displays the boundaries to which Diffuse Surface with surface-to-

surface setting was applied. 

 

Figure 44: Boundaries Selected for Surface-to-Surface Radiation 

 

Again, a Diffuse Surface boundary condition was applied to the outside surfaces of the 

CubeSat to simulate radiant heat transfer from the body into the cold space. In the boundary 

condition settings, surface-to-surface radiation was not included, and the ambient temperature was 

defined as 

𝑇𝑎𝑚𝑏 =  𝑇𝑠𝑝𝑎𝑐𝑒 (12) 

where 𝑇𝑠𝑝𝑎𝑐𝑒 is the temperature of the deep space defined under global definitions. 
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A Thermal Contact Pair boundary condition was used to define Identity Pairs that are in 

pressured contact due to mounted screws or bolts. Thermal Contact Pair defines specified Identity 

Pairs to be in thermal contact as a solid, which incorporates thermal contact conductance. A 

Thermal Contact Pair boundary condition was applied to surfaces between standoffs and circuit 

boards, surfaces between vertical stack mount and the frame, surfaces between hinges and external 

frame, and surfaces between hinges and aluminum panels. In the boundary condition, user input 

settings were defined as shown in Table 15. 

Table 15: Thermal Contact Pair Settings [5] 

Description Setting 

Constriction Conductance Cooper-Mikic-Yovanovich correlation[78] 

Gap Conductance (Hg) Hg = 0 [
𝑊

𝑚2𝐾
] 

Radiative Conductance Gray-diffuse parallel surfaces 

Surface Roughness (avg. height of asperities) Σasp = 1 [μm] 

Surface Roughness (avg. slope of asperities) Masp = 0.4 [
𝜇𝑚

𝜇𝑚
] 

Contact Pressure (P) P = 200 [kPa] 

Microhardness Hc = 3 [GPa] 

Friction Heat 𝑄𝑓𝑟𝑖𝑐 = 0 [
𝑊

𝑚2] 

 

A Continuity Pair boundary condition was used to define Identity Pairs to form continuity. 

Continuity Pair allows COMSOL to treat the defined Identity Pairs to be in union, much like the 

Form Union from the Geometry settings. For example, given two rectangles with one side of 

rectangles touching, Identity Pair can be defined for the boundaries on the touching side to 
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consider them as a pair and Continuity Pair can be defined for that Identity Pair to allow COMSOL 

to treat two rectangles as one geometry. The Continuity Pair condition was applied to remaining 

boundary pairs after Thermal Contact Pair boundary condition have been defined, such as 

boundary pair between the bolts and vertical stack mount, between the hinge and the pin, and 

between the payload Sphinx-NG and the frame. 

3.4.4  Iterative Thermal Analysis and Design 

Once both the external thermal environment and the internal components are characterized, 

multiple COMSOL simulations were conducted as an iterative process to meet the operational and 

survival temperature requirements of all components. Figure 45 illustrates the idea of iterative 

thermal analysis and design process taken in order to finalize the design of thermal control system. 

 

Figure 45: Iterative Process of Thermal Analysis and Design 

 

Starting from the initial result of the COMSOL simulation, the temperature of the each 

component was analyzed to make sure that it was within the specified temperature ranges. If the 

result indicated that the temperatures of some components exceed the specified limit, all possible 

passive thermal controls were applied first before considering and applying active thermal 

controls. For passive thermal controls, mainly surface finishes and radiators, specific value of 
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surface emissivity of the corresponding surfaces would be assumed in the finite element model. 

For active thermal controls, mainly heaters, louvers, or heat pipes, generation and integration of 

simplified model of corresponding system in the finite element model would be required. The 

process repeated until all components met the temperature requirements, and the corresponding 

design of the thermal control system was finalized.  
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4  Results 

4.1  Command & Data Handling Subsystem 

4.1.1  System Requirements 

After consulting the designers of various other subsystems regarding the operations which 

were required of the C&DH subsystem, information was tabulated. The full table of subsystem 

and sensor data processing needs can be found in Appendix C, and the table of command 

operations can be found in Appendix D. 

 Where information was unknown by the leaders of certain subsystems, Space Mission 

Analysis and Design, 3rd ed. was consulted to provide typical information regarding the sizing of 

a satellite C&DH subsystem [16]. The sensor and subsystem computing needs were input into a 

spreadsheet to estimate how much memory the supporting software for those functions might 

require. The methods described in Ref. 15 enabled the use of “similarity” in the generation of such 

estimates, using previously created C&DH subsystems as examples for how much this system 

could operate. An uncertainty factor of 2 was used to overestimate the size of the C&DH system’s 

needs, so that as software needs likely would grow throughout the development of the satellite, the 

C&DH system could still handle such growth. Ultimately, it was estimated that the computer 

would require 12.25 MIPS of throughput. Additionally, an estimate of 0.92 MB of storage 

necessary for software storage was needed in support of these functions. The spreadsheet used to 

perform the calculations can be found in Appendix E.  
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4.1.2  Hardware & Software Definition 

Software 

From the information collected regarding the spacecraft systems’ functionality, 

supplemented by requirements imposed by government agencies and the P-POD deployment 

device, and the specific scientific mission requirements assumed for this study, Operational State 

diagrams could be derived. Ultimately, five distinct Operational States of the CubeSat were found 

to exist independently of one another, as outlined in Figure 46. 

 

Figure 46: SphinX-NG Mission Operational States 

 

Throughout the course of the mission, the CubeSat will adhere to the sequence of 

operations described in Figure 46, and as previously stated in Section 3.1.2, should perform these 

operations out of sequence only in the event that an anomaly requires it to do so. Such a scenario 

could occur if while in Routine, an anomaly occurred such that the spacecraft began to spin at a 
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problematic rate, and accordingly the mission directors commanded it to revert to the Detumble 

state to correct the situation, proceeding through Initial Sun Acquisition on its route back to 

Routine. 

  Once this global understanding of the entire spacecraft’s operations was established, a more 

detailed study could be completed to define the particular details of precisely how each Operational 

State is achieved through the C&DH subsystem’s commands. A block diagram was produced to 

represent each of the six Operational State’s operational sequences. Firstly came the sequence to 

represent the P-POD Deployment Operational State, as shown in Figure 47. 

 

Figure 47: P-POD Deployment Operational State 

 

Following ejection from the Poly-Picosatellite Orbital Deployer (P-POD), the deployment 

switch described in Section 2.1.3 will be activated since it will no longer be held depressed by the 

P-POD. Following this activation, a timer will commence for 30 minutes before allowing the 
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spacecraft to begin subsequent operations. If the deployment switch were to be pressed back down 

during this time (potentially indicating that the CubeSat had been jarred in its deployer, causing 

the switch to briefly disengage and then reengage), the timer would be reset to insure that the 

CubeSat does not attempt to begin its operations while still inside the P-POD. Once the deployment 

switch has safely remained disengaged for 30 minutes, the C&DH subsystem will allow the 

CubeSat to progress in its operations. Next, the spacecraft will transition to the Detumble 

Operational State, which is outlined in Figure 48. During Detumble, the ADCS BDOT control 

algorithm is used to reduce the rotational motion of the spacecraft until it is at an acceptably low 

value [9]. To carry out this algorithm, the OBC gathers angular velocity information from the 

gyroscope and magnetic field information from the magnetometer, and instructs the EPS to adjust 

the current supplied to the magnetorquers following the results of the BDOT controller. Once the 

spacecraft is at a stable state (defined as when all angular velocity vector elements are less than 

0.1 rad/s), the solar panels and antennae are deployed, and the spacecraft is rechecked to eliminate 

any disturbances in angular motion which their deployment might have caused. Once this 

deployment has occurred and the spacecraft is in a controlled state, the OBC will allow the craft 

to proceed to the next state. This following Operational State, Initial Attitude Determination and 

Sun Acquisition, is outlined in Figure 49. 
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Figure 48: Detumble Operational State 
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Figure 49: Initial Attitude Determination and Sun Acquisition Operational State 
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During the Initial Attitude Determination and Sun Acquisition state, the ADCS control 

algorithm used throughout the majority of the mission is introduced: the TRIAD algorithm [9]. 

This algorithm takes as input sun vectors from the spacecraft’s sun sensors, the magnetic field 

vector from the magnetometer, and GPS coordinate information. The OBC uses the GPS data to 

generate expected values for the sun and magnetic field vectors from databases associating the 

CubeSat’s position in orbit to these models. Via the TRIAD algorithm and an Extended Kalman 

Filter, the OBC then commands the EPS to adjust the current levels supplied to the magnetorquers 

to correct the difference between measured (by the magnetometer and sun sensor) and desired 

(calculated using GPS data) values for the sun and magnetic field vectors. Once the spacecraft has 

sufficiently aligned its x-axis – and thus the payload instrument and solar panels – within 0.5° of 

the sun vector, the OBC transitions the spacecraft into the Routine phase of its mission. The 

Routine Operational State is shown in Figure 50. 

The spacecraft will spend the majority of its lifespan in the Routine Operational State, 

which is where all mission critical scientific data collection and communication with Earth-based 

ground stations will occur. While in Routine, the TRIAD attitude control algorithm is enacted 

when the spacecraft is on the sunward side of the Earth [9]. Furthermore, if the spacecraft is over 

a Ground Station, all scientific data collection is halted and communication with Earth via the 

radio transceiver is prioritized. This serves to ensure that the large amounts of data created by the 

payload and other systems can be downlinked and replaced in the spacecraft’s memory as soon as 

possible. Additionally with this setup, any time-critical uplinked commands can be received and 

addressed as soon as possible by the C&DH subsystem. If the spacecraft is not over a Ground 

Station, the SphinX-NG instrument is turned on to collect scientific data. As long as no command 

is received to deactivate the system, the spacecraft will continue Routine operations indefinitely.  
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Figure 50: Routine Operational State 
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Figure 51: System Deactivation & Orbit Decay Operational State 

 

The System Deactivation state consists of the OBC commanding each of the sensors and 

subsystems on board the CubeSat to turn off, preparing each for eventual reentry and breakup in 

Earth’s atmosphere. The spacecraft will remain in this Operational State unless a command is 

received to reactivate it. Typically however, CubeSats do not often survive until a time when they 

can be commanded to deactivate, due to an environmental anomaly or critical component failure. 

Nevertheless, this Operational State should be envisioned so that it could be enacted if a mission 

timeline was carried out ideally. 

CubeSat Functionality 

Multiple time sequence diagrams were created to ensure a comprehensive understanding 

of system functions. The two diagrams created were “Request Telemetry” and “Request Payload 

Data,” since these two are two of the most common operations performed by the spacecraft. Figure 

52 and 53 display the “Request Payload Data” and “Request Telemetry” diagrams, respectively.  
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Figure 52: Request Payload Data Diagram 

 

The diagrams display functions by the recursive loops that are acted onto each physical 

subsystem (lines that loop onto the dotted timeline). The lines connecting different subsystems are 

the communications between subsystems and passing of data. To use this chart, one would begin 

in the upper left where a ground operator (user) sends a command to the CubeSat. The command 

is verified and routed to the proper subsystem (ACDS) via the C&DH subsystem. Once the data is 

provided, it is routed via the C&DH subsystem then back down to the ground operator. 
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Figure 53: Request Telemetry Diagram 

 

The diagrams from these functions were then compiled to create the full list of necessary 

functions for the CubeSat while cross-checking with the University of Michigan project. This 

finalized list can be found in Figure 54. 

Having compiled the full list of functions, the final step was to verify with the subsystem 

teams regarding such available functionality. From there, the work of the functional architecture 

would be used to identify any gaps previously missed in the physical architecture. At its current 

level of development, the functional architecture hasn’t been used to find gaps in the architecture, 
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however, when the functions are broken down further into the component level, missing 

functionality will become more apparent. 

 

Figure 54: Total Function List [45] 

 

Hardware 

Data interfaces among the various elements that are part of the network that is the C&DH 

subsystem were analyzed to ensure compatibility. Figure 55 is a block diagram that shows these 

data interfaces between the OBC and the other subsystems and sensors that must transfer data. 
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Figure 55: Command and Data Handling Subsystem Block Diagram 

 

The other computer boards which are part of the “stack” mentioned in Section 2.1.3 use 

the same physical 104 pin header as described in Section 3.2.3 to interface; each of these boards 

and the magnetometer use the I2C protocol to communicate with each other and the OBC. 

Additionally, the SPI interface is used to connect the gyroscope and SphinX-NG payload to the 

OBC, and the UART interface is used to communicate with the GPS receiver. The spacecraft’s 

fine and coarse sun sensors produce analog signals that must be converted for use by the computer. 

Accordingly, the signals produced by the sun sensors must be conditioned by an analog-to-digital 

converter before they can be used in the remainder of the C&DH subsystem. Each of these 

protocols is supported by the baseline Clyde Space Nanosatellite On-Board Computer, and thus 

feasible interfaces can be made between the OBC and each of its C&DH dependents successfully.  
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The data storage element of the C&DH subsystem must be handled by the OBC and the 

payload instrument, both of which have memory capacity. Table 16 outlines the baseline C&DH 

subsystem’s memory, according to the baseline Clyde Space Nanosatellite OBC and SphinX-NG 

payload’s data sheets. 

Table 16: C&DH Subsystem Memory Capacity 

Memory Type and Location Available Memory 

OBC MRAM 8 MB [14] 

OBC Flash 4 GB [14] 

SphinX-NG Flash 128 or 256 GB [13] 

  

When performing simulations, these values represent the maximum capacity available for 

data storage on board, and thus must not be exceeded. Additionally, as per the system requirements 

established in Section 4.1.1, the Clyde Space Nanosatellite OBC can capably handle the estimated 

12.5 MIPS of throughput required, as it supports processing speeds of up to 62.5 MIPS. The Clyde 

Space OBC incorporates 8 MB of magnetoresistive random access memory (MRAM) available 

for code storage and execution, and accordingly the 0.92 MB of anticipated software will be held 

there [14]. 

4.1.3  Computing Profile Modeling 

The first step in creating a model timeline of a spacecraft’s operations is to determine 

exactly when each of its components operates. This can be accomplished by using the Operational 

State diagrams to see which sensors and subsystems are necessary for each state. Table 17 shows 
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the components that were present in the Operational State diagrams, which must also be included 

in the modeling of the C&DH subsystem. 

Table 17: C&DH Subsystem Components 

Component Type Component Name 

Subsystem On-Board Computer (OBC) 

Electrical Power System (EPS) 

Radio Transceiver 

SphinX-NG Payload 

Sensor Magnetorquers 

Gyroscope 

Magnetometer 

Global Positioning System (GPS) 

Coarse Sun Sensors 

Fine Sun Sensor 

 

During the Initialization Phase of the mission, all sensors and systems are on throughout 

each operational state, but during the Routine Operational State, conditional factors must be taken 

into account when considering which systems produce data at which times. In order to inform 

when these conditional situations occur, time-indexed vectors of sun exposure and ground station 

exposure were collected from the team leaders for the thermal control and telecommunications 
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subsystems, respectively. These vectors were coordinated to both begin at 1/1/2019 0:00:00, and 

were produced via analysis in STK. The resulting vectors are plotted in Figure 56. 

 

Figure 56: Sun and Ground Station Exposure 

 

Using the information that determines whether a component is on or off, accompanied by 

an estimate of the time each of the Initialization states will take and several typical orbits during 

Routine, one can create a timeline of subsystem states. Table 18 shows the time estimates that 

were made for each Operational State’s span. 

Table 18: Operational State Estimated Time Spans 

Operational State Estimated Time Span (s) 

P-POD Deployment 1,800 

Detumble 1,200 
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Initial Attitude Determination 

and Sun Acquisition 

180 

Routine 25,000 

  

A span of 1,800 s (or 30 minutes) was used to model P-POD Deployment due to the P-

POD requirement of a 30-minute delay following ejection from the launch vehicle. The ADC 

subsystem leaders provided a high estimate of the time Detumble would take, and additionally 

estimated that the spacecraft would take at most 180 s to turn 180°, the maximum angle the 

spacecraft would have to turn to fully align with the sun [9]. The timespan for Routine was limited 

by the length of the Sun Exposure vector, which allowed for about 4.5 orbits to be modeled in this 

simulation. 

  Using these time spans, the information from the Operational State diagrams, and the 

Exposure Vectors, a model of subsystem and sensor states was created, and is shown in Figure 57. 

An important distinction to make is that these plots represent when the systems are “on,” as defined 

by the condition that they are interacting as part of the C&DH subsystem, in particular. In other 

words, a certain board may be receiving power at all times, but will be indicated in these state plots 

as being “off,” since it is not producing or using any data at the time and thus does not affect the 

status of the C&DH subsystem.  
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Figure 57: Subsystem and Sensor States 
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 These plots can be used to perform additional simulations of the data produced by each 

component. Such analysis was split into two analyses: one for data usage in volatile storage, and 

another for data accumulation in non-volatile storage. Sensor data is included in volatile storage 

due to its short-term usefulness for OBC calculations, while payload data and health statistics 

collected from computer boards are stored in non-volatile memory to prevent erasure in a fault. 

The data used for sensor data and calculation remains constant while a sensor’s data is being 

collected, because each time a new data point is created, it replaces the previously stored value, 

instead of creating a new one. Health and payload data accumulate over time however, since the 

previously stored information is not written over each time a new piece of data is introduced. The 

Clyde Space Nanosatellite OBC is unique in that it does not incorporate conventional “volatile” 

storage, but instead incorporates magnetoresistive random access memory (MRAM), as noted in 

Section 4.1.2. While this storage is actually non-volatile in the sense that the data it stores would 

not be deleted if the OBC were turned off, it still serves the same functions that conventional 

volatile storage would. Thus, in these analyses, volatile calculations and sensor data storage will 

be simulated as stored in MRAM storage.  

  Unfortunately, it was out of the scope of this particular project to identify the precise 

amounts of data produced by each sensor and subsystem, so when information was unavailable, 

estimates were made.  

  Firstly, the MRAM storage was simulated. Table 19 shows the data used as input for the 

MRAM simulation; when on, these components are presumed to use the amount of memory 

indicated. 
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Table 19: MRAM User Information 

Memory User Memory Used Number Present 

Magnetorquers 30 kB* 3 

Gyroscope 100 kB* 1 

Magnetometer 100 kB* 1 

Global Positioning System (GPS) 200 kB* 1 

Coarse Sun Sensors 20 kB* 5 

Fine Sun Sensor 30 kB* 1 

Note: Values denoted by a (*) represent estimated values. 

A maximum of 7.92 MB of storage was available, accounting for the 0.92 MB of software 

storage as estimated in Section 4.1.1. Each sensor’s MRAM data use is plotted in Figure 58. 

Subsequently, the sum of all such data was plotted to ensure that it did not exceed the maximum 

MRAM available, as seen in Figure 59. 

In this simulation, the Clyde Space Nanosatellite OBC could capably handle the sensor 

operations it would be tasked to perform in support of the mission. 
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Figure 58: Simulation of Individual Users of MRAM 
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Figure 59: Simulation of Sum of All Users of MRAM 

 

Next, the spacecraft health and payload data, which accumulates over time was simulated. 

This data was considered to be stored in the OBC’s flash memory. Table 20 shows the data used 

as input for the flash memory simulation. 

Table 20: Non-Volatile Data Producer Information 

Data Producer Data Produced 

On-Board Computer (OBC) 0.2 kB/s* 

Electrical Power System (EPS) 0.05 kB/s* 

Radio Transceiver 50 B/s* (Uplink) 

1171.30 B/s (Downlink) 
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SphinX-NG Payload 6828.70 B/s 

Note: Values denoted by a (*) represent estimated values. 

This data was used to simulate the flash memory, which was used over time. The results 

of the calculation for each individual flash memory user’s data use is plotted in Figure 60. 

 

Figure 60: Simulation of Individual Users of Flash Memory 

 

The sum of all flash-memory-stored data used was subsequently plotted in Figure 61. 
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Figure 61: Simulation of Sum of All Users of MRAM 

 

According to this simulation, the Clyde Space Nanosatellite OBC can handle the demands 

of the mission, at least for the duration of about 4.5 orbits. However, it is of concern that there is 

an upward trend in the data accumulating in flash memory. To estimate the time it would take for 

the OBC flash memory to become saturated (at 8MB), Microsoft Excel was used to plot the data 

of Figure 61 and approximate a linear trend line. The resulting equation for flash memory 

accumulation was 

𝐷𝐴 =  1579.7𝑡 − 77507 (13) 

where DA is data accumulated in Bytes, and t is time in seconds. The R² value for this 

approximation was 0.9931, indicating it was quite a good approximation. At this rate, the flash 

memory would become full after 58.6 days, or about 670 orbits at the CubeSat’s 600 km circular 

orbit [7]. At this point, the 256 GB of flash memory of the SphinX-NG would still be available, 

but the excesses of data accumulating would still need to be downlinked to Earth at some point in 
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order for the data collected to have any use. Thus, the operations of the spacecraft may need to be 

rethought, should similar trends arise when more information about these subsystems eventually 

arises in the future.  

  Once adjusted, this analysis should be repeated after any changes are made to the C&DH 

system or its requirements, improving the accuracy of the simulations as more information 

regarding the data and memory usage of each subsystem becomes known. 

 

4.2  Power Subsystem 

4.2.1  Final Hardware Configuration 

 The specific hardware components that define the power system were selected early on in 

the development of this mission. As further analysis was performed, these selections were updated 

to match the mission requirements. 

 To serve as the main EPS, the team identified a 3rd Generation 3U EPS from Clyde Space 

as the ideal choice for this CubeSat’s mission [23]. It has extensive flight heritage and interfaces 

easily with much of the other hardware that was selected for our mission. This EPS also includes 

built-in maximum power point tracking (MPPT) capabilities as well as overcurrent and battery 

under-voltage protection. However, unlike the configuration that the 2013 MQP group [1] selected 

where the EPS and PDM were isolated to separate boards, this EPS integrates the PDM onto the 

same board, saving size and weight, and reducing the complexity of wiring for the CubeSat. An 

image of the EPS board is shown below in Figure 62. 
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Figure 62: Clyde Space 3U EPS [23] Copyright ©  2016 Clyde Space Ltd. 

 

For this mission the team initially chose a Clyde Space 30 W-hr lithium-polymer 

standalone battery. Later it was determined that this battery would not be able to supply a sufficient 

current to power both the instrument and the CubeSat’s base functions at the same time. This 

determination is described in Section 4.2.3. As such, a 40 W-hr Clyde Space battery was identified 

which could meet this demand. Based on analysis of power usage over four orbits, it was 

determined that this 40 W-hr capacity will more than meet the energy requirements and a Clyde 

Space product would ensure compatibility with the chosen EPS and other computer boards. The 

Clyde Space battery is shown in Figure 63. 
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Figure 63: Clyde Space 40 W-hr CubeSat Battery [59] Copyright ©  2016 Clyde Space Ltd. 

 

 For the CubeSat’s solar arrays, a set of panels manufactured by Clyde Space that meet the 

mission requirements were identified. They consisted of a pair of single-deployable 2U panels and 

a single body-mounted 2U panel. These panels each utilize 4 Spectrolab UTJ triple-junction solar 

cells which advertise a 28.3% efficiency at 28 °C [57]. The deployable panels utilize Clyde Space’s 

Thermal Knife Driver technology to deploy to a 90° angle from their initial stowed configuration 

[60]. These panels are all flight-proven hardware designed to easily interface with the Clyde Space 

EPS that was chosen for this mission. 

 Once these components were selected, a finalized power budget was created for this 

mission. It includes the average power consumption values of every power-drawing component 

on the CubeSat as well as each one’s voltage and current requirements. This final budget is outlined 

in Table 21. 
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Table 21: CubeSat Power Budget 

Group Component Manufacturer Part no. Peak 

Power 
(W) 

Nominal 

Power (W) 
Quiescent 

Power (W) 
Current 

(mA) 
Voltage 

(V) 

C&DH OBC Clyde Space 01-02928 1.0 0.35 0.165 150 Batt 

ADC Coarse Sun Sensor Space Micro CSS-01 0 0 0 3.5 - 

Fine Sun Sensor New Space 
Systems 

NSS-CSS 0.05 0.05 0 10 5 

Gyroscope Analog 
Devices 

ADXRS453 0.04 0.03 0.03 8 5 

Magnetic Torquer 
(3) 

ZARM 
Technik AG 

MT0.5-1 0.825 0.3 0 165 5 

GPS Surrey 
Satellite 

Technology 

SGR-05U 0.8 0.8 0 160 5 

Magnetometer Honeywell HMC5883L <0.01 <0.01 0 0.1 3.3 

Payload Instrument  Sphinx-NG 8.00 8.00 1.00 1600 5 

Power EPS Clyde Space CS 25-02452 0.2 0.2 0.2 24 Batt 

Battery Clyde Space CS 01-02686 - - - 2400 7.6 

Center Solar 

Panels 
Clyde Space CS 25-02871 - - - - - 

Side Solar Panels Clyde Space CS 01-02880 - - - - - 

Telecomm Transceiver ISIS TRXUV 

VHF/UHF 
4.8 3.3 0.4 600 Batt 

  

The final hardware choices and their estimated cost are listed in Table 22. The current price 

for the solar panels is bespoke so the cost estimates from the 2013 MQP were used [1].  
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Table 22: Power Hardware Cost 

Component Part Number Cost (each) Number Cost (total) Ref. 

EPS CS 25-02452 $4,900 1 $4,900 [23] 

Battery CS 01-02686 $4,300 1 $4,300 [59] 

Center Solar Panels CS 25-02871 $4,000 1 $4,000 [1] 

Side Solar Panels CS 01-02880 $4,150 2 $8,300 [1] 

Total    $21,500  

 

4.2.2 Final Wiring Results 

 The circuit stack will connect the EPS board, battery board, OBC, and transceiver together, 

using a PC-104 connector bus, allowing for the easy transfer of power and data throughout the 

CubeSat. In addition to the major stack components, the Sphinx-NG instrument, magnetorquers, 

and individual sensors must be connected to the main header. The solar arrays will be connected 

directly to the SA connectors located on the EPS. 

The team determined that the simplest solution for connecting and mounting the smaller 

components was to integrate them into a discrete circuit board containing a PC-104 connector that 

will slot directly into the circuit stack, hereafter referred to as the “unifying board”. This unifying 

board will contain connection points for gyroscope, magnetometer, coarse sun sensors, and 

magnetorquers, as well as serial ports for the GPS and fine sun sensor. The team identified the 

Pumpkin CubeSatKit Protoboard as the ideal circuit board backbone for the unifying board due to 

its versatility and flight heritage [61]. The Pumpkin Protoboard is shown in Figure 64. 
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Figure 12: Pumpkin CubeSatKit Protoboard [61] Copyright ©  2007 Pumpkin Inc. 

 

The power connections of each of the components connected to the unifying board will be 

routed to the pin location corresponding to one of the EPS’s PDM outputs. This will allow the 

OBC to switch individual components on and off using the EPS’s integrated PDM switches. The 

specific pin assignments are detailed in Appendix E. The pin layouts and connectors for each 

individual component can be found in Appendix F. The exact power interface for the Sphinx-NG 

is not known at this time and should be determined by future work. 

Special attention must be paid to the power connections for the magnetorquers. The torque 

that they produce is directly proportional to the current flow through them so this current flow 

must be finely controlled to allow for any type of fine control over the CubeSat attitude. Such 

control is easily achievable using pulse width modulation (PWM) to adjust the effective current 

through the torquers. PWM functions by rapidly switching the voltage source on and off, inducing 

an effective current proportional to the ratio of on versus off time, known as the duty cycle [62]. 

In addition to the PWM control circuitry, additional circuitry must be implemented to switch the 

flow of current to each torquer and allow for current to flow in both directions through them. This 

additional control circuitry will also be implemented on the unifying board. The exact design of 
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this control circuitry and the unifying board layout is outside the scope of this project and should 

be the focus of future work. 

4.2.3  Power Profile Results 

 The analysis of the selected power hardware was performed using a modified version of 

the MATLAB simulation, which was developed to analyze the C&DH subsystem. The constant 

and accumulating data profiles were adapted to represent constant power draw and total power 

usage, respectively. The major inputs to the program consisted of the power draw of each 

individual component, the power states of each individual component, the total capacity and 

maximum DoD of the battery, the maximum current supplied by the battery, and the solar array 

power production. The sun and ground station exposure vectors shown in Figure 56 were also used 

for this simulation. These inputs were used to calculate the total power draw, current draw, and 

battery charge from initial deployment through four full orbits.  

For this simulation, the power states were defined as when each individual component was 

drawing power. The two major components of note in this regard are the radio and the Sphinx-NG 

as these two components account for the majority of the CubeSat’s power usage. Their operational 

states are shown in Figure 65.  
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Figure 65: Radio & Sphinx-NG Power States 

 

 

Current 

 The first step in evaluating the selected hardware was to analyze the total current draw over 

time. For the 30 W-hr battery that was initially selected, the maximum current it can supply is 

1800 mA. This was determined to be insufficient to support both the instrument and the remainder 

of the CubeSat’s basic functions as shown in Figure 66. Due to this, the 40 W-hr battery was 

chosen as a replacement and then shown to be able to supply sufficient current as shown in Figure 

67. 
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Figure 66: Sum of Total Current Draw (30 W-hr) 

 

 

Figure 67: Sum of Total Current Draw (40 W-hr) 
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Solar Array Power Production 

To begin evaluating the power production of the solar arrays, the Equation 3.1 was used to 

determine a baseline power production level for the selected solar panel area. The selected solar 

panels each consist of four Spectrolab-UTJ triple junction cells with an efficiency rating of 28.3% 

and cell area of 26.62 cm2 [57]. Across all three solar panels this translates to a total cell area of 

319.4 cm2. Due to the strict Sun-facing requirements of this mission, the cosine losses mentioned 

in Section 3.2.1 due to the Sun angle of incidence were neglected. As such, the total power 

production of the solar arrays was calculated to be 12.36 W. This number is further reduced due 

to assumed inefficiencies in the array construction and the EPS BCRs, both of which are assumed 

to be 90% efficient [22, 23]. These inefficiency assumptions were made based on the EPS 

documentation and Ref 20. The resultant power output of 10.01 W more accurately represents the 

power transferred to the battery. 

 Thermal effects on the power output must then be taken into account using Equation 3.2. 

This 10.01 W result represents the power output at 301 K, at which point the cell efficiency equals 

28.3% and the 𝛽value for the Spectrolab UTJ cells is 0.000204 K-1. Thermal data generated using 

COMSOL was implemented to determine the power production over the course of four orbits. The 

solar panel temperature data is shown in Figure 67 and the solar panel power production is shown 

in Figure 68. The panels range in temperature from 270 K to nearly 380 K over the course of a 

single sunlight period, with the total power production decreasing from 10.1 W to 9.5 W as seen 

in Figures 68 and 69. 
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Figure 68: Solar Panel Temperature 

 

 

Figure 69: Solar Panel Power Production 
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Power Consumption 

 The total power consumption of the CubeSat is of great importance for the further 

evaluation of the power subsystem. This analysis was performed by first identifying a constant 

power usage for each component, and multiplying that amount by the component’s power state 

(i.e. 1 for on, or 0 for off), then finding the resultant sum of all power profiles. The power 

consumption levels assumed for each component are listed in Table 23. These assumptions are 

based off of the peak power draw of each component. These consumption figures also take into 

account the efficiency of the power bus that is supplying them with power, to better represent the 

total power each one is drawing from the battery. 

Table 23: Simulation Individual Component Power Consumption 

Component Consumption (W) 

OBC 1.053 

EPS 0.202 

Transceiver 4.848 

Sphinx-NG 8.602 

Magnetorquers (detumble) 0.245 

Magnetorquers (routine) 0.061 

Gyroscope 0.043 

Magnetometer 0.00033 

GPS 0.860 

Fine Sun Sensor 0.054 

 

The total power consumption over time is shown in Figure 70. 
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Figure 70: Sum of Constant Power Consumption 

 

Upon initial inspection, it is seen that the power consumption is nearly always greater than 

the power production. This suggests that the current hardware configuration cannot support the 

current power profile. 

Battery Charge 

 The final major step in evaluating the power subsystem performance is in the determination 

of the battery charge over time. The MATLAB simulation accomplishes this by taking the total 

power consumption and summing it over a specific time span. It then subtracts this amount from 

the current battery charge before adding the power production over the same period, keeping this 

total at or below the battery’s capacity. This analysis was performed for the previously identified 

40 W-hr battery capacity, power consumption, and power production, the results of which are 

shown in Figure 71. 
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Figure 71: Battery Charge vs. Time 

 

 From this analysis, it can be seen that the current hardware configuration is not compatible 

with the current instrument state vector, as the battery charge falls below the maximum depth of 

discharge after only six hours. As the hardware configuration is near the limits of its capabilities, 

the instrument’s power state was alternately modeled such that the Sphinx-NG was only turned on 

every other orbit as shown in Figure 72. The analysis of battery charge was then repeated using 

this new state vector, the results of which are shown in Figure 73. It can be seen from this further 

analysis that this new state vector would allow for sustained operation well within the capabilities 

of the selected power hardware. 
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Figure 72: Altered Radio & Sphinx-NG State Vectors 

 

 

Figure 73: Battery Charge (Altered Sphinx-NG State Vector) 

 



142 

 

4.3  Telecommunications Subsystem 

4.3.1 Mission Modeling and Timelines 

Using the Ground Stations available by GENSO, preliminary data budgets for both 

downlink and uplink were established. STK analysis was used to generate an estimate of the annual 

access time per ground station, as shown in Figure 74. 

 

Figure 74: Annual Access Time per Ground Station 

 

The average daily downlink budget for a particular year was determined to be 116Mb a 

day while the average daily uplink budget was determined to be 16Mb a day. The payload makes 

a very significant amount of data (approximately 700Mb a day) so these daily rates do not allow 

for the CubeSat to send all the scientific data that it will collect within a day 

Once the GENSO network was found to be non-active, three ground stations were chosen 

to support the mission: UCLA, Warsaw, and a hypothetical WPI ground station. The preliminary 
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annual access time and downlink budget charts for these three ground stations can be seen in 

Figures 75 and 76, respectively. 

 

Figure 75: Annual Access Time per Station 

 

 

Figure 76: Annual Downlink per Station 
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Based on these three ground stations, the daily access time for the CubeSat is 7097s and 

the average daily downlink budget is 78.2Mb. This amount of data is insufficient for the mission 

to download all of the created payload data. 

Mobile Ground Station 

The individual components of a WPI-based Mobile Ground Station were selected and their 

associated costs recorded. A full line item cost estimate for the MGS can be found in Table 24. 

Table 24: Mobile Ground Station Cost 

Part Category Cost Reference Number 

Yaesu G-5500 Azimuth and 

Elevation Rotator 

$750  63 

Yaesu GS-232B Computer interface $550  64 

NOVA Tracking software $150 65 

 Yaesu FT-857D dual 

VHF/UHF 

Earth Transceiver $800  66 

SP7000 Low Noise Amplifier $350  67 

Belden 8214 RG-8 Coaxial Cable $200  68 

M2 436CP42 U/G Antenna $450  69 

Wood + Metal Base ~$250 N/A 

N/A Laptop ~$500 N/A 

Total Cost = ~$4000   N/A 

 

The total cost estimate was approximately $4000 for a fully operational MGS. This cost 

breakdown is per mobile ground station and would be multiplied by two for a total cost, to account 

for a possible second mobile ground station to be added to another site. 
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Mobile Ground Station Case Study 

 The four chosen locations for a secondary mobile ground station were defined as part of an 

STK scenario for analysis purposes. The goal of this analysis was to find the site that would add 

the most access time, and in turn, downlinked data per day. Table 25 displays the added access 

time per day and data per day for each possible ground station. 

Table 25: Added Access Time and Downlink Budget 

 
Bangkok, 

Thailand 

Cape Town, 

South Africa 

Melbourne, 

Australia 

Asuncion, 

Paraguay 

Access time/ 

day (s) 

2550.45 3050.17 3230.09 2770.90 

Data/day (bits) 2809580 3360068.174 3558269.81 3052427 

 

Following the STK analysis, the station that added the most value in terms of access time 

and link budget was determined to be Melbourne, Australia. Adding in the fact that WPI students 

revisit the site twice a year in B and D term, it is the best candidate for the second mobile ground 

station. In total, adding in the Melbourne Mobile Ground Station brings approximately 22Mb of 

data per day, bringing the total data budget to 101Mb a day. 

Now adding in the Melbourne, Australia site with the previous three-Ground Station 

configuration, the final data downlink and access time profiles could be created. Figure 77 displays 

the final downlink budget per ground station over a year’s time and Figure 78 shows the final daily 

access time for the CubeSat. 
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Figure 77: Final Annual Downlink Budget per Station 

 

 

Figure 78: Final Annual Access Time per Station 
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downlink budget is 101Mb.Even with a Melbourne Ground Station added, 101Mb/day still is 

insufficient to send all of the data which the payload creates in a day, so multiple passes will be 

needed to send down the scientific data. 

4.3.2 Communication Hardware 

The two pieces of hardware that needed to be selected for the telecommunications 

subsystem were the transceiver and the antenna. The selected transceiver for this mission is the 

Innovative Solutions in Space (ISIS) TRXUV VHF/UHF Transceiver due to its flight history, 

availability, and data rate [32]. The cost for this component is $9000 [32]. The selected antenna 

for this mission is the Innovative Solutions in Space (ISIS) Deployable Dipole Antenna System 

for its flight heritage and compatibility with the previously chosen transceiver [35]. The cost for 

this antenna system is $5000 [35].  

 

4.4  Thermal Subsystem 

4.4.1  CubeSat Thermal Limits 

 As described in previous sections, one of the main objectives of thermal control subsystem 

is to guarantee that the temperature of each internal component stays within its specified 

temperature ranges. Table 26 illustrates the specified operational and survival temperature ranges 

of components on CubeSat. 

Table 26: Operational and Survival Temperature Range2 

Part Name Operational 

Max. (˚C) 

Operational Min. 

(˚C) 

Survival Max. 

(˚C) 

Survival Min. 

(˚C) 

Gyroscope 105 -40 125 -55 
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Magnetorquers 851 -401 851 -401 

Magnetometer 85 -30 851 -401 

GPS 50 -20 851 -401 

OBC 80 -40 85 -40 

EPS 85 -40 100 -50 

Battery 50 -10 851 -401 

Transceiver 45 -10 851 -401 

1 Components without specified operational or survival temperature range were assumed to have a range 

between 85˚C to -40˚C which is the standard thermal limit for industrial electronic parts [55] 

 2    The temperature ranges were provided by other subsystems through weekly systems engineering meetings 

 

 The operational and survival temperature ranges of most components are equal to or close 

to a standard thermal limit for industrial electronic parts of between -40˚C to 85˚C, excluding the 

battery, transceiver, and GPS [55]. It was important that the temperature sensitive components, 

such as the battery, transceiver, and GPS, are observed carefully in the analysis. Furthermore, 

additional attention was paid to GPS and magnetorquers due to the fact that they are in direct 

contact with the frame of the CubeSat and thus experience relatively extreme temperatures via 

conduction. 

4.4.2  Initial Result 

 Once the final CubeSat model was fully implemented into COMSOL and environmental 

inputs were gathered from STK, thermal simulation was conducted over five representative orbits. 

Figures 79, 80, 81, and 82 are snapshots of a 3-D surface plot of temperature distribution over the 

CubeSat and the circuit stack taken at arbitrary times over the five representative orbits 
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Figure 79: Snapshot of 3-D External Temperature Graph (t = 10476 sec) 

 

 

Figure 80: Snapshot of 3-D External Temperature Graph (t = 13130 sec) 
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Figure 81: Snapshot of 3-D Circuit Stack Temperature Graph (t = 10476 sec) 

 

 

Figure 82: Snapshot of 3-D Circuit Stack Temperature Graph (t = 13130 sec) 
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Due to the material characteristics of the solar panel, they experienced relatively hot and 

cold temperatures over the five representative orbits. Additionally, due to the small dimensions of 

the hinges that are connecting the solar panels to the CubeSat structure, a thermal choke point is 

created near the hinges preventing nominal conduction between the structure and the solar panels. 

Steady-State Temperatures 

 As the CubeSat orbits around the Earth, the time spent by the CubeSat in each the sunlight 

and in the eclipse is roughly the same over time, which means that the state of thermal environment 

experienced by the CubeSat is periodic. This is not necessarily true for a very long mission duration 

due to orbital precession and perturbations, which is discussed in more detail in Section 5.4, but 

the assumption is adequate for the purpose of this project. As a result, the maximum and minimum 

temperature experienced by the CubeSat is approximately the same for each orbit.   

 Steady-state temperature, in this context, refers to the range of temperature experienced by 

the CubeSat throughout the five representative orbits. For steady-state temperature analysis, two 

separate line graphs were generated where the x-axis represents the time since the beginning of the 

mission and the y-axis represents the average temperature of corresponding domain of the 

CubeSat. Figure 83 illustrates the average temperature of the frame, center solar panel, and side 

solar panels, Figure 84 illustrates the average temperature of all five circuit boards on the circuit 

stack, and Figure 85 illustrates the average temperature of the components on the circuit stack. 
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Figure 83: Average Temperature vs. Time for External Domains 

 

 

Figure 84: Average Temperature vs. Time for Circuit Boards 
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Figure 85: Average Temperature vs. Time for Components 

 

Temperature Requirements 

Throughout the five representative orbits, the maximum and minimum steady-state 

temperature experienced by the CubeSat’s components were approximated from the periodic 

trends illustrated in Figure 84 and Figure 85. The temperatures are shown in Table 27. 

Table 27: Steady-State Temperatures of Components 

Part Name Steady-State Min (K) Steady-State Max (K) 

Gyroscope 290 300 

Magnetorquers 300 355 

Magnetometer 290 295 

GPS 305 345 

OBC (Level 5) 282 302 
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EPS (Level 4) 286 300 

Battery 305 310 

Transceiver (Level 3) 290 300 

  

 Figure 86 demonstrates the temperature range experienced by each component and its 

operational and survival limits. 

 

Figure 86: Temperature Range and Limits 

 

 The temperatures experienced by the components on the circuit board stack have very little 

difference between their maximum and minimum. This is because the circuit stack is protected 

from the Sun by center solar panel and the surface area of standoffs that are in contact with the 

circuit boards are small; therefore, the amount of heat that is conducted is relatively small. On the 
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GPS and magnetorquers, which are between 32˚C and 72˚C and 27˚C and 82˚C respectively, are 

relatively large because the they are in direct contact with the CubeSat frame. As shown in Figure 

86, the maximum temperature experienced by the magnetorquers is very close to the 

operational/survival limit; in addition, the maximum temperature experienced by GPS is below the 

survival limit, but beyond the operational limit. 

Initial results demonstrate that the temperature requirements of the components are met 

with the exception of the GPS. The GPS is likely to have decreased performance or to generate 

inaccurate data throughout the mission due to the temperatures outside of the operational limit. To 

prevent this, introduction of some form of thermal control system was necessary. 

4.4.3  Surface Finishes 

 As discussed in Section 2.4.3, surface finishes are very common type of passive thermal 

control used in numerous successful space missions. The purpose of surface finishes is to change 

the solar absorptivity, usually denoted as α, and the emissivity, usually denoted as ε. By changing 

the two values, the amount of heat absorbed from the sun and emitted by the spacecraft can be 

controlled to reach a desired steady-state temperature, preferably within the specified temperature 

limit. 

 In order to decrease the steady-state temperature range of GPS to be within its operational 

limits, surface finish was the first thermal control option considered. Four additional COMSOL 

simulations were conducted where the CubeSat frame had different value of surface emissivity in 

each simulation to represent some applied surface finish. The surface emissivity of the CubeSat 

frame was varied from 0.3 to 0.9 with 0.2 difference between simulations. Details of all four 

simulations are summarized in Table 28. 
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Table 28: Surface Finish Simulation Summary 

Simulation Surface Emissivity 

Initial Result 0.115 

Simulation 1 0.3 

Simulation 2 0.5 

Simulation 3 0.7 

Simulation 4 0.9 

The same procedure used to find the initial result of Section 4.4.2 was followed to analyze 

the results produced from the surface finish simulations. Figures 87, 88, 89, and 90 illustrate the 

average temperature of the CubeSat frame, side solar panels, and center solar panels for the surface 

emissivity values of 0.3, 0.5, 0.7, and 0.9. Figures 91, 92, 93, and 94 illustrate the temperature 

range, operational, and survival limits of the components for the surface emissivity values of 0.3, 

0.5, 0.7, and 0.9. 

 

Figure 87: Average Temperature vs. Time for External Domains (ε = 0.3) 

 



157 

 

 

Figure 88: Average Temperature vs. Time for External Domains (ε = 0.5) 

 

 

Figure 89: Average Temperature vs. Time for External Domains (ε = 0.7) 
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Figure 90: Average Temperature vs. Time for External Domains (ε = 0.9) 

 

 

Figure 91: Temperature Range and Limits (ε = 0.3) 
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Figure 92: Temperature Range and Limits (ε = 0.5) 

 

 

Figure 93: Temperature Range and Limits (ε = 0.7) 
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Figure 94: Temperature Range and Limits (ε = 0.9) 

 

 A surface finish with surface emissivity of 0.5 or higher is required in order to keep the 

temperature range of GPS within its operational limit. However, it must be noted that surface 

emissivity of 0.7 or higher results the temperature range of the transceiver to be below its minimum 

operational range. 

4.4.4  Recommended Thermal Control System Design 

 As shown in Figure 92 and 93 in Section 4.4.3, the temperature range of GPS is within its 

operational limit when the surface emissivity is equal to or higher than 0.5, but the temperature 

range of transceiver is within its operational limit only when the surface emissivity is equal to or 

lower than 0.7. Therefore, the recommended thermal control system design is to apply surface 

finish with surface emissivity of 0.5 (ε = 0.5) and solar absorptivity equal to that of Al5052-H32 

(α = 0.23) to external surfaces of the CubeSat frame. As shown in Figure 14 in Section 2.4.3, a 

possible type of surface finish to achieve the recommended design is dielectric films. 
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5  Conclusions & Recommendations 

5.1  Command & Data Handling Subsystem 

To improve the results of the C&DH system’s analysis, more accurate information 

regarding sensor and subsystem operation is needed. Knowing how much data is produced by each 

component in reality is critical to an accurate model of the system. Additionally, improved 

understanding of the scientific goals of the mission would be useful for determining what actions 

should be prioritized throughout CubeSat’s lifespan. Such information would include which types 

of data should be sought for downlink first, and the resolution of data (i.e. time gaps between 

readings) sought in each downlink.  

Eventually, physical modeling of this system should be performed, and the full software to 

enact all spacecraft operations requires development. Using actual flight software in place on an 

OBC model with artificial dependents would verify the conclusions made in Section 4.2, and 

would bring the C&DH subsystem to a level prepared for actual implementation. Throughout this, 

and all previous steps to develop the C&DH subsystem, interfacing with developers of other 

subsystems is necessary, and iterative adjustment to the particulars of the C&DH subsystem should 

be made.  

A recommendation for establishing the subsystem functions is to start earlier in the project 

cycle when the subsystem architecture is still being developed. This would help catch problems 

and functional gaps earlier in the project when problems are easier to fix. It would also be worth 

it to spend some time with the each team working through various scenarios, checking for any 

consistencies in the system’s abilities. 
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5.2  Power Subsystem 

 The most immediate next step in the development of the power subsystem would be to 

design the unifying board as described in Section 4.2.2. This would involve laying out the existing 

components as well as designing the magnetorquer control circuitry. Future teams could go further, 

and build a prototype of this unifying board as well. In addition, future work could focus on 

identifying the power connection for the Sphinx-NG and the serial connectors found on the GPS 

and fine sun sensor. 

 Additionally, should any of the currently selected hardware or mission requirements 

change in the future, the analysis that was carried out for the power profile will need to be reiterated 

using such new hardware specifications. 

 

5.3  Telecommunications Subsystem 

Although STK was used to calculate the link budget for the spacecraft-ground 

communications, increased fidelity to the STK model is necessary to correctly garner the outputted 

numbers. By having more accurate and complete modeling of the CubeSat and Ground Station 

hardware, the link budget calculations would be much more reasonable as currently, the calculated 

link budget parameters are not within the range of reason for a CubeSat’s capabilities.  

This project also established the importance of having established ground stations where 

the CubeSat can communicate with as the previously baselined ground station system, GENSO, 

was determined to be non-operational. Moving forward, further research needs to be conducted on 

which ground stations are available for communicative purposes. 
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Also researched in this project was the concept of WPI owned Mobile Ground Stations at 

WPI global project sites. If this is selected as a ground station option, there will need to be a 

significant amount of work with the university to develop the logistics needed to establish them. 

 

5.4  Thermal Subsystem 

During the course of this MQP, a number of challenges and lapses in information were 

encountered that could not be addressed due to time constraints. These are detailed as 

recommendations to future project groups as areas in the current thermal design that need 

improvement. 

 The first recommendation to future groups is to seek more accurate information on the 

energy dissipated as waste heat by electrical components in the CubeSat. In this MQP’s thermal 

model we made the assumption that 10% of the power draw of a component is radiated as waste 

heat, which means that all parts were exactly 90% efficient. Although it’s possible that this may 

not be the case in reality but due to time constraints further research into part specifications was 

not viable. The specification sheets that part providers have readily available lack the needed 

efficiency values; communication with the manufacturers may be required.  

 The second recommendation is similarly rooted in a lack of information about some of the 

parts being used. Though manufacturers have CAD models available of the circuit boards that we 

used, they do not specify what each displayed component of the board is. A CAD model of a board 

may clearly display that there is a part at a certain location but we are unsure of which part it is. 

This means that the team did not know where on the boards things like the gyroscopes were. 

Considering the variation of temperature seen between different areas of the circuit boards, this 

could mean the difference between a part being functional or not. Additional communications with 
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manufacturers is recommended to gain this extra level of detail. This will also broaden the 

opportunities to create more detailed thermal models, since by knowing what each part of the board 

is, heat dissipation values can be assigned to as many parts as future teams deem necessary. It is 

recommended that the future teams work more closely with the mechanical teams to resolve this 

uncertainty  

 The next recommendation is that future teams account for the x-axis slip away from the 

direction of sun that occurs during eclipse. The current model assumes that the sun is always 

normal to the solar panels of the spacecraft, however during eclipse the spacecraft does not 

currently use the magnetorquers to perform attitude control [9]. The control algorithm only 

resumes once the sun vector can again be determined on the sunward side of the Earth. This means 

there may be a significant amount of time that the nadir constraint would not be preserved. Further 

analysis in STK is needed to determine how far out of sun alignment the spacecraft will drift in 

eclipse, and the future team will need to communicate with the ADC team to perform such analysis 

to determine how long it will take for the spacecraft to reorient itself [9].  

 Another recommendation is that future teams conduct hot case, cold case analysis on the 

thermal properties of the spacecraft. Over time the orbit of the spacecraft will shift and the beta 

angle, the angle formed between the orbital plane and the vector between the sun and the earth, 

will vary due to the changing seasons and orbital precession [70]. 

This directly impacts the duration that the satellite is in illumination, creating new hot and 

cold cases that all components will need to endure. In Figure 96 the fraction of orbit spent in 

sunlight is displayed for a satellite in a 408 km orbit around the earth as the Beta angle varies. It 

clearly shows how the amount of sunlight and therefore the peak temperatures increase as the Beta 

angle approaches 90 degrees. 
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Figure 95: Beta Angle of Satellite [70].  

Copyright ©  2005 Colorado Center for Astrodynamics Research. 

 

 

Figure 96: Beta Angle Effect on Illumination of Spacecraft [71].  

Copyright ©  2016 NASA Engineering and Safety Center 

 

 The simulation that the team performed used the initial orbit that the orbital team deemed 

a likely candidate, the team did not account for variations over time in the orbit. Teams in the 

future should investigate how the orbit of a satellite is likely to drift over the course of its mission, 

and from those results create maximum sunlight and minimum sunlight simulations of the thermal 

profile.  
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 The next recommendation for future teams is to further define the y and z axis orientation. 

Currently the only defined axis orientation of the spacecraft is its x-axis, which points towards the 

sun. In the model it was assumed that the z axis would be pointing towards the earth, and so the 

Earth’s infrared radiation and albedo radiation primarily affect those surfaces on the spacecraft 

that are perpendicular to the z axis. Discussion with the ADC team [9] to determine the orientation 

of the other axes of the spacecraft will be required to ensure that the radiation from the Earth is 

affecting the correct faces of the spacecraft.  
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Appendices 

Appendix A: GENSO Ground Stations [34] 

ORGANIZATION (country) COMPONENT 

(satellite) 

Aalto University (Finland) GSS 

California Polytechnic State University (United States) GSS 

Delft University of Technology (Netherlands) MCC (Delft) 

ESOC (Germany) GSS 

ESTEC (Netherlands) GSS 

Swiss Federal Institute of Technology in Lausanne (EPFL), Space Centre 

(Switzerland) 

MCC (SwissCube) 

Swiss Federal Institute of Technology in Lausanne (EPFL), Space Centre 

(Switzerland) 

GSS 

Graz University of Technology (Austria) GSS 

International Space University (France) GSS 

Isis Space (Netherlands) GSS 

MyGroundStations.com (UK) GSS 
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Polytechnic University of Catalonia (Spain) GSS 

Radio Amateur – G3VZV (UK) GSS 

Radio Amateur – G4DPZ (UK) GSS 

Radio Amateur – KA0SWT (United States) GSS 

Sergio Arboleda University (Colombia) GSS 

University of Applied Sciences, Heidelberg (Germany) GSS 

University of Kentucky (United States) GSS 

University of Montpellier (France) GSS 

University of New Mexico, Configurable Space Microsystems Innovations & 

Applications Centre (United States) 

GSS 

University of Surrey, Surrey Space Centre (UK) GSS 

University of Texas at Austin (United States) MCC (FASTRAC 

1) 

University of Texas at Austin (United States) MCC (FASTRAC 

2) 

University of Texas at Austin (United States) GSS 

University of Valladolid (Spain) GSS 
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University of Vigo (Spain) AUS 

University of Vigo (Spain) MCC (Test 

Satellites) 

University of Vigo (Spain) MCC (Xatcobeo) 

University of Vigo (Spain) GSS 

University of York (UK) GSS 

University of La Reunion, LIM, ESIROI IT Dept (Réunion/France) GSS 

Stanford Research Institute International & University of Michigan, College of 

Engineering 

MCC (RAX-2) 

University of Michigan (United States) MCC (M-

CUBED) 

Sapienza University of Rome MCC 

(UniCubeSat-GG) 

Warsaw University of Technology & Space Research Centre of Polish Academy 

of Sciences 

MCC (PW-Sat) 

Politecnico di Torino (Italy) MCC (E-st@r) 

Hungary MCC (MaSat-1) 

IDeTIC-ULPGC (University of Las Palmas de Gran Canaria) (Spain, Canary 

Islands) 

GSS 
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Appendix B: Subsystem and Sensor Computing Requirements 

 



177 

 

 



178 

 

 

 



179 

 

  



180 

 

Appendix C: Subsystem Commands 
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Appendix D: Subsystem and Sensor Data Processing Calculations 

 



182 

 

 



183 

 

 



184 

 

 



185 

 

 

 

 

  



186 

 

Appendix E: CubeSat Main Header Connections 

Header Diagram Legend 

 
 

Header 1 
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Header 2 
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Appendix F: CubeSat Wiring Diagrams 

EPS 

 

EPS Solar Array & CubeSat Header Connections [23] 
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Gyroscope 

 
Gyroscope Application Circuit [80] 

 

 

Gyroscope Header Connections 
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Magnetometer 

 
Magnetometer Pinout Schematic [81] 

 

 

 
Magnetometer Application Circuit [81] 
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Magnetometer Header Connections 

 
 

 

 

GPS 

 

 
GPS Connector Pin Designation [82] 
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