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ABSTRACT OF THE DISSERTATION 

ON-LINE CONDITION MONITORING, FAULT DETECTION AND DIAGNOSIS IN 

ELECTRICAL MACHINES AND POWER ELECTRONIC CONVERTERS 

by 

Alberto Berzoy  

Florida International University, 2018 

Miami, Florida 

Professor Osama A. Mohammed, Major Professor 

The objective of this PhD research is to develop robust, and non-intrusive condition 

monitoring methods for induction motors fed by closed-loop inverters. The flexible energy 

forms synthesized by these connected power electronic converters greatly enhance the 

performance and expand the operating region of induction motors. They also significantly 

alter the fault behavior of these electric machines and complicate the fault detection and 

protection. The current state of the art in condition monitoring of power-converter-fed 

electric machines is underdeveloped as compared to the maturing condition monitoring 

techniques for grid-connected electric machines. 

This dissertation first investigates the stator turn-to-turn fault modelling for induction 

motors (IM) fed by a grid directly.  A novel and more meaningful model of the motor itself 

was developed and a comprehensive study of the closed-loop inverter drives was 

conducted. A direct torque control (DTC) method was selected for controlling IM’s 

electromagnetic torque and stator flux-linkage amplitude in industrial applications. 

Additionally, a new driver based on DTC rules, predictive control theory and fuzzy logic 

inference system for the IM was developed. This novel controller improves the 
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performance of the torque control on the IM as it reduces most of the disadvantages of the 

classical and predictive DTC drivers. An analytical investigation of the impacts of the 

stator inter-turn short-circuit of the machine in the controller and its reaction was 

performed. This research sets a based knowledge and clear foundations of the events 

happening inside the IM and internally in the DTC when the machine is damaged by a turn 

fault in the stator. This dissertation also develops a technique for the health monitoring of 

the induction machine under stator turn failure. The developed technique was based on the 

monitoring of the off-diagonal term of the sequence component impedance matrix. Its 

advantages are that it is independent of the IM parameters, it is immune to the sensors’ 

errors, it requires a small learning stage, compared with NN, and it is not intrusive, robust 

and online. The research developed in this dissertation represents a significant advance that 

can be utilized in fault detection and condition monitoring in industrial applications, 

transportation electrification as well as the utilization of renewable energy microgrids.  

To conclude, this PhD research focuses on the development of condition monitoring 

techniques, modelling, and insightful analyses of a specific type of electric machine 

system. The fundamental ideas behind the proposed condition monitoring technique, model 

and analysis are quite universal and appeals to a much wider variety of electric machines 

connected to power electronic converters or drivers. To sum up, this PhD research has a 

broad beneficial impact on a wide spectrum of power-converter-fed electric machines and 

is thus of practical importance. 
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  Background 

 Controlled ac motor drives are intelligent devices covering a wide range of diverse 

electro-mechanical apparatus and a wide scope of electric and electronic engineering skills. 

Today’s ac motor drive power chain consists of five closely acting main parts: a dc source 

of energy, power electronic converter, an ac machine, motor control and control hardware, 

i.e. signal electronics. There is a vast variety of power electronic converters usable in 

controlled ac motor drives, however, they are comprehended in basically two or three main 

stages from mains to the load (electric power chain in industrial applications): ac-dc 

converter (rectifier), dc-dc converter (to boost or buck the voltage) and dc-ac converter 

(inverter). The number and type of stages in the power chain are highly dependable on the 

application. In the subsequent section, a brief background of each part is discussed. 

 The efficiency of electric power chains is of great importance for the electrification of 

the transport and industrial community. Different power rectifier topologies have various 

advantages and disadvantages, but, the active front-end rectifiers or active regenerative 

rectifiers (ARR) presents the best capabilities and performance. It have been widely used 

in multiple applications [1]. They have been recently employed in micro-grids and 

plugged-in electric vehicles where bidirectional power flow may be necessary [2]–[4]. 

They have the ability to control the dc-link voltage and to correct the power factor while 

reducing the current harmonic content. These advantages can be achieved during the two 

ARRs’ modes: rectification and regeneration. Distortion factor and total harmonic 

distortion (THD) are directly proportional to each other, thus ARR can accomplish keeping 
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the grid line currents in phase with the supply grid voltages whilst reducing their THD 

lower than 5% (IEEE Std. 519-2014). 

 Nearly all applications are powered by some form of dc-dc converters for either battery 

charging, electronics power supply regulation or stepping up/down the required voltage 

needs. The most prevalent avenue for delivery of higher power levels to the retail market 

is in ac motor drives. It is the simplicity and cost-effectiveness of ac motors that make them 

commercially viable for higher power applications in the consumer market when compared 

to the dc motors.  A typical ac motor drive requires an inverter which is supplied form a dc 

source. The dc source is not always in the same range of voltages as the ac machine drive. 

Thus, a dc-dc power electronic converter are needed. The use of power electronics has 

many advantages as we know, but they also suffer from some disadvantages as they inject 

considerable electromagnetic interference (EMI) [5] and harmonic content to both sides of 

its connections, its load side and its power source side. These harmonics may cause 

problems such as excess heating and more acoustic noise in the powertrain just to mention 

some problems. Therefore, attention is paid to procedures and methods for improving 

converter’s efficiency and its EMI noise reduction: selecting the optimal topology, 

optimizing its design [6], using modern powerful switches in the power stage, improving 

the control system and enhancing the modulation techniques [7].    

 The development of the semiconductors and microelectronics has made the rapid 

development of the ac motor drives possible and with it, its condition monitoring as well.  

Power semiconductor switching devices play an important role in power electronics 

technologies because they are in charge of the electrical energy conversion systems. Since 

the birth of the first power transistor in 1947, power electronics technologies have 
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developed in the world of silicon (Si) material [8]. Up until today, with more than 60 years 

of development, the Si power semiconductor devices fabrication process is very mature 

and can meet different power demands in electrical energy conversion. However, compared 

to Si, wide band-gap (WBG) semiconductor materials have lots of intrinsic advantages 

which are very attractive for future power electronics applications. From the beginning of 

the 21st century, silicon carbide (SiC) [9] and gallium nitride (GaN) [10] power device 

fabrication has developed very fast. For the following decades, they have been and are 

good competitors to Si. It has being estimated that by employing wide band gap (WBG) 

switches instead of conventional Si IGBTs, the efficiency of motor drives can be increased 

by 20 to 30% [11]. Highly efficient WBG devices make these power electronic converters 

highly adaptable for renovable energy originations. Although power electronic drives are 

widespread and are used in a variety of applications, they are prone to several failures. As 

[12] noted, the two components that are most likely to fail in switch-mode drives are 

electrolytic filtering capacitors and power transistors. Among the latter, the most typical 

power semiconductor failure are short-circuit and open-circuit faults. Although most of the 

work in the power converters fault detection (FD) addresses the open-circuit. 

 Semiconductors utilized in switching converters provide electronics processing 

capability of power, where intelligent devices such as microcontrollers and digital signal 

processors (DSP) provide power for the complex control algorithm [13]. DSP technology 

is enabling cost effective and energy efficient control system designs. The performance of 

a DSP architecture allows an intelligent approach to reduce the complete system costs of 

digital motion control applications using cheaper electrical motors, fewer sensors, and 

smaller sizes of EMI filters. It enables the system versatilly by the introduction of software 
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and firmware algorithms that can make the system adaptable for many conditions including 

failures. 

 The final stage in the power chain and the most important of all, is the ac machine. The 

most famous ac machine is the three-phase squirrel-cage induction motor which is widely 

used in a variety of applications as a means to convert electric to mechanical power [14]–

[20]. It is without a doubt the “workhorse” in industry applications due to its many 

advantages including high efficiency over a wide range of speeds, low cost, low 

maintenance, it is robust and sturdy (It can operate in a wide range of industrial conditions), 

its construction is simple and rugged (no brushes, slip rings or commutators), it does not 

require any complex circuit for starting. In addition, it is self-starting, it can be operated in 

hazardous environments and even under water, as it does not produce sparks, unlike dc 

motors and all this results in the motor running for many years with no cost and 

maintenance (durability). 

 Problem Statement 

1.2.1 Condition Monitoring in Electric Machines 

 The most recognized electromechanical energy-conversion device in our modern 

civilization is the alternating current electric machinery. It has played essential roles in 

electric power generation, transportation, industrial processes, and residential applications. 

In many applications, they are subjected to environmental stresses, such as high ambient 

temperature, high moisture or dampness, corrosive environments, dusty medium, oil 

surrounding and water intrusion. These environmental stresses, combined with machines’ 

internal stresses (electrical, mechanical, magnetic and thermal), could seed faults in electric 

machinery. These faults can evolve into disastrous machine failures if they are left 
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undetected. This results in not only costly repairs, such as reconstructions or part 

replacement, but also significant financial losses because of unscheduled downtime in the 

production of industrial plants (idle time or off-line period) or safety hazards in 

transportation applications (electric vehicles). 

 The history of condition monitoring (CM), fault detection (FD), fault identification and 

diagnostics of electric machines is almost as old as electric machineries themselves. 

Originally, the electric machines were protected only against a misuse such as over current 

or over voltage [21]. The condition monitoring was periodic, with long intervals of time 

between inspections (months or semesters), and off-line (requiring machine disconnection 

and possibly dismantling). The maintenance and health monitoring of the machinery was 

executed only when it presents obvious malfunction problems. With the advent of 

semiconductor technology, many areas have been developed including sensors or 

transducers, digital-to-analog conversion, analog-to-digital conversion, data acquisition 

electronics, microprocessors, digital signal processors, field-programmable gate arrays, 

computation capability, etc. The advancements of semiconductor technology and signal 

processing techniques bring the possibility to study fault detection and identification of 

machinery in a more effective manner: the health monitoring can be performed while the 

electric machine is still in-service (on-line) and the time interval between inspections can 

be reduced to a point where it can be defined as continuous. The CM practitioners have 

made an effort to prove that the on-line and continuous diagnostics with real-time updates 

of the machine condition increases business profit through informed maintenance and 

service decisions. These capabilities enable the FD at their very inception, well before 

material machine failure evolution occurs [22]–[24]. The detection of incipient faults of 
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electric machinery allows time for preventive maintenance to be scheduled, which 

improves the system reliability, availability, and maintainability. 

 To monitor the health of electric machines and thus detect and isolate a specific incipient 

faults, different types of sensors are added to them. These include search coils for stator or 

rotor faults [25], infrared sensors for corrupted electrical connection [26], thermal 

transducers, accelerometers for vibrations caused by bearing faults [27], magnetic velocity 

pickup [28], piezoelectric acoustic sensors, laser detectors, micro electro-mechanical 

sensors [28], etc. However, sensors and its associated installations and wirings are 

expensive, intrusive and difficult to implement for many applications. Therefore, only large 

high power and costly electric machines are equipped with some of these sensor-based CM 

schemes. 

 Recently, the research on the so-called sensorless CM of electric machines has gained a 

lot of interest. Instead of installing expensive special-purpose sensors for FD, existing 

hardware and transducers can provide health information of the machine condition that has 

traditionally not been exploited. For instance, in industrial plants, existing motor voltage 

and current measurements can be used for condition monitoring purposes. In motor drives, 

the existing current sensors and dc bus measurement can provide useful information about 

the wellbeing of the electric machines. Moreover, industrial plants and motor drives 

resources count with intelligent control devices (microprocessors or digital signal 

processors) that can offer processing capabilities for the fault detection computational 

burden. The actual advances on computational capabilities (high processor speed and large 

size of RAM) make these intelligent devices suitable and able of handling both control and 

diagnostic.  
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 Due to historic reasons, the majority of the FD methodologies are available for machines 

connected to directly to the mains or the so-called directly-on-line (DOL) electric 

machines. The emergent emphasis on energy efficiency and the inexpensive availability of 

power semiconductor devices cause more electric machines being now interconnected with 

various types of power electronic converters, some of which even have sophisticated 

control strategies. Whereas the malleable energy forms produced by these power electronic 

converters significantly enhance the performance of electric machines in an expanded 

operating region, they also have a substantial impact on fault behaviors of electric machines 

and introduce a greater complexity in terms of fault detection, fault identification, 

monitoring and protection. Typically, conventional FD methods already investigated for 

DOL electric machines cannot be applied to power-converter-fed machines anymore. This 

requires detailed analyses of the power converter effects on various faults of electric 

machines so that simple and reliable FD schemes can be created. 

 The plethora of diverse power electronic converters and electric machines available 

makes it impractical to study every possible combination. Additionally, the large number 

of fault types in an electric machinery make this situation even worse. One of the main 

goals of this PhD research focused on the condition monitoring of power-converter-fed 

three-phase squirrel-cage induction machine driven through a closed-loop controller. 

 Induction motors can be connected directly to the grid (grid-connected or DOL), or 

connected to power converters such as open-loop inverter drives or closed-loop inverter 

drives. This study mainly focuses on the condition monitoring of closed-loop inverter-fed 

induction machines. Closed-loop inverters are power electronic converters with current, 

torque, flux and/or speed feedback control capabilities. Closed-loop induction motor drives 
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find many applications in traction system with high-performance motion control such as 

cranes, hoists, elevators, winding process, material handling, electric vehicles (EV), hybrid 

EV, recent railway system, diesel-electric ships, and rolling steel mills for mention some 

of them. In this applications zero-speed torque capability and highly dynamic torque 

response are normally required. Compared to the DOL or open-loop inverter-fed electric 

machines, the machines fed by closed-loop inverters are generally connected to the most 

critical types of loads. Equipped with sensors (current, voltage and/or speed) and digital 

processors, the closed-loop inverter drives are also ideal platforms for implementing the 

sensorless health monitoring and FD schemes. In actual fact, however, closed-loop 

controlled machines are the least studied category in terms of FD, for two reasons:  first 

because the closed-loop control dramatically changes the fault behaviors of the electric 

machines and complicates the fault analysis [29] and second due to historic reasons, closed-

loop controllers are newer than DOL and open-loop ones. 

 One of the weakest components in induction machines is the stator winding insulation 

which accounts for about 30~40% of induction machine failures in industrial applications 

[21], [30]–[32]. Stator windings and their insulation system constitute the second potential 

source of failures since the various stresses that act on the motor cause gradual deterioration 

and aging of stator insulation. Short-circuit and open-circuit of stator windings, and 

magnetic core faults are the failure modes associated with the stator. Coil-to-coil, phase-

to-phase and phase-to-ground short-circuit variants are consequences of insulation failure, 

often due to a combination of temperature rise, mechanical and electric stress. In closed-

loop induction motor drives, the large ݀ݐ݀/ݒ caused by the square voltage wave of the 

inverter will result in even higher electric stress on the induction machine, particularly on 
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the first few turns in the terminal end of the stator winding [33]. Therefore, the condition 

monitoring of the stator insulation of inverter-fed induction machine is the primary focus 

of this work. The thesis will propose methods that not only detect solid stator insulation 

faults but understand the phenomena of the inter-turn short-circuit and its influence on the 

machine drive. 

1.2.2 Condition Monitoring and Performance Enhancement of the Power 

Electronics of the Drive Powertrain 

1.2.2.1 Performance Enhancement of Power Electronics 

Since five decades, power electronics (PE) has witnessed a surprising growth due to 

the advancement made in the knowledge of devices, converter topologies and control. 

Static PE converters have gained popularity in energy conversion and their applications 

range from dc to ac and in many applications such as: variable speed-torque industrial 

drives, new architectures of autonomous electrical energy conversion systems, large 

electrical energy transport systems and low power mobile applications [8], for mention 

some of them. 

 Electric power represents about 40% of the total energy consumption. CPES and EPRI 

estimates that in few decades, PE devices will be supplying more than the 80% of 

consumers in the US. It is possible to save around 20% to 30% of electricity with proper 

use of a new generation of PE devices. Each percentage of improving converter efficiency 

has positive economic and environmental impacts. The biggest influence of PE are possible 

in the control of electric motors, lighting, electronic devices power supply, and renewable 

source generation. 
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 Some methods and procedures for PE converters efficiency improving are: optimal 

topology selection, design optimization, efficiency optimization by digital control and 

parallel connection of converters with the proper turn on/off strategy, appropriate 

frequency selection. As a consequence, the second focus of this dissertation is the 

improvement of the efficiency and performance of the all the stages in the energy 

conversion chain.  The main PE converters to enhance would be the rectifier and the 

inverter design and control. Thus, for the rectifier this dissertation will propose a design 

and control strategies able to reduce the harmonic content in the grid currents as well as to 

reduce the reactive power consumption by achieving power factor correction (PFC). On 

the other hand, for the inverter that drives the IM, this dissertation will present control 

methodologies to advance the performance operation and reduce its drawbacks.   

1.2.2.2 Condition Monitoring of the Power Electronics  

The use of PE converters in the abovementioned applications has improved the quality 

and efficiency of the energy systems. However, we must ensure that such benefits are not 

gained at the expense of reliability, availability, and the safety of goods and people. 

Moreover, the equipment obtained through high investments must be preserved.  

Table 1-1 and Table 1-2 indicate that more than 90% of failures in the energy 

conversion chain are due to the converter or the control circuits [8]. Apart from natural 

aging of the components, some of the extreme operational conditions, malfunctioning or 

harsh environments induce stresses on the system and its different components (electrical 

and thermal tensions on the semiconductors, and mechanical strains on moving parts). 

They lead to intermittent failures, which result in converter failure, and subsequently, the 

disruption of the power transfer. 
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Table 1-1 Failure rate in the energy conversion chain 
 

Converter failure  38% 

Control circuit failure  53% 

Failure of external and auxiliary components 9% 

 

Among the converter components, the electrolytic capacitors and transistors are the 

elements that experience most of the failures. 

Table 1-2 Failure rate of converter components 

Continuous bus capacitor 60%

Power transistors  31%

Diodes 3% 

Inductive elements 6% 

 

The major difficulty in power electronics diagnosis is having a model that adequately 

represents the component or the converter, where there is sufficient availability of 

measurement-related information. Condition monitoring of the components, and therefore 

the converter, will depend on the obtainability of measurements, and the capacity to 

interpret them in order to analyze their behavior. The main obstacle lies in the limited 

number of sensors used, due to cost constraints and packaging problems.  

Power transistor is the second cause of failure in power electronic converters and the 

converter failure is as well the second cause of failure in the energy conversion chain. The 

advent of wide bang gap power electronic devices, such as Silicon Carbide (SiC) or 

Gallium Nitride (GaN) has demonstrated to be excellent devices for application in power 
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electronics but also brings new challenges in the understanding of their failure mechanisms. 

Therefore, hurdles in the condition monitoring will arise and thus the final focus of this 

dissertation will be propose alternative design solutions that improves the robustness of the 

semiconductor devices as well as deeper understanding of the root cause of device failures.   

 Research Objective 

Condition monitoring of energy conversion chain systems includes he health 

monitoring of the whole system including the ac electric machine and its power electronics 

stages. Condition monitoring of ac electric machines fed by power electronic converters, 

including is health monitoring, is of great importance to ensure the overall system 

reliability, availability and maintainability in a wide range of sensitive applications.  

The objective of this PhD research is to develop simple, robust and non-intrusive 

condition monitoring method for the different stages of the energy conversion chain of 

electric drives, including power-converter-fed electric machines as a whole (closed-loop 

inverter-fed induction motors) and power converters. 

The study proposes to undertake several important aspects of condition monitoring of 

this type of machine and its power electronic stages. A sequence of steps to achieve the 

final goal on health monitoring of inverter-fed IM is:  

 Model the induction machine under the specific fault. The specific fault is stator 

turn-to-turn or inter-turn short-circuit. The model provides a mathematical tool 

for a machine under fault to be manipulated, understood, explained and 

investigated. It allows deep insights analyses of variables that are not accessible 

or cannot be measured.  
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 Study the above-mentioned model of the damaged IM under the simplest 

connection: DOL. This investigation contributes to the behavior of the IM under 

the asymmetric condition. This objective will offer the possibilities of different 

diagnostics signatures available on the IM. 

 Investigate the close-loop driving system for IM and the effect of the turn-to-

turn fault on the controller. Study the reactions of the controller to the fault. 

 Propose and implement a simple, robust and non-intrusive condition monitoring 

method for the incipient detection and identification of stator inter-turn short-

circuits in IM driven by close-loop controllers. 

The specifics goals for the condition monitoring and performance improvement of the 

power electronics stages are as follows: 

 Propose and develop a design strategy of the active regenerative rectifier as a 

previous stage of dc power supply for the IM drive. 

 Propose a control method for the active regenerative rectifier as a previous stage 

of dc power supply for the IM drive. 

 Present, develop and implement an enhanced control algorithm that solves the 

drawbacks of DTC as IM drive. 

 Study and propose improvements to enhance the reliability and extension of the 

capabilities of wide band gap devices used in power electronic converter stages. 

 Original Contributions of the Dissertation 

1.4.1 Condition Monitoring in Electric Machines 

 In this part of the dissertation the first main contribution was the developing of a unique 

and novel model of the three-phase squirrel-cage induction machine with stator inter-turn 
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short circuit. For the development of this model, a previous study for the ITSC modelling 

in magnetically coupled circuits and its general parameter estimation was performed. The 

outcome of this study was a general theory of the ITSC that can be implemented and 

extended to any electric machine or any electro-mechanical device. This theory was 

developed for the simplest case possible: one coil with a unique winding. A more rigorous 

and meaningful approach to the faulty stator leakage inductances to construct a dynamic 

model for the three-phase squirrel-cage IM with ITSC was proposed, simulated, tested, 

compared and verified. This leakage inductance model has more accurate behavior with 

respect to the linear one, already pre-existing in the literature, keeping simplicity of the 

modelling.   

 The conception of this new proposed model of the anomalous IM was elicited by the 

antecedent study of a pre-existing faulty model of the IM [34] in which the behavior of 

leakage inductance is considered proportionally to the fault severity factor. This model was 

revised accurately, mathematically re-demonstrated and re-deduced for corroboration 

purposes. Subsequently, the model was completed and expressed in state-space (SS) 

representation for any formal further analysis and simulation. Additionally, it was 

simulated and compared with the healthy IM and experimental results. The benefits of this 

model in SS form lie in the characteristic that can be represented and separated in two 

modes: “Common Mode” (CM) and “Differential Mode” (DM). The common mode 

indicates the healthy behavior of the IM. The differential mode represents the faulty 

component of the ITSC. This decoupling is achieved because the model is based on the 

flux-linkages space-vector. 
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 As the main objective of this dissertation is to develop simple, robust and non-intrusive 

condition monitoring method for the inverter-fed IM driven by a closed-loop controller, a 

formal investigation on the different types of closed-loop drives was performed. With that 

in mind, the so-called direct torque control (DTC) was designated as the closed-loop drive, 

as this is the most common drive in industry applications, for the IM. However, DTC 

suffers from some particular drawbacks that are corrected with DTC modifications. 

Predictive DTC appears to be one of the most efficient strategies to overcome the DTC 

hurdles, but nevertheless other disadvantages emerged. In the light of this situation, an 

innovative and simple control strategy based on the integration of a Fuzzy Logic Controller 

(FLC) algorithm with minimum and linear membership function with a predictive 

methodology is developed. The advantages of both techniques are exploited to reduce the 

drawbacks and improve the performance of the direct torque controller. Simulations and 

experimental results show an improvement in the control performance of the torque, 

including ripple and steady state error reduction, and a satisfactory performance at the low-

speed region.   

 For simplicity purposes and as a start point, investigation of a three-phase squirrel-cage 

induction machine (IM) with inter-turn short-circuit (ITSC) fault driven by classical DTC 

was performed. The main output of this research was the understanding and analyzes of 

the impacts of the stator ITSC of an IM on the normal operation of DTC. The ITSC effects 

are twofold: DTC-observable and not observable. The former ones are visible in the DTC 

measured or estimated signals while the latter are hidden or invisible to the DTC operation. 

This categorization is exploited in the identification of the DTC reaction to the ITSC and 

in the computation of estimated errors. DTC reaction will be to compensate the observable 
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effects of the ITSC until its limit, however its natural robustness stability will tolerate the 

invisible consequences of the ITSC. 

 With the learning of the effects and the reaction of the DTC controller to the stator ITSC 

fault plus a deep literature revision of fault detection techniques available in the literature 

it was simple to figure out which of the methodologies used in DOL IM were eligible for 

the inverter-fed IM driven by DTC. Ergo, the FD procedure presented in [35] was carefully 

chosen and adapted for its suitability to the DTC. The FD is based on the monitoring of the 

off-diagonal term of the Sequence Components (SCs) impedance matrix. Its advantages 

are that it is independent of the IM parameters, it is immune to the sensors’ errors, it 

requires a small learning stage, compared with NN, and it is not intrusive. The contribution 

lies in the adaptation of the technique to the DTC and in the developed solutions for the 

faced challenges in the signal processing implementation. 

 In summary the contributions achieved in this dissertation are: 

 Developing of a new, general more meaningful model of the inter-turn short circuit 

on magnetically coupled devices. 

 Implementing the general model of the inter-turn short circuit winding on the IM 

to develop a more advance and valid model of the IM under stator damage inter-

turn short circuit. 

 Deduction of the SS representation of the faulty model [34] and the discovery of its 

decoupling characteristics in the flux-linkage notation, which make it the simplest 

model in the literature and useful for FD in the incipient stage. 

 Develop state-of-the-art driver that overcomes all the particular drawbacks of DTC 

for the healthy IM with the target of implementing the FD study on it. 
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 Establish a deep understanding and analysis of the phenomena and influences of 

the stator ITSC of an IM on the DTC driver operation. 

 Adapt and implement a FD technique based on the monitoring of the off-diagonal 

term of the sequence components impedance matrix 

1.4.2 Condition Monitoring and Performance Enhancement of the Power 

Electronics on the Energy Conversion Chain 

The contributions in this part of the dissertation are the developing a general and 

enhanced methodology for the design of the passive components of an active regenerative 

rectifier (ARR). For the L-filter, the design strategy developed is based on two techniques: 

the current area error in the time domain, considering the modulation strategy, and the high-

order current harmonics in the frequency domain. The dc-link capacitor design procedure 

is based on the dc-link voltage ripple. Additionally, a non-linear deadbeat type predictive 

controller for the ARR was developed. This technique is based on the optimum voltage 

vector computation (OVC) of the voltage source converter (VSC) for direct current control 

(DCC), to provide fast dynamic, high-performance and parameter independency.  

Regarding the condition monitoring on new semiconductor devices, the contributions 

are an extensive study to evaluate the breakdown mechanisms in gallium nitride (GaN) 

high electron mobility transistors (HEMT). A comprehensive physics-based model of a 

common HEMT was developed providing the base comparison to conduct different 

material and geometric investigations. A theoretical analysis of the FP effects on the 

HEMT is carried out by modeling the electric fields inside the structure. The electric field 

model is deduced by solving the potential in the heterostructure, which should satisfy the 

Poisson equation. The developed comprehensive physics-based model of a common 
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HEMT provided the base comparison to conduct two analyses: 1) a reduction of the silicon 

substrate and 2) the addition of different FPs. The electric field distribution across the 

source, gate, and drain is analyzed for each geometric case in order to determine the 

breakdown voltage origin as well as their I-V characteristic curves. 

 Dissertation Organization 

This dissertation is organized as follows: 

Chapter 2 will present the overview of the electrical machines with a special reference 

to three-phase squirrel-cage induction machines (SCIM), their benefits, drawbacks, 

classification, applications, starting techniques and failures. Based on their applications, 

the electric power drive-train is also studied from the point of view of power electronics 

theory. However, a prior selection of the power electronic topologies is performed. Thus, 

one of the purposes of this chapter is to illustrate, in an organized way, the topics covered 

in this book and their purposes. Here a perspective point of view from the general aspect 

to the concrete research developed during this dissertation will be given. Finally, we 

introduce all the necessary mathematical tools for the understanding of the analytical 

developments during this dissertation. Thus, a variable nomenclature convention is 

proposed and used throughout the book for any mathematical development. Additionally, 

a set of transformations, used in three-phase power systems to convert them from three 

components to two, is presented.  

The following 3 chapters will provide a detailed overview of the applications and the 

different parts that constitute the powertrain for electric machine drives. Chapter 3 

introduces the design and control of an active regenerative rectifier in the drivetrain. The 

applications are twofold: industry and transportation. This power electronic converter is 
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typically a previous stage of the inverter drive for the electrical machine. It is utilized to 

convert the ac power into dc power, thus, dc voltage can be supplied with no reactive power 

consumption (power unity factor) and low current harmonic content in the mains. The 

design of dc-dc converters in the drivetrain is investigated in Chapter 4 to reduce the 

radiated electromagnetic interference (EMI). This chapter investigates the effect of 

components’ placement on the radiated emissions of the printed circuit board (PCB) of dc-

dc power converters.  The main goal of this chapter is to find the best position and 

orientation for the passive components on the PCB to minimize the EMI at a specific 

location on the board. The optimum design for the location and orientation of the 

components on the PCB is achieved by Genetic Algorithms (GA) optimization. In Chapter 

5, the induction machine drive is selected, investigated and improved to enhance the drive 

performance in both applications: industrial and electric vehicle. In this chapter a torque 

controller that integrates the advantages of Fuzzy Logic Controller (FLC) and predictive 

control is proposed. The FLC helps in the reduction of the torque ripple with significant 

decrement of the parameters’ dependency and limitation of the inrush current. The 

predictive control technique aims in the improvement of the performance at both starting 

condition and low-speed operation. In this approach, the FLC rules are based on a 

predictive DTC (P-DTC), where the main idea is to observe the non-perpendicular 

quadrants formed by the two lines of constant torque and constant stator flux magnitude 

drawn in the complex vector plane (CVP) of the voltage source inverter (VSI) or voltage 

 .plane ߚߙ

Chapter 6 and Chapter 7 present the modelling of the IM with stator inter-turn short-

circuit. In Chapter 6, the simplest state-space (SS) representation for the IM with stator 
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winding fault is derived following the model in [36], and a study seeking faulty signatures 

is performed. The benefits of this model lie in the characteristic that can be represented and 

separated in two modes: “Common Mode” (CM) and “Differential Mode” (DM). The 

common mode indicates the healthy behavior of the IM. The differential mode represents 

the faulty component of the ITSC. This decoupling is achieved because the model is based 

on the flux-linkages space-vector. In the search for fault signatures, the complex vector 

(CV), operational and the steady state equivalent circuits (ECs) for the faulty IM are 

developed. 

 A general study for the ITSC modelling in magnetically coupled circuits and its general 

parameter estimation is presented in detail in Chapter 7.  The proposed analysis is based 

on the fact that the faulty winding can be modelled as a step-down autotransformer circuit 

and thus, fulfills the SS representation of a faulty magnetically coupled circuit. Also, 

general equations for estimating the faulty leakage inductances are presented. A case of 

ITSC study is presented: three-phase squirrel-cage induction machine.  A more rigorous 

and meaningful approach to the faulty stator leakage inductances to construct a dynamic 

model for the three-phase squirrel-cage IM with ITSC is proposed. The faulty model is 

developed in detail and expressed in complex-vector (CV) notation. The SS representation 

is developed based on the flux-linkage space-vector. The CV operational and steady-state 

symmetric component equivalent circuits (ECs) are deduced from the faulty model for FDI 

purposes. 

The Chapter 8 presents an investigation of a three-phase squirrel-cage induction 

machine (IM) with inter-turn short-circuit (ITSC) fault driven by Direct Torque Control 

(DTC). DTC is the most typical driver for controlling IM’s electromagnetic torque and 
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stator flux-linkage amplitude in industrial applications. Also, DTC has been classified as a 

non-linear hysteresis-based predictive controller. Two dynamic models in its state-space 

(SS) representation are used for the analysis. The first one uses the flux-linkages and the 

second one uses currents as state-variable. The advent of these models is to provide flux-

linkages and currents vectors information to analytically calculate the angle difference 

between the trajectories of constant torque and constant stator flux amplitude, expressed as 

a function of the (αβ) inverter voltage components. The main goal in this article is to 

investigate the impacts of the stator ITSC of an IM on the normal operation of DTC. The 

ITSC effects are twofold: DTC-observable and not observable. The former ones are visible 

in the DTC measured or estimated signals while the latter are hidden or invisible to the 

DTC operation. This categorization is exploited in the identification of the DTC reaction 

to the ITSC and in the computation of estimated errors. DTC reaction will be to compensate 

the observable effects of the ITSC until its limit, however its natural robustness stability 

will tolerate the invisible consequences of the ITSC. Analytical development of the 

estimated mismatch are performed based on the mathematical models while the DTC 

reactions are analyzed based on its standard heuristic derivation and non-linear control 

theory. An easy-use circuit simulation block unit for the IM under ITSC was developed 

based on Norton’s circuit. Its simplicity allows its use in educative environment and its 

versatility permits researchers not to concern on the complex mathematics behind the faulty 

IM. Simulation and experimental results are conducted for the dissymmetric IM driven by 

DTC to observe the limits of the controller and to corroborate their theoretical visible and 

not-visible impacts which in future research could be utilized for ITSC fault detection. 

In Chapter 9, the FD procedure presented in [35], which was implemented for the DOL 
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IM, is modified to be suited for an inverted-fed IM driven by classical DTC. The FD is 

based on the monitoring of the off-diagonal term of the Sequence Components (SCs) 

impedance matrix. Its advantages are that it is independent of the IM parameters, it is 

immune to the sensors’ errors, it requires a small learning stage, compared with NN, and it 

is not intrusive. Some challenges in the signal processing implementation are found for the 

afore-stated technique, however, its results are promising. Simulation and experimental 

results demonstrate that the technique is able to detect an ITSC fault on the onset (low fault 

severity factor). 

Chapter 10 studies the mechanisms to increase the voltage breakdown on wide band gap 

semiconductor devices, mainly GaN based devices. For that purpose a model of the electric 

field was mathematically formulated when the device includes a field plate solution. A 

physics based-model of the GaN device was developed for its study and thus, investigate 

the breakdown voltage mechanism inside this type of devices. 

 The conclusions, contributions, and the recommendation for future work are 

summarized in Chapter 11. This chapter provides general discussion of the results and 

outcomes of this dissertation as well as presenting some suggestion and recommendations 

for further research and activities related to its topic. 
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 Introduction 

This chapter gives an overview of the electrical machines with a special reference to 

three-phase squirrel-cage induction machines (SCIM), their benefits, drawbacks, 

classification, applications, starting techniques and failures. Based on their applications, 

the energy conversion chain or electric power drive-train is also studied from the point of 

view of power electronics theory. However, a prior selection of the power electronic 

topologies is performed. Thus, one of the purposes of this chapter is to illustrate, in an 

organized way, the topics covered in this dissertation and their purposes. Here, a 

perspective point of view from the general aspect (overall) to the concrete research 

(specific) will be given. In this chapter, it is also introduced all the necessary mathematical 

tools for the analytical developments during this Phd. book. Thus, a nomenclature 

convention for the variables is proposed and used in this book. Additionally, a set of 

transformations, used in three-phase power system to convert it from three components to 

two, is presented. 

 Electric Machine Selection 

Among the complete vast range of rotating electrical machines, three-phase SCIM are 

widely used in a variety of applications as a means to convert electric to mechanical power. 

It is without a doubt the “workhorse” in industry application due to its many advantages, 

as shown in Table 2-1. 
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Table 2-1 Induction Machine Advantages and Drawbacks. 

Advantages Drawbacks 
 High efficiency over a wide range of speeds. 
 Low cost: It is one of the least expensive machines. 
 Low maintenance: Very little maintenance is 

required.  
 It is robust and sturdy:  It can operate in a wide 

range of industrial conditions.  
 The construction is simple and rugged:  It does not 

have accessories, such as brushes, slip rings or 
commutators. 

 It does not require any complex circuit for starting: 
It is self-starting. 

 It can be operated in hazardous environments and 
even under water, as it does not produce sparks, 
unlike dc motors. 

 Durability: This results in the motor running for 
many years with no cost and maintenance. 

 Speed control in induction motors is difficult but 
due to the advance in power electronics, variable 
frequency drives are used in industries for speed 
control nowadays.  

 At low loads, the power factor drops to very low 
values. 

 Efficiency drops at low loads: This is because the 
low power factor causes a higher current to be 
drawn. This results in higher copper losses. 

 Poor starting torque:  it has notoriously low starting 
torque.  Hence, it cannot be used for application, 
such as traction and in lifting loads.  Slip ring 
induction motors can be made to produce good 
starting torque by adding resistors to the rotor 
windings. 

 

  

 Also, its drawbacks are in Table 2-1. Most of these drawbacks are fixed by closed-loop 

vector controllers, as it is studied in the next chapters. Close loop controllers increase the 

cost of the drive but keep a good cost-effective relationship for high-performance 

applications.  In this sense, they are becoming more important every day due to the essential 

role that they are playing in our life development areas, such as: commercial, industrial, 

residential, transportation and military.  

2.2.1 Induction Machine Applications 

Many SCIM are available in the market to meet the demand of the several industrial 

applications and various starting and running condition requirements. They are classified 

according to the class and depending on it, they have different applications: 

- Class A motors (normal starting torque, normal starting current, normal slip): The 

most popular class with applications such as fans, blowers, centrifugal pumps, 

compressors, conveyors, etc. 
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- Class B motors (normal starting torque, low starting current, normal slip): The 

applications are basically the same as that of Class A motors: large fans, machine 

tools applications, machines for driving electric generators, centrifugal pumps, etc. 

- Class C motors (high starting torque, low starting current, normal slip): Class C 

motors are generally the double squirrel cage type. They are used for crushers, 

compression pumps, reciprocating pumps, large refrigerators, textile machinery, 

wood working equipment, etc. 

- Class D motors (high starting torque, low starting current, high slip): These motors 

are used where extremely high starting torque is required, e.g. bulldozers, shearing 

machines, foundry equipment, punch presses, stamping machines, metal drawing 

equipment, laundry equipment, die stamping machines, etc. 

- Class E and F motors (low starting torque, normal starting current, low and normal 

slip): not many applications. 

Another way to categorize the induction machine (IM) applications is depending of 

their required performance:  

a) Low-performance applications: These are applications where the IM is connected 

directly to the mains (DOL), equally named grid-connected IM, or through an 

inverter (inverter-fed) driven by an open loop controller: 

- fans 

- pumps 

- conveyors 

- mixers 

- centrifuges 
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b) High-performance applications: These applications are inverted-fed IM managed 

by a close loop controller. In this case, the application requires high-performance 

motion control and traction system, such as: 

- hoists 

- elevators 

- winding process 

- material handling 

- hybrid and electric vehicles 

- the modern railway system 

- diesel-electric ships  

- rolling steel mills   

The trend of the IM applications is moving towards the high-performance speed and 

torque response, where close loop controllers are essential for functioning. In this sense, 

this dissertation follows that trend and focuses the investigations in two specific 

applications: 

- High-performance industrial applications. 

- Transportation electrification applications, such as electric vehicles (EV), 

hybrid EV (HEV), etc. 

2.2.2 Induction Machine Connections-Drives Classification 

In all applications, the IM can be connected in two main ways, as aforementioned, 

which of course also defines the starter strategy (see Table 2-2). If the IM is attached to a 

transformer which is connected to the utility grid, then it is named DOL IM or “grid-

connected IM.” On the other hand, if the IM is started through a power electronic stage, 
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then it is called “inverter-fed” [37]. Take into consideration that a modified IM can act as 

a generator. In this situation, the IM will be connected through a rectifier. This case it is 

not analyzed in this dissertation. 

Table 2-2 Induction Machine connection-drives classification. 
IM Connection-Drives 

Inverter-fed DOL 

Controlled Starter 
Uncontrolled 

Starter 
Uncontrolled 

Starter 

Close Loop Control 
Open Loop 

Control No control No control 
Vector Control Scalar Control Scalar Control 

 Control of IM with impressed 
currents 

 Stator Field Oriented Control (FOC) 
 Rotor-Field Oriented Control (RFOC) 
 Magnetizing Field Oriented Control 

(MFOC) 
 Indirect Rotor Field-Oriented Control 

(IRFOC) 
 Direct Torque Control (DTC) 
 Direct-Self Control (DSC) 
 Artificial-intelligence (AI) based 

vector controllers 
 Predictive Direct Torque Control (P-

DTC) 
 Any variation and combination of AI 

and vector controllers 
a) Fuzzy-DTC 
b) Fuzzy-Predictive DTC (FP-

DTC) 

 Constant-Slip 
current control  

 Scalar torque 
control 

 Close loop scalar 
speed control 

 

 Constant 
Volts-per-
Hertz or volt-
frequency 
(VF) control 

 Using 
Modulatio
n SPWM 
or SVM. 

 Using a 
transforme
r to supply 
the ac 
power 
source. 

 

Explanations of Table 2-2 are as follows: 

a) DOL or Grid-connected: The IM is directly connected to the grid or any ac power 

source, as shown in Figure 2.1 In this situation, the IM is uncontrolled and it is 

started with full rated voltage and the currents can reach five times the rated values 

(inrush current). To limit this, starter like star-delta with an autotransformer is used. 

The autotransformer uses voltage steps of 40, 60 and 75% of the rated voltage.  The 

problem here is the reduction of the starting torque which is proportional to the 

square of the applied voltage [17], [18]. 
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b) Inverter-fed: The IM is connected to a power electronic converter. The most 

common is a two-level three-phase voltage source inverter (VSI). There are two 

possibilities: uncontrolled and controlled starter: 

i) Uncontrolled starter: No control. In this case the realization of a three-phase 

voltage source is performed by a fast switching squared waves achieved by 

means of the VSI. It does not require any sensor. 

ii) Controlled starter which can be open loop and close loop: 

(1) Open-loop controller: The IM machine is connected through a power 

electronic converter, typically VSI, as depicted in the block diagram of 

Figure 2.2. The control by preference in an open-loop system is Constant 

volts-per-hertz or volt-frequency (VF) control: It is a scalar controller and 

perhaps the simplest and least expensive control. This is a speed control 

strategy based on the torque-speed characteristic and in the phase-voltage 

equation of an IM [14], [18]. It requires a speed sensor but there is no 

feedback. It requires a modulation strategy. 

(2) Closed-loop (CL) controller: The IM machine is connected through a power 

electronic converter, normally the same as in the open-loop controller but 

in this situation sensors and feedback connection is needed for the control 

purposes as in Figure 2.3. There are two main types:  

(a) Scalar control: The CL control types are [38]: 

(i)  Constant-Slip current control which requires current phase 

feedback. It needs two sensors (current and speed), a speed 

proportional-integral (PI) controller and a modulation strategy. 
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(ii) Scalar torque control: It is typical for winder drives, which are very 

common in the textile, paper, steel, plastic, or rubber manufacturing 

industries. It needs two sensors (current and speed). 

(iii) Closed-loop scalar speed control: The speed is compared with the 

reference. The error is applied to a slip controller, usually a PI. The 

output of this control is added to the speed measurement to obtain 

the synchronous speed which goes to a voltage controller. 

(b) Vector control: The most common vector controllers are as mentioned 

in Table 2-2. For more information, refer to [39], [40]. The vector 

controllers can be also categorized as quadrature control and slip control 

[41]. 

 

Variables Meaning Variable 

ݔ ௦௫ whereݒ ൌ ሼܽ, ܾ, ܿሽ 
Per-phase grid or IM stator voltage. The subscript s comes from stator. It 
could also be g from grid. The important element is the IM. The subscript 
x refers to the phase. 

݅௦௫ where ݔ ൌ ሼܽ, ܾ, ܿሽ Per-phase grid or IM stator current. Same as stator voltages. 

߱௠ 
IM mechanical speed of the rotor. The subscript m comes from 
mechanical. Also can be set as r from rotor. 

Figure 2.1 DOL or Grid-connected IM topology 
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Variables Meaning Variable 

஽ܸ஼ Dc link capacitor voltage. The subscript DC refers to the DC link. 
݅௜௡௩ Input current in the inverter. The subscript inv refers to the inverter. 

ݔ ௜௫ whereݐ ൌ ሼܽ, ܾ, ܿሽ 

Square signal pulses, a time-dependent signal.  The on-off commands for the 
power semiconductor devices in this case, Insulate Gate Bipolar Transistors 
(IGBT). These signals also originate their complementary ݐ௜̅௫ for the bottom 
switching devices. The subscript i refers to inverter. 

	݀௜௫ where ݔ ൌ ሼܽ, ܾ, ܿሽ Duty cycle value as input of the modulation strategy.  Same as ݐ௜௫. 
 
Figure 2.2  Inverter-fed induction machine topology driven by open-loop control 
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Variables Meaning Variable 
ሾ࢙࢏ሿ ൌ ሾ݅௦௔	݅௦௕ ݅௦௖ሿ௧ Space-vector of the IM stator current. 

Figure 2.3 Inverter-fed induction machine topology driven by closed-loop control 

 
2.2.3 Selected Induction Machine Applications and Full Topologies 

The selected application were mentioned before and here their complete topology it is 

presented in block diagrams as it is going to be studied over the dissertation. During this 
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dissertation the topics of this complete topology will be studied separately as per simplicity 

approach to each of them. 

2.2.3.1 High-performance Industrial Applications Energy Conversion Chain 

In industrial applications, the connection of an IM is as stipulated in the previous 

subsection. In the past several decades, the price reduction of microprocessor, power 

semiconductor devices and their drives have allowed the cost-effective production of close-

loop vector drivers. Therefore, the majority of recent IM applications are able to have high-

performance motion and traction control, increasing the operative range of the IM and 

diminishing its drawbacks. Thus, in the case of the high-performance industrial application 

energy conversion chain we will refer to Figure 2.4, where four main components are 

remarked: 

1. AC grid or source. 

2. Controlled active regenerative rectifier (ARR): It is selected because of its 

bidirectional capabilities. With the ARR, it is possible to feed the machine 

drive and to perform power factor correction, current harmonic reduction 

and reactive power compensation. 

3. Inverter motor drive with CL controller. 

4. Mechanical Load. 

2.2.3.2 Transportation Electrification Applications (Hybrid and/or Electric 

Vehicles) Powertrain 

Figure 2.5 shows the detailed block diagram of an IM drive for an electric vehicle (EV). 

The EV is a slightly more complicated topology than the industrial applications, as it has 

two modes of operation: 
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1. Driving or propulsion mode: In this case the battery is supplying the 

machine drive to move the EV. 

2. Charging mode: In this situation the EV is stand-still, unless it has dynamic 

wireless power transfer, and it is connected to the grid. 

  The two cases are depicted in Figure 2.5 and the topology is composed of: 

1. AC grid. 

2. Controlled ARR. 

3. DC-DC converter: It can be bidirectional or unidirectional depending on the 

application and the capabilities towards the grid. 

4. Inverter motor drive with CL controller. 

5. Mechanical Load.
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Variables Meaning Variable 
ݔ ௚௫ whereݒ ൌ ሼܽ, ܾ, ܿሽ Per-phase ac grid voltage. The subscript g comes from grid. The subscript x refers to the phase. 
݅௚௫ where ݔ ൌ ሼܽ, ܾ, ܿሽ Per-phase ac grid current. Same as grid voltages. 
ݔ ௖௫ whereݒ ൌ ሼܽ, ܾ, ܿሽ Per-phase converter voltage. The subscript c comes from converter. The subscript x refers to the phase. 

݅௥௘௖ DC output current in the rectifier. The subscript rec refers to the rectifier. 

ݔ ௥௫ whereݐ ൌ ሼܽ, ܾ, ܿሽ 
Square signal pulses, a time-dependent signal.  The on-off commands for the power semiconductor devices in this case 
Insulate Gate Bipolar Transistors (IGBT). These signals also originate their complementary ݐ௥̅௫ for the bottom switching 
devices. The subscript r refers to rectifier. 

	݀௥௫ where ݔ ൌ ሼܽ, ܾ, ܿሽ Duty cycle value as input of the modulation strategy. The subscript r refers to rectifier. 

Figure 2.4  Complete and detailed schematic of the controlled induction machine drive for industry applications. 
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Variables Meaning Variable 

஽ܸ஼ோ DC link capacitor voltage in the rectifier. The subscript DC refers to DC link and R refers to rectifier. 

஽ܸ஼ூ DC link capacitor voltage in the inverter. The subscript DC refers to DC link and R refers to inverter. 
݅ௗ௖ଵ Current in the terminal 1 of the dc-dc converter. The subscript dc refers to the dc-dc converter and 1 refers to the terminal. 
݅ௗ௖ଶ Current in the terminal 2 of the dc-dc converter. Same as before. 

௕ܸ Battery voltage. The subscript b refers to the battery. 
݅௕ Battery current. In discharge mode. The subscript b refers to the battery. 
 .ௗ௖  Square signal pulses, a time dependent signal. The subscript dc refers to dc-dc converterݐ
	݀ௗ௖  Duty cycle value as input of the modulation strategy. The subscript dc refers to dc-dc converter. 
 .Switch that change the mode of the dc-dc converter ݓݏ

Figure 2.5  Complete and detailed schematic of the controlled IM drive for transportation electrification applications.
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2.2.4 Induction Machine Failures Categorization 

The main goal of this dissertation is too study, develop and provide strategies to detect 

and identify faulty behavior on an induction machine drive. The main component in a 

machine drive is the electrical machine which in our situation is the SCIM. The 

identification of faults in an IM is a paramount topic in industry applications as IM is the 

workhorse motor.  A failure of the IM may result in several consequences and in the worst-

case scenario if an incipient fault is left undetected, it can develop into catastrophic failures. 

Some of the worst-case scenarios are: 

 Costly repairs if the fault reach a level where it is irreversible: damage to the 

stator winding or core. 

 Motor outage time and therefore significant financial loss because of 

unscheduled downtime in industrial plants.  

 Unexpected disaster that can cause safety hazards in transportation 

electrification applications 

Electrical machines and drive systems often have several types of faults. These faults 

are caused by the combination of two main stresses: internal and external stresses [8], [23], 

[42]. The classification of the causes of faults in induction machines are shown in Table 

2-3. 
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Table 2-3 Classification of the Causes of Faults in Induction Machines 
CAUSES OF FAULTS IN IM 

External Internal 

E
le

ct
ri

ca
l 

 Unbalanced power supply: voltage or current. 
 Voltage or current fluctuations: under and over voltage 

and current. 
 Earth fault or grounding. 
 Noisy network. 
 Improper or abnormal connections of stator windings. 
 Frequent starting 
 Frequent transients 
 Poor voltage regulation 
 Electrical construction defects on the windings, 

connectors, insulation or coating problems, wrong 
winding tiding, etc. 

 If inverter-fed:  
(1) Failure on the power electronic components of the 
drive.  
(2) PWM inverter induce surges in the presence of 
substantial long cable length between the motor and 
its drive. 

E
le

ct
ri

ca
l 

Electrical stresses in their stator and 
rotor coils by: 
 Insulation degradation. 
 Aging of the winding. 
 

M
ec

ha
ni

ca
l 

 Dynamic movement causes misalignment. 
 Accumulation of assembly may cause mass unbalance. 
 Tolerances may cause mass unbalance. 
 Non-homogeneous materials may cause mass unbalance. 
 Operational – uneven build-up of product causes mass 

unbalance. 
 Erosion of rotor material causes mass unbalance. 
 Assembly fault in general. 
 Frequently mechanical overload. 
 Oscillating load. 
 Improper load coupling or installation defects. 
 Gearbox failures. 
 Stalling 
 Mechanical construction defects on machine. 
 Human error at the installation, use or operation:  

(1) Lack of appropriate standards and specifications.  
(2) Poor tolerances and poor methods cause 
misalignment. 
(3) Good methods, but bad practices causes 
misalignment. 
(4) Lack of understanding of the precision process.  
(5) Mis-diagnosis with unbalance or looseness 
(6) Poor attention to assembly may cause mass 
unbalance. 
(7) Improper installation of the bearings. 
(8) Inadequate lubrication of the bearings. 
(9) Restricted ventilation

M
ec

ha
ni

ca
l 

 Asymmetric constructions of the 
air-gaps, rotor’s cage, etc. 

 Coil and sheet steel motion in the 
stator and/or rotor. 

 Foundation defect in its 
construction. 

T
he

rm
al

 

 Failure of the cooling system. 

E
nv

ir
on

m
en

ta
l  High ambient temperatures 

 High moisture or damp. 
 Corrosive environments 
 Dusty and dirty medium  
 Oil surroundings 

 Water intrusion  M
ag

n
et

ic
 

 Magnetic stresses in the magnetic 
circuits degradation and aging. 
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Table 2-4 Categorization of the Faults in an Induction Machine 

Internal Faults in IM

E
le

ct
ri

ca
l 

Stator Rotor 
 Phase opening: broken turn of the coils for the IM 

stator. 
 Short-circuit on the winding: Typically, it is due 

to problems in the winding insulation. When the 
short-circuit is not in the full phase, it is called 
inter-turn short-circuit and there are three types: 

(1) within the same phase 
(2) between two phases 
(3) between one phase and the stator frame 

 Phase opening 
(1) Broken turn of the coils for wound rotor 

machines 
(2) Bar breakage for squirrel-cage machines 
(3) Broken end-ring for squirrel-cage machines 

 Short-circuit on the winding: It is the loss of the 
insulation on the coils for wound rotor machines. 

M
ec

ha
ni

ca
l  Bearing failure: it is not a significant source of vibration until quite advanced stages of failure are reached. 

 Air-gap eccentricity: They cause unbalanced magnetic pull (UMP). This radial force is the main reason 
for the noise in electrical machines. There are three categories: 

(1) Dynamic 
(2) Static 
(3) Combined 

M
ag

n
et

ic
  Demagnetization of the magnetic materials in the stator or rotor. 

 Broken, cracked, or deteriorated magnetic material. 

External Faults in IM

E
le

ct
ri

ca
l 

Stator
 Phase opening: The opening is usually caused by a bad fuse, bad connection, an open contactor or a 

broken power line. 
 Short-circuit on the winding: complete short circuit of the winding. It can be: 

(1) between two phases 
(2) between one phase and the ground 

 Causes: they can be part of the external failures, such us: 
(1) Unsymmetrical mains supply. 
(2) Voltage or current fluctuations: under and over voltage and current. 
(3) Earth fault or grounding. 
(4) Improper or abnormal connections of stator windings. 
(5) If inverter-fed:  

(a) Failure on the power electronic components of the drive.  
(b) PWM inverter induce surges in the presence of substantial long cable length between the motor 
and its drive. 

M
ec

ha
ni

ca
l 

 Misalignment: It is universally recognized as the leading contributor to machinery failure.   
 Mass unbalance: It is arguably the next most significant contributor to premature machine failure.  
 Bent shaft (akin to dynamic eccentricity): It can result in a rub between the rotor and stator, causing 

serious damage to stator core and windings. 
 Looseness: It may be considered as parts are not fitting tightly together. 
 Blocked Rotor: the load or the mechanical coupling is blocked or braked. 
 Fan Problems: damaged fan impellers. Ten to increase the temperature in the machine. 
 Resonance: It is a condition which occurs when a machine forcing frequency (related to rotational 

speed) becomes coincident with, or close to, the natural frequency of a machine component or 
appendage. This is a mix of internal and external fault. 

 Causes: they can be part of the external failures, such us: 
(1) Mechanical overload 
(2) Underload 
(3) Load failure 
(4) Gearbox or coupling failure 
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Also, the faults in an electrical machine can be categorized into two groups: internal 

and external. In this dissertation, we concentrate on the internal faults, as the external ones 

are the same as their external causes and normally they are easy to detect, identify and 

sometimes to fix due to their external nature. In the case of internal failures, internal and 

external stresses exert an influence on the fault, which are not observable at the naked eye 

and therefore are more challenging to detect and identify. 

The categorization of the faults in an electrical machine is in Table 2-4. 

After observing the vast universe of causes and faults in an IM, it is necessary to 

determine the importance or the recurrence of these types of faults. Under Electric Power 

Research Institute (EPRI) sponsorship, a study was conducted by General Electric 

Company on the basis of the report of the motor manufacturer. As per their report, the main 

motor faults are presented in Table 2-5 [42]. 

Table 2-5 Fault Occurrence Possibility on Induction Motors. 
Studied by Bearing Fault (%) Stator Fault (%) Rotor Fault (%) Others (%) 

IEEE 42 28 8 22 

EPRI 41 36 9 14 

 

Therefore, it can be seen that stator faults are the second most prone failures to happen 

and for these reason we have selected these faults for its study. Among the failures that can 

occur in the stator, we choose to work with incipient inter-turn short-circuits faults in one 

phase, for several reasons: 

1) Inter-turn short circuits (ITSC) within the same phase are the most fundamental, 

common and probable among all the types of short-circuits that can develop in the 

stator winding.  
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2) If they left undetected, they develop into phase-to-phase or phase-to-ground faults. 

Therefore, its study is priority. 

3) In difference with other types of faults (Table 2-4) they are considered one of the 

most difficult failures to detect in its embryonic or incipient stage due to their subtle 

effects under this situation, mechanical load variations, power supply unbalances 

and manufacturing/construction imperfections within the machine itself.  

 Power Electronic Topology Selection 

From the two cases of study in Figure 2.4 and Figure 2.5, it can be noticed that there 

are two power electronics topologies: 

a) Active regenerative rectifier (in both cases, see Figure 2.6): The studied case is a 

bidirectional two-level three-phase active rectifier, also known as a synchronous 

rectifier (Figure 2.7).  The next chapter will be dedicated to the following topics of 

the ARR: 

i) Mathematical modelling. 

ii) Design of the passive components. 

iii) Control by means of non-linear predictive techniques. 

b) DC-DC converter: It is investigated a Cuk converter, which has unidirectional 

capabilities (Figure 2.8). In this section the printed circuit board (PCB) design for 

electromagnetic interference reduction by means of Physics-Based Modelling 

(PBM) by Finite Element Analysis (FEA) is studied.  

In this sense, a chapter per topology is dedicated with the complete contributions on 

these matters. 



 

40 

 

 

Variables Meaning Variable 
݅௢ Load current. 

Signal Any signal that is measured and transform to any reference frame 
Ref The reference signal for the control purposes. 

Figure 2.6 Complete and detailed diagram of the controlled active regenerative rectifier 

 

Figure 2.7 Circuit schematic of the two-level three-phase voltage source inverter. 
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Variables Meaning Variable 

݅ௗ௖ଵ 
Current in the terminal 1 of the dc-dc converter. The subscript dc refers to the dc-dc 
converter and 1 refers to the terminal. 

݅ௗ௖ଶ Current in the terminal 2 of the dc-dc converter. Same as before. 

ௗܸ௖ଵ Voltage in the terminal 1 of the dc-dc converter. Same as before 

ௗܸ௖ଶ  Voltage in the terminal 2 of the dc-dc converter. Same as before. 

Figure 2.8 Circuit schematic of the Cuk DC-DC converter. 

 
 Nomenclature Convention 

Throughout the dissertation we will follow a similar IEEE notation convention for the 

mathematical variables, as in Table 2-6. 

Table 2-6 Variables Notation Convention. 
Type of variables Variable case Subscript case Example 
Continues time dependent signal. Lowercase italic Lowercase italic ݒ௚௫ሺݐሻ ൌ  ௚௫ݒ

Continues time dependent signal and 
small signal (similar as previous case) 

Lowercase italic 
Lowercase italic 
+ underscore ss 
or ripple 

 ௗ௖_௥௜௣௣௟௘ݒ ௗ௖_௦௦ orݒ

DC signal component or average over a 
period ௦ܶ. 

Uppercase italic Uppercase italic 
஽ܸ஼  or ܸீ ௑ ൌ 〈ሻݐ௚௫ሺݒ〉 ೞ்

 

〈ሻݐ௚௫ሺݒ〉 ೞ்
ൌ
1

௦ܶ
න ௚௫ሺ߬ሻ݀߬ݒ
௧ା ೞ்

௧
 

Peak amplitude of a time dependent 
signal. In general scalar variables. 
Typically the peak of a periodic signal. 

Uppercase italic Lowercase italic ௚ܸ or ห തܸ௚ห 

Peak or maximum transient value of a 
signal different from its maximum 
periodic value at permanent regime 
(Design purposes) 

Uppercase italic 
Lowercase italic 
+ underscore pk 
or max 

௚ܸ_௣௞ or ௚ܸ_௠௔௫ 

RMS value of a time dependent signal 
or phasor. 

Uppercase italic 
with virgulilla. 

Lowercase italic 

෨ܸ௚ 

෨ܸ௚ ൌ ඨ
1

௦ܶ
න ௚௫ሺ߬ሻ݀߬ݒ
௧ା ೞ்

௧
 

Continuous total signal, sum of Time 
dependent signal and dc component. 
The time dependent can be small or 
large signal. 

Lowercase italic Uppercase italic ݅஽஼ ൌ ஽஼ܫ ൅ ݅ௗ௖ 

State-Space vector o Space-Vector in 
matrix form. 

Lowercase italic 
bold with 
brackets 

Lowercase italic 
and bold ൣࢍ࢜൧ ൌ ௚௖൧ݒ	௚௕ݒ	௚௔ݒൣ

௧
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Matrix for the SS model 
Uppercase italic  
bold with 
brackets 

Lowercase italic 
and bold ሾࣅ࡮ᇱሿ ൌ ቂ1 0 0 0 0

0 1 0 0 0
ቃ
௧
 

Space-Vector in complex vector 
notation for any reference frame. In 
general vector variables. They are time 
dependent. These variables are 
composed of different components, 
typically 2. 

Lowercase italic 
bold. 
Sometimes 
reference 
frames have 
superscripts. 

Lowercase italic 
and bold 

ࢍ࢜ ൌ ௚ఈݒ ൅ ௚ఉݒ݆

ࢍ࢜ ൌ หࢍ࢜ห݁
௝൫ఠ௧	ା	ఏ೒൯	

ࢍ࢜ ൌ ௝ఠ௧݁ࢍഥ࢜
 

௚ఈݒ ൌ ௚ܸఈ cos൫߱ݐ	 ൅  ௚ఈ൯ߠ	
௚ఉݒ ൌ ௚ܸఉ sin൫߱ݐ	 ൅  ௚ఉ൯ߠ	

Space-Phasor is the space-vector in 
phasor notation, magnitude and angle. 
They are still time dependent. This 
Space-phasor can be related to the 
Sequence components which are 
phasor in frequency domain. 

Lowercase italic 
bold with bar at 
the top 

Lowercase italic 
and bold 

ࢍ࢜ ൌ หࢍ࢜ห݁
௝ఏ೒	݁௝ఠ௧

หࢍ࢜ห ൌ ටݒ௚ఈଶ ൅ ௚ఉଶݒ

௚ߠ ൌ tanିଵ ቆ
௚ఉݒ
௚ఈݒ

ቇ

 

Discrete small signal or linear variation 
first order approximation. 

Delta symbol + 
lowercase italic 

Lowercase italic 
 ௚௫ሺ௞ሻ݅߂
 

Discrete time dependent signal Lowercase italic 
Lowercase italic 
+ k in 
parenthesis 

 ௚௫ሺ௞ሻݒ

Discrete complex SV 
Lowercase italic 
bold 

Lowercase italic 
+ k in 
parenthesis 

ሻ࢑ሺࢍ࢜ ൌ ௚ఈሺ௞ሻݒ ൅  ௚ఉሺ௞ሻݒ݆

Estimated variable 

It has a hat. The 
variable case 
and type 
depends on the 
variable. 

The subscript 
case and type 
depends on the 
variable. 

 .࢙࢜ is the estimated signal of ࢙ෝ࢜

Phasor (frequency domain) it 
represents a time domain, it is in steady 
state. 

Uppercase italic 
with bar at the 
top 

Lowercase italic 
തܸ௚ ൌ ห തܸ௚ห݁

௝థ೒	 ൌ ௚ܸ∠߶௚ 
௚ݒ ൌ ௚ܸ sinሺ߱ݐ ൅ ߶௚ሻ 

Scalar potential. 
Lower or 
Uppercase. 

Lowercase ߶ 

Vector potential or vector Field. 
Lower or 
Uppercase with 
arrow at the top. 

Lowercase AሬሬԦ 

 
 Reference Frame Theory and its Transformations  

A brief summary of the history of the reference frame transformation [14] is as follows: 

Since 1920, some approaches to electrical machine analysis had been introducing change 

or replacing of variables for its study.  R. H. Park introduced a transformation that 

eliminates all time varying inductances from the voltage equations of the synchronous 

machine.  In the late 1930, H. C. Stanley employ a change of variable to eliminate the time 

varying inductances creating factious stationary windings. G. Kron demonstrate that 

referring the variables to a reference frame rotating in synchronism with the rotation 
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magnetic field it can eliminate the position-time varying mutual inductances. This 

reference frame is referred as the synchronous reference frame (SRF). D. S. Brereton et al. 

also eliminates the time varying inductances by referring the stator variables to the 

reference frame in the rotor. This is the same as Park’s Transformation. However, all this 

transformations are contained in one general transformation that eliminates the time-

varying inductances referring the stator and rotor to a frame of reference that may rotate at 

any particular angular velocity or remain stationary: the arbitrary reference frame.  

The transformation matrix for the arbitrary reference frame is [14]: 

ሾ ௔ܶሿ ൌ ݇

ۏ
ێ
ێ
ێ
cosۍ ߠ cos ൬ߠ െ

ߨ2
3
൰ cos ൬ߠ ൅

ߨ2
3
൰

sin ߠ sin ൬ߠ െ
ߨ2
3
൰ sin ൬ߠ ൅

ߨ2
3
൰

݇ଷ ݇ଷ ݇ଷ ے
ۑ
ۑ
ۑ
ې

 (2.1) 

where ߱ ൌ ௗఏ

ௗ௧
 is the angular velocity, ߠ is the angular displacement of the arbitrary 

reference frame and ݇ is a multiplicative factor for the matrix whilst ݇ ଷ is for the third row. 

In [14], the value of ݇ ൌ ଶ

ଷ
  and ݇ଷ ൌ

ଵ

ଶ
 is however they can be differently assigned. For this 

case, the inverse transformation is as: 

ሾ ௔ܶሿିଵ ൌ

ۏ
ێ
ێ
ێ
ۍ

cos ߠ sin ߠ 1

cos ൬ߠ െ
ߨ2
3
൰ sin ൬ߠ െ

ߨ2
3
൰ 1

cos ൬ߠ ൅
ߨ2
3
൰ sin ൬ߠ ൅

ߨ2
3
൰ ے1

ۑ
ۑ
ۑ
ې

 (2.2) 

This transformation with the previous values of ݇ and ݇ଷ is power conservative or 

Hermitian.  
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Now, the commonly used reference frames used in the analysis of electric machine 

and power system components are: arbitrary, stationary, rotor and synchronous reference 

frames. In the Table 2-7 the reference frames are given. 

Notice from Figure 2.9 that this reference frame is has the quadrature axis pointing in 

the direction of the arbitrary reference frame and the direct axis is perpendicular with െగ

ଶ
 

rads. The axes ௦݂௔, ௦݂௕ and ௦݂௖ are the primitive coordinate system in abc and the subscript 

 refers to the stationary reference frame. Another, literature [43] has the direct axis ݏ

pointing in the direction of the reference frame and the quadrature axis at 
గ

ଶ
 rads. Thus, 

making reference to the names of the axes and easier to remember. However, this is matter 

of likes and it does not affect the results of the analysis.  

Table 2-7 Commonly use reference frames. 
Reference 

Frame 
Interpretation 

Notation 
Variables Transformation 

߱ 
Stationary Circuit variables referred to the arbitrary 

reference frame ௤݂ , ௗ݂ , ଴݂ ሾ ௔ܶሿ 

߱ ൌ ߱௦ ൌ 0 
Stationary Circuit variables referred to Stationary 

reference frame ௦݂௤, ௦݂ௗ, ௦݂଴ ሾ ௦ܶሿ 

߱ ൌ ߱௥ 
Stationary Circuit variables referred to rotor reference 

frame ௥݂௤, ௥݂ௗ, ௥݂଴ ሾ ௥ܶሿ 

߱ ൌ ߱௘ 
Stationary Circuit variables referred to synchronous 

reference frame ௘݂௤, ௘݂ௗ, ௘݂଴ ሾ ௘ܶሿ 
 

 

Figure 2.9 Transformation for stationary circuits portrayed by trigonometric 
relationships. 
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The transformation of variables associated with the stationary circuits to a stationary 

reference frame was developed by E. Clarke [44] and it is the one used in the whole book 

for the ARR and the induction machine analysis.  Nevertheless, some of the IM analysis 

we adopt the [14] nomenclature.  Thus, taking  ߠ ൌ ௦ߠ ൌ 0 and using the axes 

nomenclature as [43] and its value of ݇ ൌ ටଶ

ଷ
, the stationary reference frame transformation 

can be shown as in (2.3). Using ݇ଷ ൌ
ଵ

√ଶ
 the transformation is also power conservative. 

ሾ ௦ܶሿ ൌ ඨ
2
3

ۏ
ێ
ێ
ێ
ۍ 1 െ

1
2

െ
1
2

0
√3
2

െ
√3
2

݇ଷ ݇ଷ ݇ଷ ے
ۑ
ۑ
ۑ
ې

 (2.3) 

Its inverse can be written as: 

ሾ ௦ܶሿିଵ ൌ ඨ
2
3

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ 1 0

1
2݇ଷ

െ
1
2

√3
2

1
2݇ଷ

െ
1
2

െ
√3
2

1
2݇ଷے

ۑ
ۑ
ۑ
ۑ
ۑ
ې

 (2.4) 

However, all the book analyses is considering three-phase star connections, then the 

transformation can be simplified to: 

ሾ ௦ܶ௦ሿ ൌ ඨ
2
3
ۏ
ێ
ێ
1ۍ െ

1
2

െ
1
2

0
√3
2

െ
√3
2 ے
ۑ
ۑ
ې
				 ሾ ௦ܶ௦ሿିଵ ൌ ඨ

2
3

ۏ
ێ
ێ
ێ
ۍ
1 0

െ
1
2

√3
2

െ
1
2

െ
√3
2 ے
ۑ
ۑ
ۑ
ې

 (2.5) 
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The variables for this transformation will be defined as ௦݂ఈ and ௦݂ఉ or just ఈ݂ and ఉ݂ as 

only this reference frame will be used in the dissertation. This transformation is used in the 

ARR modelling, design and control analyses, and simulation and experimental results. 

Also, it is used in the modelling and control analysis, and simulation and experimental 

results of a symmetric IM. However, some different transformation approach is used in the 

modelling of the asymmetric or faulty IM. 

For the asymmetric induction machine modelling and simulation, the transformation 

used is the one in [14] with the difference that the q-d axes are set as in [43]. Thus, for the 

IM stator, the stationary reference frame transformation and its inverse is as (2.6). The 

reason to use this change of variables is to keep similar analysis to the one developed in 

[14] and in [34]. Transformations (2.5) and (2.6) are the same with different values of ݇. 

Thus, they share the same variable definition as well as same axes orientation (see Figure 

2.10). In the case of the IM rotor the transformation is as in [14] substituting ߠ ൌ ௦ߠ െ  ௥ߠ

but ߠ௦ ൌ 0, therefore ߠ ൌ െߠ௥. The rotation transformation and its inverse are in (2.7) and 

its axes are shown in Figure 2.10. Notice that this transformation is Park and Clarke 

together and their variables are defined as ௥݂ௗ ,  ௥݂௤ and ௥݂଴. 

ሾ ௦ܶሿ ൌ
2
3

ۏ
ێ
ێ
ێ
ێ
1ۍ െ

1
2

െ
1
2

0
√3
2

െ
√3
2

1
2

1
2

1
2 ے

ۑ
ۑ
ۑ
ۑ
ې

ሾ ௦ܶሿିଵ ൌ

ۏ
ێ
ێ
ێ
ۍ
1 0 1

െ
1
2

√3
2

1

െ
1
2

െ
√3
2

ے1
ۑ
ۑ
ۑ
ې

 (2.6) 
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ሾ ௥ܶሿ ൌ
2
3

ۏ
ێ
ێ
ێ
ێ
ۍ cos ௥ߠ cos ൬ߠ௥ െ

ߨ2
3
൰ cos ൬ߠ௥ ൅

ߨ2
3
൰

െsin ௥ߠ െsin ൬ߠ௥ െ
ߨ2
3
൰ െ sin ൬ߠ௥ ൅

ߨ2
3
൰

1
2

1
2

1
2 ے

ۑ
ۑ
ۑ
ۑ
ې

ሾ ௥ܶሿିଵ ൌ

ۏ
ێ
ێ
ێ
ۍ

cos ௥ߠ െsin ௥ߠ 1

cos ൬ߠ௥ െ
ߨ2
3
൰ െ sin ൬ߠ௥ െ

ߨ2
3
൰ 1

cos ൬ߠ௥ ൅
ߨ2
3
൰ െ sin ൬ߠ௥ ൅

ߨ2
3
൰ ے1

ۑ
ۑ
ۑ
ې

 (2.7) 

 

Figure 2.10 Complex Vector Plane for any stationary circuit variable referred to 
Stationary reference frame. 

 

2.5.1 Space Vector Transformation 

The model of the three-phase power systems including IM, normally define two type 

of matrices: symmetric and cyclic (see more in Chapter 4 for the case of IM). These 

matrices can be made diagonal and thus decoupled. It is demonstrated in [43] that the 

symmetric components transformation can achieved this by decoupling. The symmetric 

components transformation and its inverse are as in (2.8). 
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൥
௭ݔ
௣ݔ
௡ݔ
൩ ൌ

1

√3
቎

1 1 1

1 ݁௝
ଶగ
ଷ ݁௝

ସగ
ଷ

1 ݁௝
ସగ
ଷ ݁௝

ଶగ
ଷ

቏ ൥
௔ݔ
௕ݔ
௖ݔ
൩ ൌ

1

√3
൥
1 1 1
1 ߙ ଶߙ

1 ଶߙ ߙ
൩ ൥
௔ݔ
௕ݔ
௖ݔ
൩

൥
௔ݔ
௕ݔ
௖ݔ
൩ ൌ

1

√3
቎

1 1 1

1 ݁௝
ସగ
ଷ ݁௝

ସగ
ଷ

1 ݁௝
ଶగ
ଷ ݁௝

ସగ
ଷ

቏ ൥
௭ݔ
௣ݔ
௡ݔ
൩ ൌ

1

√3
൥
1 1 1
1 ଶߙ ߙ
1 ߙ ଶߙ

൩ ൥
௭ݔ
௣ݔ
௡ݔ
൩

 (2.8) 

where ݔ௭, ݔ௣ and ݔ௡ represent the zero, positive and negative sequence components for the 

variables ݔ ൌ ሼݒ, ݅, ߙ ,ሽߣ ൌ ݁௝
మഏ
య . 

This transformation can convert a coupled system in three independent systems. Zero 

sequence can only exist when the instantaneous summation of the variables is different 

from zero. Negative and positive sequence are similar and one is the conjugated of the 

other. Therefore, the symmetric three-phase power system can be represented only using 

the positive sequence component and this is denominated as Space Vectors (SV).  To 

conserve the active power, the transformation should be as in (2.9). Following the variable 

nomenclature then we obtain: 

ሻ࢚ሺ࢞ ൌ ඨ
2
3
ሾ1 ߙ ଶሿߙ ൥

௔ݔ
௕ݔ
௖ݔ
൩ (2.9) 

Notice that the SV transformation is exactly the same as (2.5) with the difference that 

(2.9) is in complex vector form (real and imaginary components) and (2.5) is in matrix 

form which has the same components as the one in the complex vector form. 

For the asymmetric three-phase power system, the sequence components start having 

more sense and use. However, the application of symmetric components in three-phase 

power systems are in phasor notation. Thus, the system requires to be expressed in 

frequency domain (phase and magnitude) and after that, the implementation of the 
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symmetric transformation as in (2.8). This is used in the modelling chapters of the IM with 

turn-fault as well as in the chapter of its condition monitoring. 

 Summary and Conclusion 

From this chapter, it can be concluded and specified part of the objectives of this 

dissertation on the power electronic converter side, with no order or importance of 

apparition, are as follows: 

 Active regenerative rectifier research: modelling, design and control. 

 DC-DC converter research: PCB design for EMI reduction. 

For the case of the condition monitoring in electrical machines, we have selected the 

three-phase squirrel-cage induction machine. Under this machine, the type of failure 

covered is the inter-turn short-circuit in one phase. The research in this dissertation 

englobes: 

 Modelling of the IM with ITSC. 

 Signature discovery for ITSC fault detection and identification on IM, under 

diverse conditions of the machine. 

 Developing an online, robust, not intrusive fault detection scheme for inverter-

fed IM driven by close loop vector controllers.  
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 Introduction 

 Active front-end rectifiers or active regenerative rectifiers (ARR) have been widely used 

in multiple applications [1]. They are been recently employed in micro-grids and plugged-

in electric vehicles where bidirectional power flow may be necessary [2]–[4]. They have 

the ability to control the dc-link voltage and to correct the power factor (PF ൌ dpf ൈ DF, 

where dpf is the displacement power factor and DF is the distortion factor) while reducing 

the current harmonic content. These advantages can be achieved during the two ARRs’ 

modes: rectification and regeneration. DF and total harmonic distortion (THD) are directly 

proportional to each other, thus ARR can accomplish keeping the grid line currents in phase 

with the supply grid voltages whilst reducing their THD lower than 5% (IEEE Std. 519-

2014). Therefore, plethora of investigations dealing with the ARRs’ control are found in 

the literature [45]–[51], notwithstanding, not many papers are dedicated to the passive 

components’ design [52]–[58] and even less research has attacked the design and control 

altogether [59].  Fundamentally, the ARR’s design consists in the selection of the L-filter 

and dc-link capacitor under certain criteria. To the author’s knowledge, there is not 

agreement for the most suitable ARR’s design technique [52]–[57], [59]. The cause of this 

controversy is the lack of a general and accurate formulation that can be implemented to 

different types of modulation techniques and to the diversity of power converters. 

Additionally, it has to be suitable to all abundant types of applications and finally also work 

for the different types of coupling filters (e.g. L and LCL).  
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 From an intensive literature revision, the ARR design methodologies can be categorized 

as: time domain  [52], [56], [57] and frequency domain [56], [59]. Their development is in 

different domains, but under certain assumptions it is possible to conciliate them, as a first 

step, to find the general design methodology. Thus, this chapter presents a nonexclusive 

ARR design strategy that can be extended for different converter topologies, modulations, 

and applications, and under certain conditions can be implemented in converters with 

ancillary capabilities, such as: active power filters and reactive power compensators. The 

proposed design method determines a range of values for the L-filter and the dc-link 

capacitor, however, a proper selection of the ARR passive components is not sufficient to 

comply with the IEEE Std. 519-2014 and thus minimize current harmonic content and 

ripple. The design must be accompanied by the implementation of a control technique that 

is qualified to achieve the control goal (PF correction). The failure of either of these two 

procedures (design or control) causes the increase of the grid line current ripple and thus 

the no compliance of the stipulated IEEE standard. For the individual study and analysis 

of each procedure (design and control), it is assumed that the other is successfully granted. 

Nevertheless, this assumption bring errors generally attributed to the lack of considerations 

and practical imperfections, such as: acquisition errors, non-linearity of the transducers, 

non-linear phenomena of the passive components, losses on passive and active 

components, on and off delays of the switching devices, dead-time of the switches per 

inverter leg, temperature effects, modulation errors, digital-to-analog conversion errors, 

electromagnetic noise, etc. As a consequence, a significant increase of the actual current 

ripple can be accounted and this additional component can be defined as a delta current 

imperfection (݅߂௜௠௣௘௥௙). Therefore, the actual grid line current ripple (݅߂௚) is the 
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summation of the desired ripple (ܫ௥௣) and these non accounted ripple imperfections 

௚݅߂ :as (௜௠௣௘௥௙݅߂) ൌ ௥௣ܫ ൅	݅߂௜௠௣௘௥௙. 

 Clearly, there is a necessity of studying the design and control together, considering as 

much as possible the architecture of the controller and its modulation strategy. The optimal 

filter design technique will be the one that is able to consider all these imperfections in a 

simple and practical way, however, this is not an easy task. From the literature review and 

to the best of the author’s knowledge, the majority of the design techniques only focus on 

physical characteristics of the current ripple plus the power electronic stage topology, but 

never include any further assumption of the modulation. In this chapter, the time domain 

L-filer design procedure contemplates a centered sinusoidal pulse width modulation 

(SPWM) technique, and this allows the results from the theoretical L-filter design (time 

domain) to match perfectly with the frequency domain results. The importance of 

considering the modulation strategy is due to the fact that the modulation highly affects the 

line current THD [7], and here is the main contribution of this research among others. 

 In Table 3-1, a categorization of ARR controllers is presented. This classification is a 

compendium of the previous survey articles [60]–[63]. In this table, two types of controllers 

were investigated and categorized thoroughly: linear and predictive controllers. Other 

research has also investigated and compared linear and predictive controllers [63], [64] 

concluding that predictive controllers have superior performance. Moreover, [51] and [32] 

compare two predictive controllers (deadbeat versus finite set model predictive control - 

FSMPC), finding that the deadbeat type controller proposed in these articles surpasses the 

capabilities of the classical FSMPC. 

 



 

53 

 

 Thus, a non-linear deadbeat type predictive controller is proposed in this chapter. This 

technique is an extension of the work presented in [22], which is based on the optimum 

voltage vector computation (OVC) of the voltage source converter (VSC) for direct current 

control (DCC), to provide fast dynamic, high-performance and parameter independency. 

For purposes of the design technique development and control, a two-level three-phase 

voltage source converter (VSC) with centered SPWM is used. A sensibility analysis of the 

proposed controller is presented to study its robustness under parameter variations. 

Moreover, two modulations are studied and compared: SPWM and space vector 

modulation (SVM). Finally, the proposed design and control methodologies are verified 

by simulations and experimental tests in the ARR.  

Table 3-1 Categorization of the Active Regenerative Rectifier’s Controllers 
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 Active Regenerative Rectifier Modelling 

The entire block diagram of the ARR is shown in Figure 3.1 and its state-space 

representation is given in (3.1). 

+
-

+
-

VSC

L R

vga

vgc

vgb

iga

igc

igb Load 
or  

Supply

VDC

iDC

iOvca

vcb

vcc
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igα_ref

igβ_ref

igα 
igβ 

CONTROL

PWM

dra drb drc

tra trb trc

C

Grid L-Filter DC-link

ADC ADC

ADC

 

Figure 3.1 Complete topology of the controlled three-phase two-level active regenerative 
rectifier. 
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࢚
∓ ݅ைቁ

 
(3.1) 

where ൣ	ࢍ࢜൧ ൌ ௚௖൧ݒ	௚௕ݒ	௚௔ݒൣ
௧
 is the grid voltage source space-vector (SV), ൣࢍ࢏൧ ൌ

ൣ݅௚௔	݅௚௕	݅௚௖൧
௧
 is the grid line current SV that is bi-directional (ac-to-dc and vice-versa), 

ሾࢉ࢜ሿ ൌ ሾݒ௖௔	ݒ௖௕	ݒ௖௖ሿ௧  is the converter voltage SV and ሾ࢙࢝ሿ ൌ ሾݏ௪௔	ݏ௪௕	ݏ௪௖ሿ௧  is the 

switching function SV where ݏ௪௫ ൌ ቄ0   off
1   on

 models the VSC states ݔ ൌ ሼܽ, ܾ, ܿሽ, the super 

index t means transpose and ݅ ை is the total load-source current in the dc-link. The switching 

function can be also described by the normalized true inputs or outputs of the PWM block: 

ሾ࢏ࢊሿ ൌ ሾ݀௜௔ ݀௜௕ ݀௜௖ሿ௧ and ሾ࢏࢚ሿ ൌ ሾݐ௜௔ ௜௕ݐ   .௜௖ሿ௧, respectivelyݐ
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By applying one of the six non-zero vectors [65] of the VSC (Table 3-2) and neglecting 

losses in (3.1), the L-filter voltage (ݒ௟௫) per-phase can be obtained as in (3.3). Notice that 

Table 3-2 is calculated by switching function representation of the converter as in (3.2) [7], 

[65] and Figure 3.2.  

ሾݒ௖ሿ ൌ ൥
௖௔ݒ
௖௕ݒ
௖௖ݒ

൩ ൌ ஽ܸ஼

3
൥
2 െ1 െ1
െ1 2 െ1
െ1 െ1 2

൩ ൥
௪௔ݏ
௪௕ݏ
௪௖ݏ

൩ (3.2) 

 

Table 3-2 Voltage Source Converter Voltage Space Vectors at the terminals [65]. 

Complex 
SV ࢉ࢜ 

Switching Function 
in Primitive 
Coordinates

in Primitive Coordinates ࢉ࢜
ߙ  in ࢉ࢜ െ  ߚ

Reference Frame 
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Figure 3.2 Geometrical Voltage Vector Plane for the Voltage Source Converter for 
different modulation strategies. 
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݉
3
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݉
3
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(3.3) 

where ݉ ൌ ሼ0,െ1, 2ሽ depending on which of the eight possible switching states of the 

converter is applied, the േ sign indicates rectification or regeneration mode respectively 

and ݒ஽஼ is the total dc link capacitor voltage (ݒ஽஼ ൌ ஽ܸ஼ ൅  ௗ௖_௦௦ is the smallݒ , ௗ௖_௦௦ݒ

signal). Based on the intrinsic voltage equation of the L-filter ݒ௟ ൌ ܮ ௗ௜

ௗ௧
, assuming a high 

switching frequency ( ௦݂) with respect to the grid frequency ( ௚݂), then it can be 

approximated that the grid line current will vary in a linear fashion. In other words, a first 
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order approximation to the ARR discrete model can be assumed. Selecting ݉ ൌ 2, as the 

worst case, using the regeneration mode (negative sign), using centered-SPWM and doing 

a per phase analysis, then the current variation can be as in (3.4) at the discrete instant k. 

݅௚௫ሺ௞ሻ ൌ ൞
െ
1
ܮ
ሺݒ௚௫ሺ௞ሻ െ

2
3
஽஼ሺ௞ሻሻ݀௥௫ሺ௞ሻݒ ௦ܶ on state

െ
1
ܮ
ሺݒ௚௫ሺ௞ሻ ൅

2
3
஽஼ሺ௞ሻሻ൫1ݒ െ ݀௥௫ሺ௞ሻ൯ ௦ܶ off state

 
(3.4) 

where ௦ܶ ൌ 1/10000	sec is the switching time period, ݀௥௫ሺ௞ሻ is the rectifier duty cycle of 

the phase x. Due to the high switching frequency and assuming one sample acquisition per 

control period, at any instant of the discrete time k, the physical variables are observed, 

from the point of view of the controller, as constant values and we can get rid of the 

subscript (k). Also, performing a per-phase analysis we can forget the phase subscript x, 

neglecting the small signal components and assuming the worst case at the peak of the 

sinusoidal grid voltage wave, then the equation (3.4) can be rewritten as: 

ܫ߂ ൌ ൞
െ
1
ܮ
ሺ ௚ܸ െ

2
3 ஽ܸ஼ሻܦ ௦ܶ on state

െ
1
ܮ
ሺ ௚ܸ ൅

2
3 ஽ܸ஼ሻሺ1 െ ሻܦ ௦ܶ off state

 
(3.5) 

where ܫ߂ is the grid line current variation per-phase, ܸ ௚ is the peak line-to-neutral amplitude 

of the grid voltage source per-phase, ஽ܸ஼ is the dc component of dc-link voltage and ܦ is 

the duty cycle per-phase. All these variables and all the analyses are at the interesting 

instant of time k. 

 Active Regenerative Rectifier Design 

The procedure for the ARR design follows [66] and requires selecting: dc-link voltage 

( ஽ܸ஼), desired dc-link voltage ripple ( ௥ܸ௣), desired line current ripple (ܫ௥௣), desired line 
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current THD (ܶܦܪ%), ac grid peak voltage supply amplitude ( ௚ܸ) and line peak nominal 

current (ܫ௚) or nominal active power transfer ( ௡ܲ). Also, some assumptions are needed, 

such as: balanced sinusoidal grid voltage supply, unity PF operation (achieved by the 

controller), negligible associated internal coil resistance (R) and higher switching 

frequency ( ௦݂) than the grid frequency ( ௚݂). 

3.3.1 L-filter Design  

The design purpose of the L-filter is to obtain short-term energy storage for the boost-

type converter while keeping the switching noise away from the utility grid. Normally, the 

high-frequency switching noise in the line current is determined by the size of the inductors 

and the VSC control performance. Thus, assuming an acceptable control goal achievement, 

the procedure of the L-filter design is presented. The method is based on [57], where the 

current variation in one cycle of control is ∆ܫ as in (3.5). The current area error (ܵ௘ሻ and 

the current ripple are shown in Figure 3.3 and defined as in (3.6). 

ܫ߂ ൌ ௢௡ܫ∆ ൅ ௢௙௙ܫ߂ ൌ ௢௡ܫ߂ ൅  ௠ (3.6)ܫ߂2

where ܫ߂௢௙௙ ൌ  ௠. Note that the variation of grid current in the “on-state” increasesܫ߂2

 ௢௙௙. The resultant current willܫ߂ ௢௡. Similarly, the variation in the “off-state” decreasesܫ߂

be as (3.7). 

ܫ∆ ൌ ௢௡ܫ∆ ൅ 2
௢௙௙ܫ߂
2

ൌ
1
ܮ
ሺ ௚ܸ െ

2
3 ஽ܸ஼ሻܦ ௦ܶ ൅

1
ܮ
ሺ ௚ܸ ൅

2
3 ஽ܸ஼ሻሺ1 െ ሻܦ ௦ܶ 

(3.7) 
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Thus, 

ܫ∆ ൌ ௦ܶ

2
൤
4
3 ஽ܸ஼ܦ െ

2
3 ஽ܸ஼ െ ௚ܸ൨ 

(3.8) 
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Figure 3.3 Current error calculation method. Grid line current ripple (top) and VSC 
terminal voltage (bottom). 

 
The grid current error area between the reference and the actual current is the shadowed 

area as shown in Figure 3.4. This error area can be calculated as the algebraic summation 

of three triangles and one rectangle, as follows: 

ܵ௘ ൌ ଵܵ ൅ ܵଶ െ ܵଷ െ ܵସ 
(3.9) 
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ܵ௘ ൌ
௦ܶ

2
൤൬
1 െ ܦ
2

൰ |ܫ∆| ൅  ௠|൨ܫ߂|
(3.11)

݊݋ݐ
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ݏܶ

2
 

ܶܵ

 
Figure 3.4 Current error algebraic area summation. 

Inserting (3.8) and ܫ߂௠ definition in (3.11): 

ܵ௘ ൌ
௦ܶ
ଶ

஽ܸ஼

ܮ3
ሾܦ െ  ଶሿܦ

(3.12)

By calculating the derivative with respect to D, the duty cycle corresponding to the 

maximum area error can be found when the derivative equals zero. 

݀ܵ௘
ݐ݀

ൌ ௦ܶ
ଶ

஽ܸ஼

ܮ3
ሾ1 െ ሿܦ2 ൌ 0 

(3.13)

By solving (3.13) the result is D = 0.5. From Figure 3.3 the ripple is defined as: 

௥௣ܫ ൌ ൬
1 െ ܦ
2

൰ |ܫ∆| ൅  |௠ܫ߂|
(3.14)

Introducing (3.8) and ܫ߂௠ definition in (3.14) and substituting D=0.5, the minimum 

limit value of the L-filter minimum value can be defined as in (3.14). 
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௥௣ܫ ൐
ೞ்௏ವ಴
଺ ௅

           ܮ௠௜௡ ൐
௏ವ಴

଺ ௙ೞ ூೝ೛
 (3.15)

By considering the fundamental components of all the ARR state-space vectors, in this 

case a phasor analysis is performed. The phasor diagram of an ARR is shown in Figure 

3.5. The ARR can operate from the origin (O) of the circle’s center. In Figure 3.5(a) the 

ARR is at power factor different than 1, it is consuming active (݌) and reactive power (ݍ). 

In Figure 3.5(b) the ARR is working at point B, achieving unity power factor,  therefore it 

is consuming only active power (݌) in rectification mode. When the ARR is operating at 

point D, it is in regeneration mode (PF = -1). 

 

Figure 3.5 Operation modes of the ARR and phasor diagram of the ARR. (a) PF≠1 (b) 
PF=1 

 
In Figure 3.5(b), the voltage phasors are described, in amplitude and angle, as: തܸ௚ ൌ

௚ܸ∠0, തܸ௖ ൌ േ ௖ܸ∠ cosିଵ ቀ
௏೒
௏೎
ቁ where ෨ܸ௖ ൌ

௏೎
√ଶ
ൌ ௏ವ಴

√ଶெ
, and ܯ ൌ ሼ√3, 2ሽ depending of 

modulation technique used {SVM or SPWM}, using SPWM ෨ܸ௖ ൌ
௏ವ಴
√ଶଶ

 and then തܸ௖ ൌ

േ ௏ವ಴
ଶ
∠ cosିଵ ቀ

ଶ௏೒
௏ವ಴

ቁ, തܸ௟ ൌ ௟ܸ∠
గ

ଶ
 and ௟ܸ ൌ |ܺ௅|ܫ௚ ൌ ߱௚ܫܮ௚. Thus: 

௟ܸ ൌ ට ௖ܸ
ଶ െ ௚ܸ

ଶ ൌ ඨ൬ ஽ܸ஼

2
൰
ଶ

െ ௚ܸ
ଶ 

(3.16)
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From (3.16) it can be deduced that the maximum inductance drop voltage in both 

rectification and regeneration is as in (3.17). 

௚߱ܫܮ௚ ൏ ටଵ

ସ ஽ܸ஼
ଶ
െ ௚ܸ

ଶ    ܮ ൏
ට௏ವ಴

మିସ௏೒
మ

ఠ೒ூ೒
  

(3.17)

Then finally, the optimal range of inductor design is: 

௏ವ಴
଺ ௙ೞ ூೝ೛

൏ ܮ ൏
ට௏ವ಴

మିସ௏೒
మ

ఠ೒ூ೒
  

(3.18)

On the other hand, a power flow stability analysis is considered following [67] and the 

maximum critic reactance for the voltage stability can be defined as in (3.19). 

ܺ௅ ൏
௏೒

మ

ଶ௉೙
           ܮ௠௔௫ ൏

௏೒
మ

ଶ௉೙ఠ೒
  

(3.19)

where ௡ܲ ൌ
௏೒௏೎
௑ಽ

sin	ሺߠሻ  is the nominal averaged active power, ߠ is the phase-shift between 

the supply voltage phasor and the converter voltage phasor. Noticing that 
௏೒

మ

ଶ௉ఠ೒
൏

ට௏ವ಴
మିସ௏೒

మ

ఠ೒ூ೒
 , the final design range for the L-filter is: 

௠௜௡ܮ ൌ
஽ܸ஼

6 ௦݂ ௥௣ܫ
൏ ܮ ൏ ௚ܸ

ଶ

2ܲ ௚߱
ൌ  ௠௔௫ܮ

(3.20)

For completeness and to comply with the current distortion limits, for power systems 

rated from 120	Vrms to 69	kVrms on the IEEE std. 519-2014, a complementary frequency 

domain design procedure is developed. For this purpose, the line current is modelled, by 

its high-frequency harmonics, performing a Fourier Series (FS). Considering the 

aforementioned assumptions, any signal in a power system and specifically the grid line 

current in one phase can be divided into two signals: dc component (ீܫ ) and ac signal 
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component. The ac component in this case is composed of the fundamental signal (݅௚) and 

a small signal (݅௚_௦௦). Thus: 

݅ீ ൌ ܫீ ൅ ݅௚ ൅ ݅௚_௦௦ 
(3.21)

where ீܫ ൌ 0 for a balanced power system, ݅௚ ൌ ݅௚_௥௘௙ as this is the pure frequency 

component signal at ௚݂ ൌ 60 Hz, which is exactly the same as the current reference and 

݅௚_௦௦ ൌ ݅௘ is the current error (current ripple) that can be seen as the small signal, which 

comes from the switching activity at ௦݂ ൌ 10 kHz (Figure 3.3). Performing FS analysis, a 

general formula for FS coefficients can be obtained as in (3.22). The dc components and 

ܽ௡ coefficients disappear as ݅௘  has odd symmetry. 
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2 ቈ׬ ݅௘ଵ s1 ݐ݀
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଴ ൅ ׬ ݅௘ଶ

்ೄା௧೚೑೑
ଶ

௧೚೙
ଶ

s1 ݐ݀ ൅ ׬ ݅௘ଷ s1 ݐ݀
்ೄ
்ೄା௧೚೑೑

ଶ
቉

௦ܶ
 

(3.22)

where s1 ൌ 	sinሺ݊߱௦ݐሻ݀ݐ, ߱௦ ൌ ߨ2 ௦݂	 and ݅௘ is: 
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ۓ
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2ሺ1 െ ሻܦ
												

௢௡ݐ
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൏ ݐ ൏ ௦ܶ ൅ ௢௙௙ݐ
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௦ܶ ൅ ௢௙௙ݐ
2

൏ ݐ ൏ ௦ܶ

ீܭ ൌ ௢௡ሺ1ܫ߂ െ ሻܦ ൅ ܦ௢௙௙ܫ߂

 
(3.23)

Substituting the current variations (3.5) in (3.23) and evaluating the integrals in (3.22), 

݅ீ  can be expressed as [66]: 

݅ீ ൌ ݅௚ ൅ ݅௘ ൌ ௚ܫ sinሺ ௚߱ݐሻ െ෍
16 ஽ܸ஼

ܮ3 ௦݂ ሺ2݊ߨሻଶ

ஶ

௡ୀଵ

sinሺܦ݊ߨሻ sଵ 
(3.24)

where n stands for the harmonic number and ௚߱ ൌ ߨ2 ௚݂	 ൌ 377 rad/s.  
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Therefore, the L-filter design is computed, considering that at high-frequencies the 

converter acts as a harmonic generator and the grid as a short-circuit [59], so the minimum 

value is calculated as in (3.25) [55], [59], [68]: 

ܮ ൐ max ൬
௖ሺ݊ሻݒ

݊߱௦݅௘ሺ݊ሻ
൰ for n>2 

(3.25)

where ݒ௖ሺ݊ሻ is the converter voltage at the terminal of the VSC (Figure 3.3) and its FS 

representation is given in (3.26). 

௖ݒ ൌ
2
3 ஽ܸ஼ሺ2ܦ െ 1ሻ ൅෍

8 ஽ܸ஼

ߨ3݊

ஶ

௡ୀଵ

sinሺܦ݊ߨሻ cosሺ݊߱௦ݐሻ 
(3.26)

 

3.3.2 DC-link Capacitor Design  

The dc-link capacitor provides an intermediate energy storage that decouples the ac side 

from the dc side of the ARR. In the rectification mode, the dc side is connected to a load 

that consumes power and the variation on the dc-link depends only on the control. 

Nevertheless, in the regenerative mode the instantaneous difference in the active power 

(∆ܲ ൌ ௔ܲ௖ െ ௗܲ௖, ௔ܲ௖ active power in the ac side and ௗܲ௖ power in the dc side) is stored in 

C, which causes the dc-link voltage to vary. Hence, C is determined by the constraint on 

the maximum allowed dc-link voltage ripple ( ௥ܸ௣). 

The design of the dc-link capacitor is an extension for the procedure in [57] where the 

presented design is for an ARR in rectification mode with a resistive load in the dc side. In 

this chapter, a more general methodology for the ARR is proposed, where a load (dc motor, 

resistance, etc.), a power supply (dc generator, battery, photovoltaic panel, etc.) or both can 

be attached to dc-link. 
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The capacitor’s voltage-current relationship can be written as: 

௙൯ݐ஽஼൫ݒ െ ௜ሻݐ஽஼ሺݒ ൌ
1
ܥ
න ݅஽஼ሺݐሻ݀ݐ
௧೑

௧೔

 (3.27)

where ݐ௙ ൌ ௜ݐ ൅ ௦ܶ, ݐ௜ is the initial time and ݅஽஼ሺݐሻ is the total capacitor current (Figure 

3.1) given in (3.28). 

݅஽஼ሺݐሻ ൌ ൝
ሾ࢙࢝ሿൣࢍ࢏൧

࢚
െ ݅ை rectification mode 

െሾ࢙࢝ሿൣࢍ࢏൧
࢚
൅ ݅ை regeneration mode

 
(3.28)

In the rectification mode, ݅ ை is the current towards the load and in the regeneration mode, 

it is the current from the dc source. By considering the switching function in one specific 

instant, then ሾݏ௪௔	ݏ௪௕	ݏ௪௖ሿ ൌ ሾ1	0	0ሿ for the “on-state” and the complementary switches 

ሾݏ௪௔	ݏ௪௕	ݏ௪௖ሿ ൌ ሾ0	1	1ሿ for the “off-state.” Thus, (3.28) is expressed as: 

݅஽஼ ൌ േቊ
݅௚௔ െ ݅ை ௜ݐ ൏ ݐ ൏ ௜ݐ ൅ ݀௥௫ ௦ܶ on		
െ݅௚௔ െ ݅ை ௜ݐ ൅ ݀௥௫ ௦ܶ ൏ ݐ ൏ ௜ݐ ൅ ௦ܶ off 

(3.29)

where the േ sign indicates rectification and regeneration mode. The analysis assumes the 

following: 

 Neglecting the current ripple, the line current in the phase a is ݅௚௔ ൌ ௚ܫ sinሺ ௚߱ݐሻ. 

 The worst-case scenario for the duty cycle is ܦ ൌ 1, which means that there is no 

SPWM. 

  Constant ݅ை ൌ ைܫ ൅ ݅௢_௦௦ means that ݅௢_௦௦ ൌ 0 for both modes, ܫை is the dc 

component of the load-source element connected to the dc-link. 

 Steady-state condition exists. 

 Neglecting the equivalent series resistance (ESR) and inductance (ESL) of the 

capacitor model. 
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Analyzing (3.29), the maximum instantaneous capacitor current is at the minimum slope 

in the sinusoidal wave, which is at the peak ( ௚߱ݐ ൌ  ௠௜௡ܥ ,and at no load. Therefore (2/ߨ

is defined at the previous condition. Thus, introducing (3.29) and solving (3.27) the design 

range is as in (3.30). 

௠௜௡ܥ ൌ
௚ܫ
௦݂ ௥ܸ௣

൏ ܥ ൏
௚ܫ ൅ ௢ܫ
௦݂ ௥ܸ௣

ൌ ௠௔௫ (3.30)ܥ

where ௥ܸ௣ ൌ ௙൯ݐ஽஼൫ݒ െ ௜ሻݐ஽஼ሺݒ ൌ ஽஼ݒ∆ ൌ  .ௗ௖_௦௦ݒ

The other approach for the capacitor design is based on the balance of the active power 

in the ac side ( ௔ܲ௖) and the dc power ( ௗܲ௖) [68], or the energy loss in the capacitor and 

active power [69]. Following a similar approach of [68] and using the “on-state” case in 

(3.29), the design can be as follows. The power balance is as (3.31). 

௔ܲ௖ ൌ
3
2 ௚ܸܫ௚ ൌ 3 ෨ܸ௚ܫሚ௚ ൌ ௗܲ௖ ൌ ஽ܸ஼ ൬ܥ

஽஼ݒ݀
ݐ݀

െ ݅ை൰ 
(3.31)

Linearization of (3.31) results in:  

ܥ ൏
3 ௚ܸܫ௚ ൅ 2 ஽ܸ஼ܫ௢
2Δݒ஽஼ ஽ܸ஼ ௦݂

ൌ ௔ܲ௖ ൅ ைܲ

Δݒ஽஼ ஽ܸ஼ ௦݂
 

(3.32)

where ைܲ is the power consumed (delivered) by the load (source) element connected to the 

dc-link. 

However, by comparing (3.30) and (3.32), 
ூ೒ାூ೚
௙ೞ௏ೝ೛

൐
ଷ௏೒ூ೒ାଶ௏ವ಴ூ೚
ଶ௏ೝ೛௏ವ಴௙ೞ

 as 
ଷ௏೒
ଶ௏ವ಴

൏ 1 because of 

the boost characteristic of the ARR. Thus, (3.33) represents the design range for the dc-

link capacitor. 

௠௜௡ܥ ൌ
௚ܫ
௦݂ ௥ܸ௣

൏ ܥ ൏
3 ௚ܸܫ௚ ൅ 2 ஽ܸ஼ܫ௢
2 ௥ܸ௣ ஽ܸ஼ ௦݂

ൌ ௠௔௫ (3.33)ܥ
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 Predictive Direct Current Control 

The switching noise on the grid line current depends on the L-filter design and ARR 

control. The consolidation of these two procedures results in the current ripple reduction 

to comply with the IEEE std. 519.  For the control strategy, a proper design value of the L-

filter is considered. As aforementioned, a plethora of research is found about the ARR 

control [45]–[51] due to the ARR’s characteristics, nevertheless, a niche area is the model 

predictive techniques [45], [61], [63], [65], [70], [71] by virtue of its benefits which make 

them suitable for power converters, such as:  

1) The concepts are intuitive and easy to understand. 

2) They can be applied to a variety of systems. 

3) Constrains and nonlinearities can be easily included [63]. 

4) They do not require linear controllers as nested control loops can be incorporated 

in one loop [61]. 

5) They present very fast dynamic response as well as high-performance in the 

permanent regime (static behavior). 

6) When compared with linear controllers like VOC, predictive types present their 

superiority [51], [60], [64], [65].  

Predictive type controllers can be categorized as shown in Table 3-1, where direct power 

control (DPC) [46]–[48], [72] meets its family and it is explained in terms of non-linear 

control theory [73] as is in [45] using the output regulation subspaces (ORS). However, 

DPC requires the computation of the instantaneous active and reactive power. The control 

technique presented in [65], also known as optimum vector computation - direct current 
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control (OVC-DCC), is a deadbeat type predictive controller, as shown in Table 3-1. 

However, OVC-DCC is a reduction of DPC where no power computation is required while 

keeping the control performance. 

3.4.1 Problem Formulation: Predictive Direct Current Control 

The state-space representation in (3.1) is transformed to the stationary reference frame 

by the Clarke transformation in (2.5). The representation in complex vector form is: 

ࢍ࢏݀
ݐ݀

ൌ
1
ܮ
൫ࢍ࢜ െ ܴ ࢍ࢏ െࢉ࢜൯

஽஼ݒ݀
ݐ݀

ൌ
1
ܥ
൫swఈ݅௚ఈ െ swఉ݅௚ఉ ∓ ݅ை൯

 
(3.34)

where ࢌ ൌ ఈ݂ ൅ ݆ ఉ݂, ࢌ ൌ ൛ࢍ࢜, ,ࢍ࢏ ,ࢉ࢜  ൟ, ఈ݂ is the real component and ఉ݂ is the imaginary࢙࢝

component of the complex SV ࢌ. 

The control vector ࢉ࢜, referred to the fixed frame, is the switching state of the VSC and 

form the input space of the control technique. The control objective is to design a switching 

sequence of ࢉ࢜ to follow a desired current reference, achieving unity PF. The current 

tracking is direct instead of computing the instantaneous active and reactive powers as in 

DPC, which can be defined as in (3.35). This offers less computational effort and more 

accuracy. 

݌ ൌ .ࢍ࢜ ࢍ࢏ ൌ ௚ఈ݅௚ఈݒ ൅ ௚ఉ݅௚ఉݒ
ݍ ൌ ࢍ࢜ ൈ ࢍ࢏ ൌ ௚ఈ݅௚ఉݒ െ ௚ఉ݅௚ఈݒ

 
(3.35)

where ࢇ. ࢈ ൌ ܽఈܾఈ െ ఉܾܽఉ is the dot product and  ࢇ ൈ ࢈ ൌ ܽఈ ఉܾ െ ܾఈܽఉ is the cross 

product of two vectors. 

A mandatory theoretical condition for the generation of the ORS is that the selected 

outputs should be relative degree vector {1,1} for the two outputs ሼݕଵ,  ଶሽ. This ensuresݕ
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that the ORS will not be parallel and thus inducing a partition of the input space each 

perfectly characterized by the derivatives of {ݕሶଵ,  ሶଶ}. Thus, also the controllability isݕ

guaranteed, since a particular output may be increased (decreased) by selecting a control 

vector above (below) the corresponding ORS, as shown in Figure 3.6. 

The outputs for the OVC-DCC are defined as the magnitude and phase of the line current 

space-vector: 

ଵݕ ൌ หࢍ࢏ห ൌ ට݅௚ఈ
ଶ ൅ ݅௚ఉ

ଶ

ଶݕ ൌ ࢍ࢏∠ ൌ ࢍߠ ൌ tanିଵ ቆ
݅௚ఉ
݅௚ఈ

ቇ
 

(3.36)

Taking the time derivative of (3.36), using (3.34) and (3.35), we can write: 

ଵݕ݀
ݐ݀

ൌ
.ࢍ࢜ ࢍ࢏ െ ܴ൫݅௚ఈ

ଶ ൅ ݅௚ఉ
ଶ൯ െ .ࢉ࢜ ࢍ࢏

หࢍ࢏หܮ
ൌ
݌ െ ோ݌ െ ௖݌

หࢍ࢏หܮ
ଶݕ݀
ݐ݀

ൌ
െࢍ࢜ ൈ ࢍ࢏ ൅ ࢉ࢜ ൈ ࢍ࢏
൫݅௚ఈ ൅ ݅௚ఉ൯݅௚ఈ

ൌ
െݍ ൅ ௖ݍ

൫݅௚ఈ ൅ ݅௚ఉ൯݅௚ఈ

 
(3.37)

where ݌ோ is the L-filter resistive losses, ݌௖ and ݍ௖ are the active and reactive power of the 

VSC, respectively, at the ac terminals. From (3.37) it can be noticed that by controlling the 

magnitude and phase of the line current, the flow of the active and reactive power can be 

controlled in the same way as DPC. Nevertheless no power calculations are required. 

Making ሼݕሶଵ, ሶଶሽݕ ൌ ሼ0,0ሽ, two lines of constant variation of magnitude and angle of the 

current complex SV is written as a function of the input action of control (ࢉ࢜), as shown in 

Figure 3.6. These two lines define the ORS, which also determine the control actions for 

the different cases of variation of the two inputs: 

 Both increase: ݕଵሺ௞ାଵሻ ൐ ଶሺ௞ାଵሻݕ ଵሺ௞ሻ andݕ ൐  .ଶሺ௞ሻݕ

 Both decrease: ݕଵሺ௞ାଵሻ ൏ ଶሺ௞ାଵሻݕ ଵሺ௞ሻ andݕ ൏  .ଶሺ௞ሻݕ
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 One increases and other decreases: ݕଵሺ௞ାଵሻ ൐ ଶሺ௞ାଵሻݕ ଵሺ௞ሻ andݕ ൏  .ଶሺ௞ሻݕ

 Vice versa: ݕଵሺ௞ାଵሻ ൏ ଶሺ௞ାଵሻݕ ଵሺ௞ሻ andݕ ൐  .ଶሺ௞ሻݕ

 

Figure 3.6 Output regulation subspaces for the OVC-DCC. 

 
3.4.2 Predictive Direct Current Control  

A discrete version of (3.34) is obtained by the following first order approximation: 

Δࢍ࢏ሺ࢑ሻൌ
௦ܶ

ܮ
൫ࢍ࢜ሺ࢑ሻ െ ܴ ሻ࢑ሺࢍ࢏ െࢉ࢜ሺ࢑ሻ൯ 

(3.38)

where ࢌሺ࢑ሻ represents the present sampled value of the complex SV ࢌ. It is defined for 

every state-space vector: 

ା૚ሻ࢑ሺࢌ ൌ ሻ࢑ሺࢌ ൅ Δࢌሺ࢑ሻ 
(3.39)

Thus, using (3.38) and (3.39), in a lossless L-filter, the next line current value can be 

estimated depending on the seven VSC switching states (Table 3-2): 
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ା૚ሻ࢑ሺࢍ࢏ ൌ ሻ࢑ሺࢍ࢏ ൅
௦ܶ

ܮ
൫ࢍ࢜ሺ࢑ሻ െ  ሻ൯࢑ሺࢉ࢜

(3.40)

Defining the grid line current error as: 

ሻ࢑ሺࢋ ൌ ሻ࢑ሺࢌࢋ࢘_ࢍ࢏ െ  ሻ࢑ሺࢍ࢏
(3.41)

where ࢌࢋ࢘_ࢍ࢏ሺ࢑ሻ ൌ  is a scale factor used to build the grid current reference from ܩ ,ሻ࢑ሺࢍ࢜ܩ

the measured line voltage. For ܩ ൐ 0, the ARR operates in rectification mode and for ܩ ൏

0, the ARR operates in regeneration mode. 

Assuming sinusoidal and balanced grid voltage supply, the ac voltage source complex 

SV at the next cycle of control can also be estimated as [51], [71]:    

ା૚ሻ࢑ሺࢍ࢜ ൌ ሻ݁࢑ሺࢍ࢜
௝ఠ೒ ೞ் 

(3.42)

Then, using the current error definition, (3.40) and (3.42), the current error in the next 

cycle of control is obtained as: 

ା૚ሻ࢑ሺࢋ ൌ ሻ݁࢑ሺࢍ࢜ܩ
௝ఠ೒ ೞ் െ ሻ࢑ሺࢍ࢏ ൅

ሻ࢑ሺࢍ࢜ െ ሻ࢑ሺࢉ࢜
/ܮ ௦ܶ

 (3.43)

 

3.4.3 Best VSC Vector Selection – Direct Current Control (BVS-DCC) 

This control technique does not required modulation strategy and it is well-known as a 

Finite Set Model Predictive Control (FSMPC-DCC) as shown in Table 3-1. From (3.43), 

seven errors can be computed at every cycle of control depending on the seven switching 

states of the VSC (Table 3-2). Thus, the control law is the minimum of a cost quadratic 

function (3.44) that indicates which switching state SV is the best for the action of control. 

Notice that the SV current error is decomposed in its ߙ െ  .components ߚ
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ሺ௞ାଵሻ_௡ൌ݇ఈ݁ఈሺ௞ାଵሻ_௡ଶܬ ൅ ݇ఉ ఉ݁ሺ௞ାଵሻ_௡
ଶ (3.44)

where the subscript ݊ ൌ ሼ1,2… ,7ሽ indicates the switching state of the VSC (Table 3-2). 

The switching state n that achieves the minimum error is the best selection and ݇ఈ and ݇ఉ 

are the cost function weights set as 1 in this particular case. 

3.4.4 Optimum VSC Vector’s Computation – DCC (OVC-DCC) 

Observing (3.43), it is deduced that the current error in the next cycle of control can be 

equal to zero, as a deadbeat type predictive controller: 

ሻ݁࢑ሺࢍ࢜ܩ
௝ఠ೒ ೞ் െ ሻ࢑ሺࢍ࢏ ൅

ሻ࢑ሺࢉ࢜ሻି࢑ሺࢍ࢜
ಽ
೅ೞ

ൌ 0   (3.45)

From (3.45), it is found that the action of control, input space or ࢉ࢜ሺ࢑ሻ is: 

ሻ࢑ሺࢉ࢜ ൌ ሻ࢑ሺࢍ࢜ െ
௅

ೞ்
൫ࢍ࢜ܩሺ࢑ሻ݁

௝ఠ೒ ೞ் െ   ሻ൯࢑ሺࢍ࢏
(3.46)

The selection of the modulation can be arbitrary, however, in this work, a classical 

centered-SPWM is selected. Assuming that the switching frequency is much higher than 

the electric grid frequency, then the exponential ݁௝ఠ೒ ೞ் in the voltage estimation of (3.42) 

can be neglected. Therefore, ࢍ࢜ሺ࢑ା૚ሻ ൌ  :ሻ, and thus, (3.46) be simplified to࢑ሺࢍ࢜

ሻ࢑ሺࢉ࢜ ൎ ሻ࢑ሺࢍ࢜ െ
ܮ

௦ܶ
൫ࢍ࢜ܩሺ࢑ሻ െ ሻ൯࢑ሺࢍ࢏ ൌ ሻ࢑ሺࢍ࢜ െ

ܮ

௦ܶ
 ሻ࢑ሺࢋ

(3.47)

 

 Performance Assessment of Different Modulation Strategies 

The goal of any modulation scheme is to achieve the desired voltage reference in the 

complex vector plane (Figure 3.6) with additional reduction of grid line current ripple, 

switching losses, common-mode voltages, electromagnetic interference, etc. In this sense, 
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much research has been devoted towards the development of efficient ways of controlling 

the VSC with additional low computational burden in its implementation [74]. In general, 

the modulation strategies can be categorized in continuous and discontinuous PWM due to 

the different choices for the zero vector duty cycle subdivision [74]. In this work, we 

decided to compare two continues modulations: sinusoidal PWM (SPWM) and space 

vector modulation (SVM).   

In this chapter, the behavior of the two modulation schemes are programmed using the 

generalized algorithm presented in [74]. A modulator is characterized by different 

performance parameters [75], i.e., generated current harmonics, maximum modulation 

index, switching frequency, switching losses and dynamic response. The performance 

criteria for the assessment, in this work, considers 3 parameters: switching losses, current 

distortion and dynamic response.  

3.5.1 Switching losses 

The switching losses evaluation is performed in the same way as [75], assuming that the 

VSC has switching losses that vary linearly with the amplitude of the current. Thus, the 

average value of the switching power losses ( ௦ܲ௪) over a fundamental period is assessed in 

(3.48). 

௦ܲ௪ ൌ
1
ߨ2

1
2
ቆ ஽ܸ஼. ൫ݐ௢௡ ൅ .௢௙௙൯ݐ ௦݂. න หܫ௚ሺߠሻห݀ߠ

ଶగ

଴
ቇ 

(3.48)

where ݐ௢௡ and ݐ௢௙௙ are the respective turn-on and off intervals of the switching devices that 

can be found in its datasheet, ܫ௚ is the output converter current and |∙| is the absolute value 

function. 
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3.5.2 Current Distortion and Dynamic Response 

The current distortion is conducted by the computation of the total harmonic distortion 

(THD) of the grid line current.  For the dynamic behavior, the mean absolute error (MAE) 

and root mean square error (RMSE) for grid line current in phase a is computed. For this 

variable, the MAE and RMSE are calculated between the instantaneous value reference 

(݅௚_௥௘௙ሺ௞ሻ) and the instantaneous current (݅௚ሺ௞ሻ). As follows, the instantaneous errors are 

computed as (3.49) and MAE and RMSE as (3.50). 

݁௜ሺ௞ሻ ൌ
݅௚_௥௘௙ሺ௞ሻ െ ݅௚ሺ௞ሻ
Pk െ pk Current

 
(3.49)

 

ܧܣܯ ൌ
1
ܰ
෍ห݁௜ሺ௞ሻห

ே

௞ୀଵ

ܧܵܯܴ ൌ ඩ
1
ܰ
෍݁௜ሺ௞ሻ

ଶ

ே

௞ୀଵ

మ

 
(3.50)

 

 Simulation and Experimental Results: Control  

The simulations were performed in the MatLab environment under Simulink Simpower 

Systems, whereas the experiment implementation was tested in a prototype laboratory test-

bench, as shown in Figure 3.7. The ARR parameters used in the simulation and the 

experimental tests are indicated in Table 3-3.   

The configuration of the ARR is shown in Figure 3.1, where the dc side is composed by 

a load resistance in parallel with a dc source. The dc source is built with a three-phase 

bridge diode rectifier supplied by an ac supply through a step-up transformer to reach line-

line voltage equal to 346 Vrms. This voltage will set the dc-link to 490 V for purposes of 

bidirectional active power flow. The experimental platform consists of a dSpace 1104 for 
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control, sensor board, measurement equipment, PC, VSC based on semikron IGBTs, dc 

and ac power supplies. 

 
Figure 3.7 The experimental laboratory test bench setup. 

 

3.6.1 OVS-DCC Simulation and Experimental Results 

The predictive control used in this section is the optimum VSC’s vector computation – 

direct current control described in section IV-B. The simulation and experiment time is 6 

sec. The simulation step time is 10ିହ sec. (100 kHz) whilst the acquisition frequency in 

the experiments is 20 kHz. In both types of results, a centered SPWM of 10 kHz is used. 

The control algorithm is programmed in an embedded MatLab function to emulate a micro-

processor with low-level programming language.  

Table 3-3 The Setup Parameters of ARR 

Parameters Value 

AC grid line-neutral voltage  ሺ ෨ܸ௚) 120 Vrms 

DC voltage supply ( ஽ܸ஼) 490 V 

Nominal grid line current (ܫ௚) G=0.04 of ෨ܸ௚ 

Switching frequency ( ௦݂)  10 kHz 

DC Load resistance (ܴௗ௖) 125 Ω 

L-Filter (L) 12 mH 

DC link capacitor (C) 1 mF 

IGBT rating 1200 V, 50 A 
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(a)  

(b)  

Figure 3.8 Active and reactive power, and dc-link voltage of the ARR. (a) Simulation and 
(b) Experimental results 

 
From 0 to 0.715 secs. the ARR is operated at no control mode. After that, the ARR enters 

in rectification mode and then switches to regeneration mode at 3.03 secs. Figure 3.8 shows 

the three modes of operation. In Figure 3.8(a), during the no control mode, there is no 

active or reactive power flow. The dc load is being fed by the dc power supply. During the 

rectification mode, 1600 watts of active power flows from the ac to the dc side, keeping 

the reactive power at zero (unity PF operation). In the regeneration mode, 1600 watts flows 

from the dc to the ac side also maintaining the instantaneous reactive power in zero (PF = 

- 1). The same performance can be observed in the experimental results of Figure 3.8(b), 

however, the power flow is lower (1400 watts) due to the losses in the IGBTs and 
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associated parasitic inductances, capacitors and resistances of wires, as well as ESR and 

ESL of capacitors. 

Fast transient dynamic of the OVC-DCC can be observed from simulation and 

experimental results of Figure 3.8(a) and (b), respectively. In both cases, there is no power 

overshooting and almost instantaneous response at both transitions. For more detailed 

study, Figure 3.9 and Figure 3.10 show the grid line current for the two transition moments: 

control starting and control mode change. The figures present the actual grid line current, 

the reference current and the grid line-neutral voltage of the phase a, for the simulations 

and the experimental tests, respectively.  

(a)  

(b)  

Figure 3.9 Control starting: grid line current, reference current and grid line-neutral 
voltage of phase a. (a) Simulation and (b) Experimental results. 
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(a)  

(b)  

Figure 3.10 Control mode transient from rectification to regeneration: grid line current, 
reference current and grid line voltage of phase a. (a) Simulation and (b) Experimental 

results. 

 
In Figure 3.9, previous to the control starting, the grid current is zero as the dc power 

supply voltage is higher than the ac peak line-to-line voltage, therefore the free-wheeling 

diodes of the IGBTs are inversed. Notice, once the control starts in rectification mode, the 

actual grid line current perfectly tracks the current reference (݅௚௔_௥௘௙ ൌ ,௚௔ݒܩ ܩ ൌ 0.04), 

achieving unity PF operation (in both simulation and experiment tests). In Figure 3.10, the 

control mode changes from rectification to regeneration. Before the transition, the current 

is in phase with the grid line-neutral voltage (PF=1) and after, the actual grid line current 

and current reference (݅௅௔_௥௘௙ ൌ ,௦௔ݒܩ ܩ ൌ െ0.04) are 180 degrees phase shifted (PF=-1). 
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High correlation between simulation and experimental results can be observed, 

nevertheless, experimental results presents a slightly higher ripple. The quantification of 

the ripple is studied in the design results section. 

(a)  

 (b)  

Figure 3.11 Current error or current line ripple of phase a. (a) Simulation and (b) 
Experimental results. 

 
The actual grid line current ripple of the phase a (∆݅௚௔) and the desired defined ripple 

 are presented in Figure 3.11, for the whole time of the simulation and experimental (௥௣ܫ)

test. The grid line current ripple is defined in Figure 3.3 and it is computed as ∆݅௚௔ሺ௞ሻ ൌ

݅௚௔_௥௘௙ሺ௞ሻ െ ݅௚௔ሺ௞ሻ  at every cycle of control (10 kHz). The data acquisition, in the 

simulation, is 100 kHz, where 10 points decimation is programmed and synchronized with 

the SPWM. For the experimental results, 2 points decimation was performed. The desired 
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current ripple is calculated from the design of minimum L-filter formula in (3.20). Thus, 

using the values in Table 3-3, ܫ௥௣ ൌ
௏ವ಴
଺	௙ೞ	௅

ൌ  Notice that in the simulation (Figure .ܣ	0.6795

3.11(a)), the current ripple is 99.5% of the time below the desired value. Notwithstanding, 

in the experimental results (Figure 3.11(b)), the current ripple exceeds the design value due 

to the reasons mentioned in the introduction. Some of them are: 

- The worst-case L-filter design is chosen as ܮ௠௜௡, thus ∆݅௚௔ will be maximum for 

the designed ܫ௥௣. 

- The actual current ripple depends on the control algorithm, which is assumed in 

perfect operation for the design procedure.  

- Errors of calibration in the acquisition and transducers nonlinearity affect the 

control performance. 

- Parasitic components are not considered.  

- VSC dead-time used in the experiments is not considered either in the simulation 

or in the theoretical analysis.  

3.6.2 Sensitivity analysis 

 The proposed control strategy adjusts the action of control base on the ARR model. The 

main parameter in the ARR model is the L-filter. A sensitivity analysis is presented to 

evaluate the robustness of the proposed controller under uncertainty in this parameter. The 

inductance was changed over a range of ±50 %.  Each case was simulated using the same 

current profile of section VI-A. The MAE and RMSE among the instantaneous current 

reference in the phase a are presented in Table 3-4.  
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 As it can be noted from Table 3-4, the MAE and RMSE are smaller than 6% and 12%, 

respectively, indicating that the OVC-DCC is robust to the variation of the main parameter 

of the model. Similar MAE and RMSE are found for a correct value of the inductance. 

Table 3-4 Maximum MAE and RMSE for L-Filter variation 

 

3.6.3 Pulse Width Modulation Strategies: Comparative Study 

Two pulse width modulations, SPWM and SVM, are studied, simulated and compared 

as it is shown in Table 3-5. Three criteria are considered: switching losses ( ௟ܲ௢௦௦), current 

distortion (ܶܦܪ	ܫ௚) and dynamic response (MAE and RMSE of ݅௚௔).  

Table 3-5 Maximum Criteria Values for each Modulation Technique 

Modulation  

Technique 
ሺ%ሻ	௚௔݅	ܧܣܯ ܧܵܯܴ ݅௚௔ ሺ%ሻ

ܦܪܶ ݅௚௔ ሺ%ሻ  
௟ܲ௢௦௦ ሺܹሻ

Phase a Phase b Phase c 

PWM 0.1148 0.2495 4.28  4  3.99 3.5917 

SVM 0.1064 0.2477 3.98 3.97 3.83 3.5644 
 

 From Table 3-5, it can be observed that the SVM presents a slightly better performance 

in terms of less current error, current distortion, lower THD and lower losses. However, 

the difference is not significant.  

 Simulation and Experimental Results: Design  

The ARR design consists on the selection of the L-filter and the dc-link capacitor. In this 

section, 4 designs for the L-filter and 3 designs for the dc-link capacitor are presented. 

Real 
Parameter 

݅௚௔	ሺ%ሻ Parameter 
Changed 
Increased 
(+50%) 

݅௚௔ ሺ%ሻ Parameter 
Changed 

Decreased 
(-50%) 

݅௚௔ ሺ%ሻ 

MAE RMSE MAE RMSE MAE RMSE

ܮ ൌ 12	mH 5.21 11.37 ܮ ൌ 6 mH 5.68 11.50 ܮ ൌ 15	mH 5.70 11.78 
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3.7.1 L-Filter Design Case Study 

In order to corroborate the L-filter design procedure, 4 cases have been chosen. The 4 

cases are shown in Table 3-6, Figure 3.12 and Figure 3.13, for which four current ripples 

are calculated using the worst-case (ܮ௠௜௡) scenario in (8), ஽ܸ஼ ൌ ௚ܫ ,400ܸ ൌ 0.03 ௚ܸ, ෨ܸ௚ ൌ

120	 ௥ܸ௠௦ and ௦݂ ൌ 10	kHz. Notice that ܮ௠௔௫ is always the same, as it does not depend on 

the current ripple and it is selected for the stability issues. 

 

Figure 3.12 Simulated grid line current ripple and desired current ripple. (a) L=6 mH (b) 
L=9 mH, (c) L=12 mH and (d) L=15 mH. 

 

Figure 3.13 Experimental results of line current ripple and desired current ripple. (a) L=6 
mH (b) L=9 mH, (c) L=12 mH and (d) L=15 mH. 
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In Figure 3.12 a zoom of the actual grid line current ripple from the simulation of the 4 

L-filter design cases can be observed. In the 4 cases, the actual current ripple (∆݅௚௔) is 

always below the desired current ripple (ܫ௥௣). In Figure 3.13, the same analysis is presented 

for the experimental results. In this figure, the actual current ripple goes above the desired 

value due to the reasons discussed before. Table 3-6 summarizes the information shown in 

Figure 3.12 and Figure 3.13, where the average current ripple is computed. From these 

results, it can be concluded that the experimental current ripples are in average below the 

desired value of design. 

Table 3-6 Comparative Results Desired Current Ripple 

௥௣ ∆݅௚௔ܫ ሻܪሺ݉	ܮ Simulation ∆݅௚௔ Experimental 

Min. Max. Desired Max. Mean Max. Mean 

6 22 1.110 1.3037 0.2874 1.8601 0.9408 

9 22 0.740 0.7308 0.0224 1.431 0.7237 

12 22 0.555 0.5702 0.0181 1.159 0.4649 

15 22 0.444 0.5020 0.0153 0.9758 0.4284 
 

Finally, to verify the complementary frequency domain design procedure, the L-filter 

value equal to 12 mH is chosen, with a desired current ripple of 0.555 A.  A MatLab script 

is written to compute the harmonic model of the current error as in (3.20) and the model of 

the VSC voltage as in (3.22).  

Figure 3.14(a) demonstrates the FS modelling of the current ripple and the VSC 

converter waveform for ܦ ൌ 45%. It is chosen 45% to show the apparition of the even 

harmonics. In a symmetric 50% duty-cycle waveform, only odd harmonics appears.  
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Figure 3.14 (a) Current ripple, VSC voltage and their reconstruction in FS (b) Current 
ripple FS Coefficients (c) VSC voltage FS Coefficients. 

 

Figure 3.15 Simulated results of line current spectrum. (a) L=9mH (b) L=12mH, (c) 
L=15mH and (d) L=18mH 

 

In Figure 3.14(b) and (c) the FS coefficients of the current ripple and VSC converter are 

presented. In this FS, it is used 20 coefficients. From this analysis and using (3.21) it can 

be deduced that a minimum inductance of 12mH need to be designed for achieving the 
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current ripple of 0.555 A (Figure 3.14(a)). Exactly the same value was found with the time 

domain analysis shown in Table 3-6, demonstrating thus the two methods are 

complementary. 

The FFT (Matlab function) and spectrum analysis (from a Tektronix RSA 5103A Real 

Time Signal Analyzer) of the actual line current of the phase a is presented in Figure 3.15 

and Figure 3.16 for the simulation and the experimental tests respectively. In these figures 

the 4 inductance cases design are presented. It can be noticed that the second harmonic of 

௦݂ appears as expected. Due to the acquisition resolution in the simulation (100 kHz) the 

maximum frequency shown is until the fifth harmonic. Moreover, higher frequencies are 

more attenuated and they have very small effect. 

 

Figure 3.16 Experimental results of line current spectrum. (a) L=9mH (b) L=12mH, (c) 
L=15mH and (d) L=18mH 

 

 A summary of the results in Figure 3.14(b), Figure 3.15 and Figure 3.16 for the 

case of L=12mH can be observed in Table 3-7. From this table a very good correlation 

between simulation and experimental results can be observed (as well as from Figure 3.15 
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and Figure 3.16). The theoretical results has a huge discrepancy in the first harmonic, 

however the remaining harmonics are more correlated. This result difference comes from 

the assumptions considered in the frequency domain analysis, however, for practical issues 

it was demonstrated that the method is completely equivalent to the time domain for the 

inferior limit of the L-filter. 

Table 3-7  Comparative Line Current Harmonics for L=0.012 H. 

Harm. order ௦݂ Theoretical (%) Simulation (%) Experimental (%)

1 8.72102 0.658 0.846 

2 0.682134 0.348 0.781 

3 0.874149 0.252 0.148 

4 0.324374 0.215 0.104 

5 0.249742 0.187 0.044 
 

3.7.2 DC-link Capacitor Design Case Study 

Three cases of the C design are shown in Table 3-8, for which a synthesis procedure is 

performed. The values of the capacitors are selected as in the table. From (3.33), the 

maximum and minimum voltage ripples are calculated considering the same scenario as in 

the L-filter design. The maximum and minimum voltage ripples are in Table 3-8 and 

marked in Figure 3.17 with red and black lines. Figure 3.17 shows the dc-link voltage ripple 

for the 3 cases of capacitors. The left plots are experimental, whereas the right plots are 

simulation results. Also, Table 3-8 shows the summary of the results found in Figure 3.17. 
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Figure 3.17DC-link voltage ripple results. Experimental (a) C=0.5mF (b) C=1mF, (c) 
C=2mF and simulation (d) C=0.5mF, (e) C=1mF, and (f) C=2mF, 

 

From Table 3-8, it can be noted that the simulations comply with the design procedure. 

However, the voltage ripple from the experimental results is greater than the maximum 

limit value. This situation is explained by the assumptions in the design procedure: 

1. Ideal capacitor by neglecting the ESR and equivalent series inductor (ESL). 

2. The control is assumed to work perfectly. 

Table 3-8  Comparative Results of DC-Link Voltage Ripple 

஽஼ݒ∆ ሺmFሻ ௥ܸ௣ (V)	ܥ Sim. (V) ஽஼ݒ∆ Exp. (V) 

Value Min. Max. Value Value 

0.5 1.5300 2.1898 1.7694 3.5428 

1 0.7650 1.0949 1.2789 2.0389 

2 0.3643 0.5214 0.5725 1.5372 
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 Conclusions 

A comprehensive study of the ARR is performed in this chapter, starting with an 

exhaustive literature review, classification and summarization of the control and design 

strategies. On top of that, the chapter proposes an improved and general design 

methodology for the passive components of the ARR. The novelty of the L-filter design 

strategy lies on the consideration of the modulation technique (centered-SPWM) in a 

simple manner to reach convergence with the current harmonic analysis in frequency 

domain. The dc-link capacitor design is based on the dc-link voltage ripple and power 

balancing. Both design strategies (L-filter and dc-link capacitor) were demonstrated and 

verified by means of simulation and experimental results. All these tests were performed 

under the ARR being controlled by a deadbeat-type predictive controller (OVC-DCC). 

Based on non-linear theory, a complete analysis of the OVC-DCC for a typical VSC is 

developed for the first time in the literature to the best of the author’s knowledge. The 

dynamic performance and accuracy of the proposed controller was tested and corroborated 

also by means of simulations and experimental results where indices, such as MAE and 

RMSE, were computed. Two modulation strategies were compared (SPWM and SVM) 

under 3 criteria: dynamic performance, current THD and losses, finding that SVM 

performs better. A sensitivity study is performed to test the ARR parameter independency 

under diverse operating conditions. It is concluded that the OVC-DCC is highly robust to 

parameter uncertainty of ±50 %.   
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 Introduction 

As mentioned in the power electronic topologies selection of Chapter 2, we will discuss 

the design of a of dc-dc Cuk converter. This chapter investigates the effect of components’ 

placement on the radiated emissions of the printed circuit board (PCB) of dc-dc power 

converters.  The main goal of this chapter is to find the best position and orientation for the 

passive components on the PCB to minimize the electromagnetic interference (EMI) at a 

specific location on the board. The optimum design for the location and orientation of the 

components on the PCB is achieved by Genetic Algorithms (GA) optimization. The 

novelty of the design procedure lies on the fitness function programming, where an 

interface software platform is built through MatLab scripting to connect a 3D-Finite 

Element Analysis (FEA) and the GA. The FEA addresses the radiated EM calculation 

while the GA focuses on minimizing it. A comparison between the optimum and non-

optimum PCB designs were simulated and experimentally tested to verify the advantages 

of the proposed design technique. For this study, the Cuk converter is selected, as it presents 

a larger quantity of passive components (2 inductors and 2 capacitors). 

 Optimizing Power Converter PCB Design for Lower EMI  

The wide use of high-frequency power electronic converters in high-power applications 

causes EMI. Electromagnetic compatibility is becoming a critical issue for power 

converters manufacturers, as the products should satisfy the national and the international 

standards, such as CISPR22, FCC part 15, EN 55022 and MIL-STD-464. Power converter 

designs should comply with the EMI standard limits. The switched operation of power 
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electronic converters generates a high-frequency current and voltage ripples, which are 

mainly the source of the EMI problem. 

EMI can propagate in the system by conduction or radiation. The conducted EMI 

travels through the circuit wiring while the radiated one grows by the inductive and 

capacitive coupling phenomena. The existence of inductive and capacitive components in 

the high-frequency power converter circuit spreads the electromagnetic waves in the 

medium. These waves are received and coupled, by other inductive and capacitive 

components in the circuit, with more or less degree depending on their relative position, 

dimension and function in the circuit. 

Extensive attention is being given by researchers to mitigate the effect of conducted 

EMI. In [76] a methodology for EMI reduction based on using EMI filters is presented. 

Although these methods decrease the EMI, they add extra components to the system and 

increase the cost.  Other research focuses on improving the modulation techniques of the 

controller to suppress EMI with emphasis on the conduction form [77].  These techniques 

need special EM sensors, higher data processing speed and memory, and complex control 

algorithms.   

Recently, a plethora of studies are based on solving the EMI problem in the pre-design 

stage using numerical analysis to predict the radiated and conducted EMI behavior of the 

PCB [78]–[82]. References [78], [81] presented an optimized technique to locate the 

components on the PCB. In these works, very limited cases are considered, without 

applying optimization. In [83], far-field emissions analysis for the conducted and radiated 

EMI was presented. However, no near-field radiated analysis were performed. In [84], a 

method for placing the components, which have magnetic emissions, on a PCB is 
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presented. The technique is based on calculating the magnetic coupling among these 

components to compute the set of minimum distance and rotation angle between them, and 

thus minimize the conducted EMI and PCB’s volume. It is clear that less work has been 

done for the radiated EMI compared with the conducted EMI. The main reason is that the 

radiated EMI requires modeling of the physical geometry of the PCB, as well as electric 

circuit analysis to compute the electromagnetic field distribution. 

Currently, there is no software available to study the design of a PCB that helps to 

comply with the limit standards of radiated emission IEC61800-3. In this chapter, an 

optimization technique is proposed to define the components’ position in a PCB of a high-

frequency power converter reducing its stray fields to comply the standards in the pre-

design stage. The optimum design for the PCB is achieved by the combination of a quasi-

static field analysis in a 3D-FE program and GA. The proposed technique is based on 

varying the distance and angle between passive components. These variations search for 

the cancelation of their radiated coupling effects at the point of interest on the PCB.  

  Modeling of the DC-DC Converter  

4.3.1 DC-DC Cuk converter 

DC-DC Cuk converter is commonly used in many control system applications. It 

provides an output voltage, which can be less or greater than the input voltage. The circuit 

diagram of Cuk converter is shown in Figure 4.1, which consists of a dc voltage source, 

input inductor (L1), a power switch and a diode. Also, it usually has a filter capacitor (C) 

and filter inductor (L2) to smooth the output. This topology is commonly used in water 

pump photovoltaic systems as a maximum power point tracker, where the EM 

susceptibility of the current transducer is a critical issue for the performance of the 
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controller [85], [86]. In [87], this converter is used for MPPT purposes, as well as for 

driving the dc motor that actuates the water pump. The current sensor LA25-NP is used in 

this investigation as a sensitive device for studying the EMI effect.   

 
Figure 4.1 Circuit diagram of Cuk converter. 

 

4.3.2 Converter 3D-FE Model 

3D-FE analysis is a numerical tool, which provides an efficient and adequately accurate 

approach for physics-based modeling of the electric components. Thus, a 3D-FE model for 

Cuk converter is built to be used in this work. In this model, only the inductive and 

capacitive components are modeled numerically, as they have the most effect on radiated 

EMI propagation. The other components are considered as ideal and have no effect on the 

radiated EMI. Figure 4.2 shows the 3D-FE model of the dc-dc Cuk converter, which is 

used in this study.    

4.3.3 Electromagnetic Field Computation 

The electromagnetic field inside and outside the electrical components is governed by the 

following nonlinear partial differential equations: 

߶ଶ׏ ൅
߲
ݐ߲
൫׏. AሬሬԦ൯ ൌ

௘ߩ
ߝ

 
(4.1) 
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׏ ൈ ቀυ൫׏ ൈ AሬሬԦ൯ቁ ൌ Ԧ௘ܬ ൅ ߪ
Ԧܣ߲

ݐ߲
െ  ሻ߶׏ሺߪ

(4.2) 

where ϕ is the electrostatic scalar potential, AሬሬԦ is the magnetic vector potential (MVP), ρe is 

the charge density [C/m3], ε is the permittivity of the medium [F/m] and  Je is the excitation 

current density vector  [A/m2]. 

 
Figure 4.2 3D-FE model of Cuk converter 

 

The excitation waveforms supplied to the FE model are calculated in the MatLab 

simulation. The second term on the RHS of (4.2) is used to analyze the Eddy currents effect 

resulted in the high-frequency switching operation (40 kHz). A linear magnetization curve 

for the magnetic components was considered. The 3D-FE model utilizes the elemental 

equations for first-order tetrahedral elements, as shown in (4.3) [88]: 

,ݔԦ௜ሺܣ׏ ,ݕ ሻݖ ൌ
1
4
൫ܣԦଵ௜ ൅ Ԧଶ௜ܣ ൅ Ԧଷ௜ܣ ൅  Ԧସ௜൯ܣ

(4.3) 

where sub-indexes 1, 2, 3 and 4 are the vertices of the tetrahedral element, ܣԦ௫௜ is MVP of 

each vertices. This vector is used for calculation of the magnetic field (ܪሬሬԦ). Once the current 
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distribution of the magnetic field is obtained, an accurate 3-D profile of the radiated 

magnetic field is calculated. The vector components of the magnetic field can be deduced 

from similar analysis of other tetrahedral elements oriented along the x, y and z-axes, which 

captures the 3-D electromagnetic solver. Then, the superposition principle is used to 

calculate the magnetic field at any arbitrary point P (xp, yp, zp). 

 Proposed Methodology: 3D-FE-GA 

This chapter proposes an effective methodology to find the optimum location and angle 

of the passive components in a PCB to cancel their radiated coupling effects at the point of 

interest. To achieve this purpose an interface platform is built based on the combination 

between GA and 3D-FE. The GA is applied using MatLab optimization toolbox while the 

3D-FE is implemented in Magnet Infolityca software. 

4.4.1 3D-Finite Element considerations 

The location of the device refers to its position on the PCB and the orientation is the axial 

rotation relative to the center of the device. In order to consider most of the possible 

positions and orientations, the optimization is divided into several cases. The proposed 

technique is based on five practical cases with different positions of the inductors and four 

cases for the capacitors. In these cases, the important parameters are: 

1. The distance between the components (d). 

2. The angle of orientation between the components (θ). 

In all cases, one device is moved and the other is kept fixed. The different cases for coils 

are summarized in Table 4-1, and those for capacitors are shown in Table 4-2. In Table 

4-1, the positive coil current means that the two coils have the same current direction, while 

the negative coil current means that they have opposite current directions. As a design 
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constraint, the sensitive device (current sensor), is located in the center of the board, as 

shown in Figure 4.2. 

Table 4-1 Cases of Positioning for Inductors 

CASES Inductors
Fixed / 

Movable
Rot

Current 

direction
Coil Position 

case 1a 
coil1 Fixed no positive 

 
1           2 

coil2 Movable no positive 

case 1b 
coil1 Fixed no positive 

coil2 Movable no negative 

case 2a 
coil1 Fixed no positive 

 
1          2 

coil2 Movable yes positive 

case 2b 
coil1 Fixed no positive 

coil2 Movable yes negative 

case 3: 
coil1 Fixed yes positive 

 
1            2 coil2 Movable yes positive 

 

Table 4-2 Cases of positioning for Capacitors 

CASES Capacitor Fixed / Movable Rotation Capacitor Position

CASE 1a 
Cap.1 Fixed no 

 
1              2 

Cap.2 Movable no 

CASE 1b 
Cap.1 Movable no 

Cap.2 Fixed no 

CASE 2 
Cap.1 Fixed no 

 
1             2 Cap.2 Movable yes 

CASE 3 
Cap.1 Fixed no 

 
1              2 Cap.2 Movable yes 

 

4.4.2 Genetic Algorithm Optimization Procedure 

In our particular case, the genetic algorithm inputs (chromosomes) have the 

information for the variation of the distances (Δݔ, Δݕ) and also the angle of rotation (Δߠ). 
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The setup for the genetic algorithm in one case of optimization, as an example, is shown 

in Table III. 

Table 4-3 GA Setting 

Property Values Property Values 

Number of variables 3 Mutation Uniform 80% 

Bounds 
Lower [0 0 0] Crossover Single point 

Upper [161 235 360] Generations 10 

Population 20 - - 
 

The GA finds the optimum location and orientation of the passive components to get 

the minimum radiated magnetic and electric field at the sensitive device. The optimization 

process is achieved through two stages: 

1. Coils optimization by Magnet (Infolytica) considering the magnetic field only. 

Once all the cases are optimized, the best case among the 5 coil cases is chosen. 

When the optimum coils’ position become known, the second stage starts.  

2. In this stage, the capacitors are optimized by Elecnet (Infolytica) considering the 

electric field only. In this stage, the 4 cases are optimized, and the best case is 

chosen.  

The procedure and fitness function for the GA optimization is described by the 

flowchart in Figure 4.3 and explained as follows: 

1: The GA generates random values for the variables (Δݔ,	Δݕ,	Δߠ), and passes them to the 

MatLab script fitness function for placement and orientation of the movable component.  

2: The MatLab script verifies if the movable component’s position is overlapping with the 

other components on the PCB. If there is overlapping, then a linear penalization will be 

applied depending on the overlapped area. The penalization is as in (4.4). 
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Figure 4.3 GA and fitness function for the optimization. 
 

Cost ൌ หܪሬሬԦห
If	ሺoverlapping ൌ 1ሻ

|ሬሬԦܪ| ൌ ݇ ∗ overlapped	Area
			else																																																																		

continue STEP 3
end					

 
(4.4) 

where, “k” is a constant value heuristically set in 20 A/m for |ܪሬሬԦ|. The same procedure is 

carried out for the electric field. 

3: If there is no overlapping, the MatLab script calls Infolytica program and passes random 

values of the variables	Δݔ, Δݕ and Δߠ. 

4: The MatLab script summons the FE program to solve the model and passes the random 

values of the variables	Δݔ, Δݕ and Δߠ to modify and shift the components in the FE model. 

5: The converter model is analyzed in the 3D-FE software and the radiated magnetic (|ܪሬሬԦ|) 
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or electric field (|ܧሬԦ|) is calculated at the line that crosses the center of the sensitive device, 

(the measurement line in Figure 4.2).  

6: Once the 3D-FE analysis is finished, Infolytica passes the magnitude of the field 

 .to the MatLab script (|ሬԦܧ|	ݎ݋	|ሬሬԦܪ|)

7: The MatLab script returns the value of the field to the GA tool as the cost (4.3). 

8: The GA tool internally processes the crossover, mutation and reproduction. It checks the 

stop criteria and if it is not reached, then it generates a new, random set of movement and 

rotation (Δݔ, Δݕ, Δߠ), and the whole procedure is repeated again. 

 Simulated Results 

The passive components in the PCB of the Cuk converter are modeled by FEA and 

simulated by the Infolytica software. The simulation conditions and the components’ 

parameters are indicated in Table 4-4.  

Table 4-4 Simulation Parameters 

Parameter Value Parameter Value 

Frequency 40  kHz Duty cycle 50 % 

Coil 1 inductance (L1) 1.35 mH Load resistance 10 Ω 

Coil 2 inductance (L2) 1.35 mH Input voltage 38 V 

Capacitance 1 (C1) 470 uF Output voltage - 33 V 

Load capacitance (C) 47 uF   
 

4.5.1 Optimization Results 

The results of the proposed optimization technique is presented in this section. Figure 

4.4 and Figure 4.5 indicate the best fitness values for each generation for all cases of the 

coils and capacitors, respectively. As it is clear from Figure 4.4, the best position for the 
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coils is the case 1a, and for the capacitor is the case 1a also (see Table 4-1 and Table 4-2, 

respectively). 

 

Figure 4.4 Optimization results for the coil cases. 
 

 

Figure 4.5 Optimization results for the capacitor cases. 
 

The final positions of the passive components in the PCB, according to the optimization 

results, are summarized in Table 4-5. The computation time for each run of the simulation 

is estimated as 71 seconds. Each optimization case is 7100 seconds.  Even, when this 
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computation time appears to be large, the optimization is performed only one time in the 

pre-designed stage for the converter under design.  

Table 4-5 Optimum Components Position 

COMPONENT 
CENTER POSITION (X,Y) 

Non-optimal Optimal 

Coil1 (movable) (75,25) (27.0758 , 25) 

Coil2 (fixed) (135, 25) (135, 25) 

Capacitor1  (movable) (56, 219) (17.038, 219) 

Capacitor2 (fixed) (150, 225) (150, 225) 
 

4.5.2 Optimal and Non-optimal Coils position. 

Following the completion of the optimization steps, the passive components are 

rearranged on the PCB to match the optimum positions. A quasi-static field analysis using 

Maxwell software is applied for the original and the optimum arrangements. The magnetic 

field distribution in the PCB is shown in Fig. 6. The figure indicates that the field 

diminishes at the sensor region, as compared with the original arrangement. 

The magnitude of the magnetic field is drawn along a line in the x-direction and passes 

through the sensor’s center (the measurement line Figure 4.2) for the original and optimum 

arrangement, as shown in Figure 4.7. The field magnitude at the sensor’s center is reduced 

from 8.559 x 10-5 AT/m, for the non-optimum arrangement, to 4.211 x 10-5 AT/m, for the 

optimum arrangement. Figure 4.8 shows the magnetic field magnitude along the same line 

for the optimum arrangement at different heights (at bottom, middle and top of the sensor). 

The figure indicates that the proposed optimization topology is not affected significantly 

by the height variation. 
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(a)  

 

(b)  

Figure 4.6.  Magnetic field for coils on the PCB (a) |H| non-optimum (b) |H| optimum 
 

In order to study the magnetic field near the sensitive device, a 3-D plot of  |ܪሬሬԦ| versus 

variation on x-y is shown in Figure 4.9. The figure indicates that the closer to the sensor, 

the less field magnitude is found. 
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Figure 4.7 Magnitude of the magnetic field through a line in x-direction and passing 
through the sensor center for optimal and non-optimal position. 

 

 

Figure 4.8 Magnitude of the magnetic field through a line in x-direction and passing 
through the sensor center at different heights. 
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Figure 4.9 Magnitude of the magnetic field through the sensor region in x-y plane. 

 
4.5.3 Optimal and Non-optimal Capacitors position. 

Based on the optimization results, the capacitors are also rearranged to match the 

optimum positions. The non-optimum and optimum arrangement are solved for the 

magnitude of the electric field, as shown in Figure 4.10. The same abovementioned 

analyses for coils were also performed for the capacitors, and the results are indicated in 

Figure 4.11 and Figure 4.12. These figures show that the electric field decreases form 12.56 

V/m to 1.546 V/m between the non-optimum and the optimum design, respectively, at the 

sensor’s center. 
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(a)  

(b)  

Figure 4.10 Electric field for capacitors on the PCB (a) |E| non-optimum (b) |E| optimum 
 

 

Figure 4.11 Magnitude of the electric field through a line in x-direction and passing 
through the sensor center for optimal and non-optimal position. 
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Figure 4.12 Magnitude of the electric field through the sensor region in x-y plane. 
 

 Experimental Results 

In this section, the experimental results are presented to validate the proposed design 

technique for the proper location of passive components on the PCB for a dc-dc Cuk 

converter. Two experimental tests are performed; the first for the optimal position of coils 

and capacitors and the other for the non-optimum position that matches with the location 

on the simulated results. The dc-dc converter was designed and tested at the same 

conditions of the simulation, which are presented in Table 4-4. The experimental results 

are conducted in a Faraday chamber to isolate the circuit from the external interferences, 

as shown in Figure 4.13. The waveforms of the output voltage and the inductor currents of 

the Cuk converter are shown in Figure 4.14. The electromagnetic measurements are 

conducted using a Beehive Electronics 100C loop antenna, Beehive Electronics 150A 

Amplifier, and an EMC and Real time signal analyzer Tektronix RSA5103A. 
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Figure 4.13 Experimental Setup 

 
Figure 4.14 Output voltage and inductors current for DC-DC converter. 

 

For comparison purposes, these measurements are performed for the optimum and non-

optimum arrangement. The magnitude of the magnetic field for the two cases is shown in 

Figure 4.15. In this figure, 9 measurements are depicted to indicate the variation of the 
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magnetic field along the x-axis, passing through the center of the sensitive device, as shown 

in Figure 4.2.  The figure also shows that the magnetic field interference is reduced from 

7.891x10-5 (A/m) to 4.542x10-5 (A/m) at the center of the sensitive device, which means 

about 42.4% radiated EMI reduction with the proposed design. A comparison between the 

simulated and experimental results for the optimum and non-optimum arrangement are 

shown in Table 4-6. 

 

Figure 4.15 Magnitude of the magnetic field through a line in x-direction and passing 
through the sensor center for optimal and non-optimal position. 

 

Table 4-6 Simulated and Measured Field at Sensor Center 
 |H|OPT 

(A/m) 
|H|NONOPT 

(A/m) 
%Reduction 

Simulated 4.211 x 10-5 8.559  x 10-5 50.8 
Experimental 4.542 x 10-5 7.891 x 10-5 42.441 

 

The measurements of the magnetic field components were conducted by loop antenna 

in the three directions (ܪ௫, ܪ௬ and ܪ௭). For ܪ௫, ܪ௬ and ܪ௭ component measurements, the 

antenna is oriented in the xy, xz and yz plane, respectively. The magnetic field is detected 

in dBuV/m and transformed to A/m. 
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The three components of electromagnetic signature at the center of the sensitive device 

are shown in Figure 4.16. Inspecting this figure, it can be noticed that the optimized design 

exhibit lower radiated interference in the three directions and during the whole 

electromagnetic spectrum from 20 kHz to 300 kHz than the non-optimum one. It can also 

be observed that the magnetic field in the z-direction (Hz) is almost the same for the 

optimum and the non-optimum positioning. 

 

Figure 4.16 Radiated Magnetic field from the experimental setup (a) In x direction (b) In 
y direction and (c) In z direction. 

 

The quasi-static simulation conducted by the FE procedure did not consider the time 

harmonic analysis in order to minimize timing and effort in the computation. However, it 

is clear that the reduction of the main harmonic component (40 kHz) is accompanied by 
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Figure 4.17 Radiated Magnetic field (|H|) from the experimental setup. 
 

Table 4-7 Measured Harmonics Reduction in (dBuV/m). 
 

 

 

 

 

 

 Conclusion 

This chapter presents an optimization technique for the PCB design based on the 

arrangement of the passive components. A software platform was developed to perform 

the optimization using GA and 3D-FE. The proposed procedure for PCB design was 

verified by simulation and experimental results. The results show a significant reduction in 

the radiated electromagnetic field at a susceptible device in a PCB. Even when the 
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No |H|OPT |H|NOOPT Red No |H|OPT |H|NOOPT Red  

1 84.91 90.32 5.41 7 77.79 81.57 3.78 

2 51.99 59.95 7.96 8 55.8 62.92 7.12 

3 78.68 84.57 5.89 9 74.68 78.44 3.76 

4 52.36 60.71 8.35 10 55.09 62.39 7.3 

5 82.46 84.73 2.27 11 73.34 76.71 3.37 

6 57.49 63.58 6.09 12 55.5 62.3 6.8 
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optimization procedure is applied only for the sensor’s center, the field reduction is 

extended for a wide region around the sensor. Moreover, the proposed technique not only 

reduces the fundamental field component, but also all the harmonic contents for the 

electromagnetic field. 
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 Introduction 

Induction machines are relevant in industrial applications and they are ideal for harsh 

environments due to their robustness, ruggedness, high efficiency, lower cost and 

maintenance.  In the history of IM, there have been many types of controllers depending 

on the machine connections (see Table 2-2). One of the first controllers connects the IM 

directly to the mains or to scalar controllers, such as the Voltage-Frequency driver.  The 

last one suffers from limitations at low speed and poor torque response [89]. The 

emergence of vector control techniques (VCT) moderately solves the IM control problems. 

One of the most famous VCT is the Field Oriented Control (FOC) presented in [90]–[92]. 

This strategy grants control of the rotor flux and torque independently, acting over the 

stator current phase and quadrature components. Typically, the FOC design is simple but 

its performance depends on the knowledge of the IM parameters and the load variations 

[93]. Moreover, rotor flux observers are difficult to design when the IM’s parameters vary 

with the frequency and temperature. Solutions for these problems were proposed in [94], 

[95]. 

More recent VCT are the Direct-Self Control (DSC) and Direct Torque Control (DTC) 

proposed in [96] and [97], respectively. The DSC is better suited for high-power and low-

switching frequency applications. The DTC is widely utilized and best suited for low and 

medium power and high switching frequency applications. DTC produces rapid torque 

response, while keeping the IM stator flux and torque decoupled. The main disadvantages 

of DTC are the large torque ripple, its high start-up current, variable switching frequency, 
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and poor performance under overload and low speed operation. Plenty of research has been 

conducted to improve the DTC performance. DTC alterations are presented in [98], [99] 

for enhancing the starting condition and the low-speed operation. References [100]–[108] 

propose solutions to these drawbacks with predictive strategies, but they are parameter 

dependent. In [109], a DTC modification to reduce the torque ripple and enhance the 

response of the control under overload condition with the price of higher parameter 

sensitivity is presented. A modulated hysteresis DTC is proposed in [110] to achieve 

constant switching frequency and decrease the torque oscillations. In [111]–[116], fuzzy 

controllers are proposed to reduce torque ripple and limit the stator current. 

In this chapter, a torque controller that integrates the advantages of Fuzzy Logic 

Controller (FLC) and predictive control (PC) is proposed. The FLC helps in the reduction 

of the torque ripple with significant decrement of the parameters’ dependency and 

limitation of the inrush current. The PC technique aims in the improvement of the 

performance at both starting condition and low-speed operation. In this approach, the FLC 

rules are based on a predictive DTC (P-DTC), where the main idea is to observe the non-

perpendicular quadrants formed by the two lines of constant torque and constant stator flux 

magnitude drawn in the complex vector plane (CVP) of the voltage source inverter (VSI) 

or voltage ߚߙ plane.  

A comparative study is performed among the classical DTC, P-DTC and the proposed 

Fuzzy-Predictive DTC (FP-DTC), showing the advantages and disadvantages of every 

control under diverse torque profiles and different load conditions. An assessment analysis 

over eight different continues and discontinues modulation strategies is performed. A 

parameter sensitivity examination is conducted to corroborate the thesis of FP-DTC is 
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robust to the parameter variations. Finally, experimental results are conducted, confirming 

all the expected performance and hypothesis. 

 Predictive DTC 

The P-DTC objective is to control the electromagnetic torque and the magnitude of the stator 

flux-linkage space-vector (SV) independently. Thus, it is convenient to represent the IM dynamic 

state-space equations in terms of the stator current complex SV ࢙࢏ and stator flux-linkage complex 

SV		࢙ࣅ, as in (5.1). The subscript s comes from stator. 

࢙࢏݌ ൌ
࢙࢜
෠௦ܮ
െ ቆ

௦ܮ
௥ܮ

ܴ௥
෠௦ܮ
൅
ܴ௦
෠௦ܮ
െ ݆ܲ߱௠ቇ ࢙࢏ ൅ ൬

ܴ௥
௥ܮ
െ ݆݊௣߱௠൰

sࣅ		

෠௦ܮ
sࣅ݌ ൌ ࢙࢜ െ ܴ௦࢙࢏

௠߱݌ ൌ
1
ܬ
ሺ ௘ܶ െ ௠ܶሻ

 (5.1) 

where ܴ௥ and ܴ௦ are the resistances, and ܮ௥ and ܮ௦ are the inductances of the rotor and 

stator, respectively; ܮ෠௦ ൌ ௦ܮ െ
௅ೞೝమ

௅ೝ
 ௦௥ is the mutual inductance, ߱௠ is the mechanicalܮ ,

speed, ௘ܶ ൌ ݊௣ࣅs ൈ  ;and ௠ܶ are the electrical and mechanical load torque, respectively ࢙࢏

݊௣ is the number pole pairs, ܬ is the inertia of the machine and the stator SV  ࢙࢏, vs and ࣅs 

are written in complex-vector notation referred to stationary ሺߚߙሻ reference frame, thusly 

࢙ࢌ ൌ ఈ݂௦ ൅ ݆ ఉ݂௦; ࢙ࢌ ൌ ሼ࢙࢏, ,࢙࢜  sሽ; p is the time-derivative operator. The transformationࣅ

from the primitive coordinates (abc) to the stationary ሺߚߙሻ reference frame is Hermitian, 

or power conservative. The transformation used is in (2.5) or (2.9). 

 For the particular case of the IM and based on PC theory [73], it is possible to foresee 

the output error, ࢟ ൌ ሾ ௘ܶ,  as the output have a ,(௞ାଵݐ) s|ሿ, in the next cycle of controlࣅ|

relative degree {1,1}, which is defined everywhere except at |ࣅr| ൌ ૙ [117], [118]. This 

anticipation can be computed based on (5.2) and (5.3). 
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݌ ௘ܶ ൌ sࣅ൫݊௣݌ ൈ ൯࢙࢏

|sࣅ|݌ ൌ
2
|sࣅ|

sࣅ ൈ ݆ሺ࢙࢜ െ ܴ௦࢙࢏ሻ
 (5.2) 
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൫࢙࢜ െ ݆݊௣߱௠ࣅs൯

1/݊௣
ൈ ቆ࢙࢏ െ

sࣅ

෠௦ܮ
ቇ െ ቆ

௦ܴ௥ܮ ൅ ௥ܴ௦ܮ
෠௦ܮ௥ܮ
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2
|sࣅ|

sࣅ ൈ ݆ሺ࢙࢜ െ ܴ௦࢙࢏ሻ
 (5.3) 

where ࢇ ൈ ࢈ ൌ ܽఈ ఉܾ െ ܾఈܽఉ is the cross-product operation between two vectors. 

 The selection of the best VSI vector (input space ࢛ ൌ  is achieved by the comparison (࢙࢜

of the values resulting from the cost function (߰) defined in (5.4), for the 7 inverter 

switching states or input control action (ICA) as in Table 3-2 and Figure 3.2. 

߰௜ ൌ ݇ଵ൫ሼ݌ ௘ܶ ௦ܶሽ௜ െ Δ ௘ܶ൯
ଶ
൅ ݇ଶ൫ሼࣅ|݌s| ௦ܶሽ௜ െ s|൯ࣅ|∆

ଶ
 (5.4) 

where (Δ ௘ܶ, ∆|ࣅs|) are the actual output errors, (ሼ݌ ௘ܶ ௦ܶሽ௜, ሼࣅ|݌s| ௦ܶሽ௜) are the predicted 

errors or variable incrementals, the superscript ݅ ൌ ሼ1,… ,7ሽ	indicates the VSI states or ICA 

௦௜ݒ ൌ ሼݒ௦ଵ, … , ݅ ௦଻ሽ, as shown in Figure 5.1  (blue dots) and Figure 3.2, e.g. forݒ ൌ ௦ଵݒ	,1 ൌ

ሾݒ௦௔	ݒ௦௕	ݒ௦௖ሿ ൌ ሾ2 ஽ܸ஼/3	0	0ሿ ൌ ௦ఈݒ ൅ ௦ఉݒ݆ ൌ ඥ2/3ሺ2 ஽ܸ஼/3ሻ ൅ ݆0; ݇ଵ and ݇ଶ are 

weighting constants. The index of the minimum among the 7 cost function values 

ሾ߰ଵ, … , ߰଻ሿ determines the index of the ICA at the next instant ݐ௞ାଵ. 

Setting both time derivatives in (5.3) equal to zero (݌ ௘ܶ ൌ 0 and ࣅ|݌s| ൌ 0), two linear 

voltage equations can be expressed as a function of the inverter voltages or input space 

,ఈ௦ݒ)  ఉ௦) as in (5.5). Plotting these equations in the CVP for one cycle of control, theyݒ

would be as shown in Figure 5.1.  



 

115 

 

௦ఉഊݒ ൌ ܴ௦݅௦ఉ െ
௦ఈߣ
௦ఉߣ

ሺݒ௦ఈഊ െ ܴ௦݅௦ఈሻ

௦ఉ೅ݒ ൌ
൫ܮ෠௦݅௦ఉ െ ௦ఉ൯ߣ
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 (5.5) 

where ܣ ൌ
ቀಽೞ
ಽೝ
ோೝାோೞቁ ೐்

௡೛௅෠ೞ
െ	݊௣߱௠ሺࣅs ൈ ሻ࢙࢏݆ ൅

௡೛ఠ೘|ࣅs|૛

௅෠ೞ
. 

These two linear equations represent the constant torque variation (ݒ௦ఉ೅) and constant 

magnitude of the stator flux vector variation (ݒ௦ఉഊ). The constant variation is due to their 

deduction that originates from the time derivative cancellation.  Each plotted equation in 

the CVP divides the input space in two subspaces, where a perpendicular ICA to these lines 

will create the maximum change possible (at the instant) in the output variable. When the 

inverter ICA is over (under) one of the lines, then the trend is to increment (decrement) this 

variable.  Generally, these two lines are not perpendicular between each other and they 

normally do not intersect in the CVP origin, hence four irregular quadrants (4 sub-spaces) 

are created in every cycle of control (ݐ௞). This irregularity generates an imbalanced number 

of input voltage vectors or ICA for each of the subspaces created. In classical DTC, it is 

assumed that these lines are perpendicular and in this way an even number of input voltage 

vectors is obtained, in each cycle of control, in each quadrant [117]. The four cases of 

increasing or decreasing the output errors 	Δ ௘ܶ ൌ ௥ܶ௘௙ െ ௘ܶ and ∆|ࣅs| ൌ ௥௘௙ߣ െ  s| are asࣅ|

in (5.6). The angle in between these two lines is defined as ߶ (Figure 5.1). 

Δ ௘ܶ ൐ 0 and |࢙ࣅ|∆ ൐ 0
Δ ௘ܶ ൐ 0 and |࢙ࣅ|∆ ൐ 0
Δ ௘ܶ ൐ 0	and	∆|࢙ࣅ| ൐ 0
Δ ௘ܶ ൐ 0 and |࢙ࣅ|∆ ൐ 0

 (5.6) 
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Figure 5.1 Torque and stator flux constants variation lines at the CVP. 

 

 Fuzzy Predictive DTC 

 An efficient solution for mitigating the issues of the classical DTC algorithm is to apply 

FLC as in [111]. The FL-based DTC provides an adaptive variation of the duty-cycle based 

on the switching table proposed by Noguchi [97], however, the rules are fixed, creating 

some drawbacks of classical DTC, such as poor performance at both starting and low-speed 

operation.   

 In the proposed FP-DTC, the contribution is the integration of FLC with a predictive 

control strategy, which allows not only adaptive variation, but also dynamic rules. The 

main limitation of FLC is the requirement of high-speed microprocessor ability with large 

memory size and the lack of the design strategies. Most FL system parameters are 

determined intuitively based on the designer and/or the operator experience [119]. To solve 
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the first problem, the FLC system is designed by choosing the minimum number of linear 

membership functions (MF) for each input and using Takagi-Sugeno (T-S) Fuzzy Inference 

System (FIS) technique for calculating the control decision. The second problem is 

inherently solved, as the designed fuzzy rules are dynamic and depend on the defined angle 

߶ (Figure 5.1). A block diagram for the complete system is depicted in Figure 5.2. In Figure 

5.3, a detailed block diagram of the FIS is shown. The FIS is a zero-order T-S with two 

inputs (Δ ௘ܶ and ∆|ࣅs|) and one output (࢟ࢠࢠ࢛ࡲ࢜ ൌ  ௝ఏ). The universe of discourse of each݁ݖ

input is described by three MF (N, Z and P). The fuzzy rules that define the relationship 

between the fuzzy inputs and output are chosen as a function of the angle ߶ (Figure 5.1). 

The matrix rule is the one presented in Figure 5.3. Each fuzzy rule has two parameters for 

the two outputs: magnitude (ݖ) and angle (ߠ); e.g. assume first case in (5.6), where Δ ௘ܶ ൐

0 and ∆|ࣅs| ൐ 0, thus MF் ൌ P and MFఒ ൌ P. The matrix rules indicate ݖ ൌ ߠ and ܮ ൌ

߶/2, so the maximum change in both torque and stator flux magnitude is achieved when 

ߠ ൌ ߶/2. If the two lines of constant torque and flux are orthogonal and centered at the 

CVP, the rule would be ߠ ൌ  and the control will be the same as the one proposed in 2/ߨ

[111]. In this FLC, the rules are dynamic and varying at every period of control as a 

function of the angle ߶, which changes with the IM position and operative conditions. The 

angle ߶ is calculated from (5.5). 
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Figure 5.2 Block diagram of the complete system. 

 

 

Figure 5.3 Block diagram of the proposed fuzzy predictive DTC. 

  
 The FLC output (ݖ and ߠ) needs to be conditioned for the modulation technique, thus 

and so two conditioning methods can be implemented. Using (5.7) for mounting the fuzzy 

output over the flux-linkage SV or (5.8) that is a vector summation, as shown in Figure 5.4. 
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௦ఈݒ ൌ ݖ cosሺߠ ൅ sሻࣅ∠
௦ఉݒ ൌ ݖ sinሺߠ ൅ sሻࣅ∠

 (5.7) 

 

࢙࢜ ൌ ࢘ࢋ࢚࢔ࢋ࡯࢜ ൅  (5.8) ࢟ࢠࢠ࢛ࡲ࢜

where ࢘ࢋ࢚࢔ࢋ࡯࢜ is the vector from the center of the CVP to the point where the lines of 

constant torque and constant magnitude of flux cross. This vector can be realized by 

making the two voltage equations of (5.5) equal, in such a way ݒ௦ఉഊ ൌ  ௦ఉ೅. Therefore, theݒ

coordinates of this cross-point are: 

஼௘௡௧௘௥ఉݒ ൌ
ܴ௦ ൬݅ఉ െ

ఉ௦ߣ
෠௦ܮ
൰ sࣅ ൈ ࢙࢏݆ െ ఉ௦ߣܣ

sࣅ ൈ ࢙࢏݆ െ ݊௣߱௠
s|ଶࣅ|

෠௦ܮ

 (5.9) 

 

஼௘௡௧௘௥ఈݒ ൌ ܴ௦݅ఈ௦ െ
ఉ௦ߣ
ఈ௦ߣ

൫ݒఉ௦ െ ܴ௦݅ఉ௦൯ (5.10)

 

Figure 5.4 Vector summation of Fuzzy out and correction 
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 The computation in the first case is two trigonometric functions, and in the last case is 

just the calculation of two linear equations (constant torque and flux) and their tangents 

(lines slopes). The advantage of this proposed controller is that it corrects the control angle 

of the ICA compared with the classic table of DTC, which sometimes is erratic, causing 

the well-known big torque ripple and poor performance. Also, FLC decrease the parameter 

dependency of the predictive control.  

 Performance Assessment of Different PWM Strategies 

The goal of any modulation scheme is to achieve the desired voltage reference in the 

CVP with additional reduction of stator current ripple, switching losses, common-mode 

voltages, electromagnetic interference, etc. In this sense, much research has been devoted 

towards the development of efficient ways of controlling the VSI with additional low 

computational burden in its implementation [74]. In general, the modulation strategies can 

be categorized in continuous and discontinuous PWM due to the different choices for the 

zero vector duty cycle subdivision [74], [120]. Despite the fact that there is an infinite 

number of possibilities to subdivide the zero vector duty cycle (ߜ௭), the performance and 

constraints of practical PWM in VSI drives reduce this to a finite number of viable choices 

[120]. The continuous modulations are sinusoidal PWM (SPWM) and space vector 

modulation (SVM) and the discontinuous are DPWM0, DPWM1, DPWM2, DPWM3, 

DPWMax and DPWMin, which have different clamp regions that aligns the reference 

voltage peak. DPWM1 is suitable for unity power factor, DPWM0 and DPWM2 are 

efficient for 30௢ leading and lagging power factors, respectively and DPWM3 is a 

distortion-optimized modulation [75]. Deep analysis of these modulation strategies is 

found in [120] and their generalization is in [74]. 
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In this chapter, the behavior of all these modulation schemes using the generalized 

algorithm presented in [74]  is studied. The generalized algorithm is programmed and 

simulated. A modulator is characterized by different performance parameters [75], i.e., 

generated current harmonics, maximum modulation index, switching frequency, switching 

losses and dynamic response. The performance criteria for the assessment, in this work, 

considers 3 parameters: switching losses, current distortion and dynamic response.  

5.4.1 Switching losses 

The switching losses’ evaluation is performed in the same way as [75], assuming that 

the VSI has switching losses that vary linearly with the amplitude of the current. Thus, the 

average value of the switching power losses ( ௦ܲ௪) over a fundamental period is assessed in 

(5.11). This is the same way it was done in Chapter 3, section 3.5.1. 

௦ܲ௪ ൌ
1
ߨ2

1
2
ቆ ஽ܸ஼. ൫ݐ௢௡ ൅ .௢௙௙൯ݐ ௦݂. න ߠ݀|ሻߠிሺܫ|

ଶగ

଴
ቇ 

(5.11)

where ஽ܸ஼ is the dc-link voltage, ݐ௢௡ and ݐ௢௙௙ are the respective turn-on and off intervals 

of the switching devices that can be found in its datasheet, ௦݂ is the switching frequency, 

 .ி is the output inverter current and |∙| is the absolute value functionܫ

5.4.2 Current Distortion and Dynamic Response 

The current distortion is conducted by the computation of the total harmonic distortion 

(THD) of the stator current of the IM.  For the dynamic behavior, the mean absolute error 

(MAE) and root mean square error (RMSE) for the electromagnetic torque and magnitude 

of the stator flux-linkage SV is computed. For these variables, the MAE and RMSE are 

calculated for the torque between the instantaneous torque reference ( ௥ܶ௘௙ሺ௞ሻ) and the 

instantaneous electric torque ௘ܶሺ௞ሻ, and for the flux-linkage between the magnitude of the 
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flux-linkage reference (ߣ௥௘௙ሺ௞ሻ) and magnitude of the flux-linkage (ห࢙ࣅሺ࢑ሻห). As follows, 

the instantaneous errors are computed as (5.12) and MAE and RMSE as (5.13). This is the 

same way it was done in Chapter 3, section 3.5.2. 

்݁ሺ௞ሻ ൌ
௥ܶ௘௙ሺ௞ሻ െ ௘ܶሺ௞ሻ

Rated Torque ఒ݁ሺ௞ሻ ൌ
௥௘௙ሺ௞ሻߣ െ ห࢙ࣅሺ࢑ሻห

௥௘௙ሺ௞ሻߣ
 

(5.12)

 

ܧܣܯ ൌ
1
ܰ
෍ห݁௫ሺ௞ሻห

ே

௞ୀଵ

ܧܵܯܴ ൌ ඩ
1
ܰ
෍݁௫ሺ௞ሻ

ଶ

ே

௞ୀଵ

మ

ݔ ൌ ሼܶ,  ሽߣ
(5.13)

 

 Simulation and Experimental Results 

 In order to compare the performance of the proposed FP-DTC, a simulation and 

experimental test comparison among classical DTC, P-DTC and proposed FP-DTC is 

carried out. The IM parameters used in this study are found by characterizing the induction 

motor at the starting condition under a step of ac voltage. The procedure followed for the 

parameter estimation is proposed in [121], [122]. The parameter estimation method adjusts 

the instantaneous input impedance motor during a start-up. For all the simulations and 

experimental tests, the machine is belt coupled with a self-excited synchronous generator 

for emulating the loading conditions. The parameter estimation was performed for the no 

load and loaded case to calculate the inertia of the load. Finally the model parameters are 

presented in Table 5-1 and these values are used in the simulations. The simulations are 

conducted in Simulink MatLab environment.  

 The simulation and experimental implementation were performed under the same 

conditions of dc-link capacitor voltage ஽ܸ஼ ൌ 300	V, switching frequency ௌ݂ ൌ 10	kHz, 
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current limitation ܫ௟௜௠௜௧ ൌ 30/√2	A୰୫ୱ. For purposes of accuracy and fairness comparison 

of the simulation and experimental results, the simulation step time was 10	ߤs but the 

control algorithm operates at 0.1	ms. The PWM in both simulation and experimental is at 

10 kHz and centered. 

 For purposes of control performance verification, a torque profile similar to the one 

found in electric vehicles’ applications is implemented.  Simulation and experimental tests 

are conducted for the 3 controllers. The torque profile starts with a step at 8	Nm, which is 

the rated torque from the name plate of the machine. Then, after 2 seconds, a down step of 

torque reaches the 4	Nm. Two seconds later, a ramp increases the profile until the nominal 

torque is reached again, keeping it for 2 more seconds, and a down ramp ends the profile 

in 5	Nm (Figure 5.5(a) for simulation and Figure 5.8(a) for experimental). The flux 

reference in all the simulations and experiments is ߣ௥௘௙ ൌ 0.33	Wb. 

Table 5-1 IM Parameters and Nameplate Rating 
Param. Value Param. Value Rating Value Rating Value 

௟௦ 3.08 mH ܴ௦ 1.506 Ω ܲ 1.5 kWܮ  0.83 ܨܲ

௟௥ 3.46 mH ܴ௥ 0.6172 Ωܮ ܸ 208 V Poles Pairs 2 

௠ 0.13 kgm2ܬ ௠ 119.22 mHܮ A ݊௥ 1750 rpm 5.9 ܫ

 

5.5.1 Simulation Results  

 In Figure 5.5(a) the torque reference and the electromagnetic torque produced by the IM 

controlled by DTC, P-DTC and FP-DTC is presented. In this figure, it can be noticed that 

the dynamics of the three algorithms are very fast (well known for DTC), however, the 

ripple is not the same for the three techniques. In the Figure 5.5(b) a zoom of the 
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electromagnetic torque for the three strategies are shown and it is clear that the classical 

DTC suffers two problems: steady state error and high torque ripple. On the other hand, 

the P-DTC corrects the steady state error and reduces the torque ripple, nonetheless, the 

FP-DTC is even better. The high torque ripple in DTC is produced by the selection of the 

non-optimum voltage vector, as is explained in [102], while FP-DTC chooses the control 

vector, using the constant torque and flux lines on the CVP, allowing to reduce the torque 

ripple. The locus of the stator flux vector for the DTC, P-DTC and FP-DTC are depicted 

in Figure 5.6(a) – (c). The three loci present a coincident response, although the locus of 

FP-DTC has less ripple. In Figure 5.6(d), a zoom for phase a current for the three 

controllers is shown in steady state regime. It can be observed that the currents are 

sinusoidal and the current ripple of DTC is higher that P-DTC and FP-DTC, as well as the 

current ripple of P-DTC is higher that FP-DTC. 

A comparison of the different control methods (DTC, P-DTC and FP-DTC) with respect 

to THD and power losses is presented, and it can be seen in Table 5-2. For the THD 

analysis, a preliminary FFT of the stator current is performed to calculate the fundamental 

component in the permanent regime. This fundamental frequency is the same for the 3 

controllers at 42Hz. For the THD, 2 cycles of the signal are studied at 4.5 seconds. 

Table 5-2 Maximum Criteria Values for each Control Technique 
Controllersܧܣܯ	 ௘ܶ	ሺ%ሻܴܧܵܯ ௘ܶ ሺ%ሻܧܣܯ |࢙ࣅ| ሺ%ሻܴܧܵܯ |࢙ࣅ| ሺ%ሻ ܲ ௦௪	ሺܹሻ ܶ ܦܪ ௦ܫ ሺ%ሻ

FPDTC 3.23 6.31 0.75 2 0.0505 8.84 

PDTC 6.07 7.77 1.28 1.91 0.0442 18.81 

DTC 10.2 13.3 2 3.17 0.0457 25.76 
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Figure 5.5 (a) Simulation results for comparison of the electromagnetic torque among 

DTC, P-DTC and FP-DTC. (b) Zoom of (a). 
 

 

Figure 5.6 Simulation results of the stator flux locus and stator current comparison among 
the strategies. (a) DTC. (b) PDTC. (c) FP-DTC and (d) Stator currents. 

 

 

0 1 2 3 4 5 6 7 8 9

0

4

8

12
DTC P-DTC FP-DTC Ref

5.45 5.46 5.47 5.48 5.49 5.5

5

7

9

11



 

126 

 

5.5.2 Experimental Results 

 In order to compare the performance of the proposed FP-DTC, an experimental 

comparison was accomplished. The Figure 5.7 presents the experimental test rig, which is 

composed by a PC, dSpace 1104, dc power supply for the control, booster for increase the 

pulses (0 V off 5 V on) from the dSpace to the IGBT drivers (-10 V off 15 V on), sensor 

board (LEM voltage and current transducers), oscilloscope Tecktronics, ac 

autotransformer, motor-generator set (motor WEG W21, generator Yanan SLG-164B) and 

voltage source inverter (VSI), which consist of Semikron IGBTs (1200 V – 50 A), drivers 

and 2 electrolytic capacitors in series of 1200 μF and 525 V.  

 

Figure 5.7 Experimental setup 

 
 The experimental results for the torque profile response can be observed in Figure 5.8(a). 

Figure 5.8(b) presents a zoom of the response for a period of 0.05 s. The experimental 

results are highly correlated with the simulation results presented in Figure 5.5(a) and (b).  

As it is expected, all the controllers have a fast dynamic response. Nonetheless, DTC and 

P-DTC have more torque ripple and steady state error than FP-DTC. 
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Figure 5.8 Experimental comparison of the electromagnetic torque among DTC, P-DTC 

and FP-DTC. 
 

 In Figure 5.9, the locus of the stator flux vector for the DTC, P-DTC and FP-DTC are 

presented. It can be seen, that the 3 loci present similar performance, as expected from the 

simulation, however, the FP-DTC demonstrates less ripple. In Figure 5.9(d), the dc-link 

voltage is presented, as it is not an ideal source like in the simulation. The effect on these 

variations affects the torque response of the experimental, resulting in higher torque ripple 

than simulations.  

 For final comparison among the three controllers and its correlation with the simulation 

results, a comparative results of the torque ripple, stator flux ripple and current ripple is 

presented in Table 5-3. 
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Figure 5.9 Experimental comparison of the stator flux locus and dc bus voltages among 
DTC, P-DTC and FP-DTC 

 
Table 5-3 Simulation and Experimental Comparison among Torque, Flux and Current 

Riples of DTC, P-DTC and FPDTC. 

 Simulation Results Experimental Results 

 DTC P-DTC FP-DTC DTC P-DTC FP-DTC 

Torque Ripple 

(Nm) 
4.5 2 1 6 2.5 1 

Flux Ripple (Wb) 0.05 0.035 0.02 0.05 0.05 0.04 

Current Ripple (A) 2 1.5 1 4 2 1 
 

5.5.3 Sensitivity analysis 

 The proposed control strategy adjusts the fuzzy rules based on the machine model. 

Thereby, to compute the FP-DTC algorithm, the machine’s parameters are required. A 

sensitivity analysis is presented to evaluate the robustness of the proposed controller under 

uncertainty in the IM parameters. The rotor resistance, leakages and mutual inductances 

were changed over a range of ±50 %.  Each case was simulated using the same torque 
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profile of section 5.5.1. The MAE between the instantaneous torque reference and the 

instantaneous electric torque, and between the magnitude of the stator flux reference and 

actual flux, are presented in Table 5-4. The RMSE is omitted for simplification purposes. 

Table 5-4 Maximum MAE and RMSE of ܴ௥, ܮ௟௦, ܮ௟௥ and ܮ௠ for  50% variation on their 
Value. 

 
 As it can be noted from Table 5-4, the MAE is smaller than 6%, indicating that the FP-

DTC is robust to the variation of the main parameters of the model. Also, it can be observed 

that the MAE for the flux is basically constant. Typically, the magnitude of the flux is a 

more stable variable than the electromagnetic torque. 

  
5.5.4 Pulse Width Modulation Strategies: Comparative Study 

In this section, 8 pulse width modulations (SPWM, SVM, DPWM0, DPWM1, DPWM2, 

DPWM3, DPWMax and DPWMin) were studied, simulated and compared as it is shown 

in Table 5-5. For this comparison assessment, 3 criteria are considered: switching losses 

( ௦ܲ௪), current distortion (ܶܦܪ	ܫ௦) and dynamic response (MAE and RMSE of ௘ܶ and |࢙ࣅ|). 

From Table 5-5, it can be observed that the SVM presents the best dynamic performance 

in terms of less torque error and the second best stator flux error. With respect to the current 

distortion, DPWMin has the lowest THD, nevertheless, SVM has the following lowest 

Parameters 

MAE Parameters 

Change 

Increase 

(+50%) 

MAE Parameters 

Change 

Decrease 

(-50%) 

MAE 

௘ܶ 	ሺ%ሻ |ߣ௦|	ሺ%ሻ ௘ܶ ሺ%ሻ|ߣ௦| ሺ%ሻ ௘ܶ	ሺ%ሻ|ߣ௦| ሺ%ሻ

௟௦ܮ ൌ 3.08	mH 

3.23 0.75 

௟௦ܮ ൌ 4.62 mH 5.16 0.74 ܮ௟௦ ൌ 1.54	mH 5.16 0.74 

௟௥ܮ ൌ 3.46	mH ܮ௟௥ ൌ 5.29 mH 5.05 0.75 ܮ௟௥ ൌ 1.73	mH 503 0.67 

௠ܮ ൌ 119.22	mH ௠ܮ ൌ 178.83 mH ௠ܮ 0.67 5.03 ൌ 59.61	mH 5.03 0.67 

ܴ௥ ൌ 0.6172	Ω ܴ௥ ൌ 0.9258 Ω 5.25 0.78 ܴ௥ ൌ 0.3086	Ω 5.04 0.70 
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value.  For the power switching losses, the criterion gives similar values for all the 

modulation techniques. DPWM3 presents the lower losses, per contra, SVM is not far from 

there. SVM is the fourth best technique. Therefore, in the combination of all the criteria, 

SVM is the one that presents the better behavior. In this fashion, SVM is chosen among 

the modulations for the real experimental comparison with the previous results. 

Table 5-5 Maximum Criteria Values for each Modulation Technique 

 
	ܧܣܯ ௘ܶ	 

ሺ%ሻ 

ܧܵܯܴ ௘ܶ  

ሺ%ሻ 

ܧܣܯ |࢙ࣅ|  

ሺ%ሻ 

ܧܵܯܴ |࢙ࣅ|  

ሺ%ሻ 

 	௦ܫ	ܦܪܶ

ሺ%ሻ 
௦ܲ௪  

ሺܹሻ 

PWM 3.23 6.31 0.75 2.00 8.86 0.0505 

SVM 2.39 5.81 0.71 1.98 5.67 0.0509 

DPWM0 3.69 6.69 0.71 1.87 6.78 0.0510 

DPWM1 7.05 11.45 0.77 2.23 10.30 0.0531 

DPWM2 3.80 6.83 0.72 2.15 7.25 0.0506 

DPWM3 3.41 6.42 0.70 1.89 7.30 0.0502 

DPWMax 3.04 6.36 0.73 2.02 5.72 0.0516 

DPWMin 2.79 6.04 0.71 1.94 5.56 0.0512 
 

5.5.5 Simulation and Experimental Results for the Comparative Assessment 

between SVM and PWM 

 In this section, the experimental and simulation comparison results are presented 

between the selected modulation technique (SVM) and the original modulation used 

(PWM). The variables for the comparison are the same as used before: electromagnetic 

torque (Figure 5.10 and Figure 5.12, simulation and experimental results, respectively), 

locus of the stator flux linkage (Figure 5.11(a), (b) for simulation, Figure 5.13(a) and (b) 

for experimental results), stator phase a current (Figure 5.11(c) and Figure 5.13(c), 

simulation and experimental results, respectively) and finally dc-link voltage (Figure 

5.13(d) only experimental results). 



 

131 

 

 Figure 5.10 and Figure 5.12 introduced a similar profile as the one presented in Figure 

5.5 and Figure 5.8. From these figures, not only the good torque dynamic of the FP-DTC, 

but also, the small torque ripple for both modulation techniques can be observed. In the 

zoom of these figures, for simulation and experiments results, it can be seen that the SVM 

presents less torque ripple than the PWM method.  

 From the comparison of the locus for both simulation and experimental results, it is 

difficult to observe any difference between the SVM and PWM techniques, however, Table 

5-6 indicates better MAE and RMSE for the SVM modulation.  From the simulation, the 

stator phase a currents are perfectly sinusoidal waveforms for the 2 modulation strategies. 

The experimental results show some noise harmonic, which is similar for both techniques. 

Nevertheless, Figure 5.14 depicts the FFT for the stator current, in which it can be 

demonstrated that the FFT of the current phase a for the PWM has more harmonic content 

than the SVM. Also, Table 5-6 indicates the numerical values that corroborate the results. 

Finally, the dc-link voltage is compared for the experimental results in Figure 5.13(d), 

where congruent behavior is found for the two modulations techniques. 

 

Figure 5.10 Simulation comparison of the electromagnetic torque of FP-DTC between 
two modulation techniques: PWM and SVM. 
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Figure 5.11 Simulation comparison of FP-DTC between two modulation techniques (a) 
stator flux magnitude PWM. (b) stator flux magnitude PWM  and (c) phase a current 

 

Figure 5.12 Experimental comparison of the electromagnetic torque of FP-DTC between 
two modulation techniques: PWM and SVM. 

 

Figure 5.13 Experimental comparison of FP-DTC between two modulation techniques (a) 
stator flux magnitude PWM. (b) stator flux magnitude PWM  (c) phase a current and (d) 
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dc-link voltage 

 

Figure 5.14 Experimental comparison the FFT for the stator current phase a of FP-DTC 
between two modulation techniques: PWM and SVM. 

 
Table 5-6 Maximum Criteria Values for each Modulation Technique 

ܧܣܯ  ௘ܶ	ሺ%ሻ ܧܵܯܴ ௘ܶ ሺ%ሻ ܧܣܯ |࢙ࣅ| ሺ%ሻ ܧܵܯܴ ܦܪܶ ሺ%ሻ	|࢙ࣅ| ௦ܫ ሺ%ሻ

PWM 25.09 31.34 1.89 2.31 5.59 

SVM 19.62 25.40 1.94 2.10 4.98 

 

 Conclusions 

 An innovative and simple control strategy based on the integration of a FLC algorithm 

with minimum and linear MF with a predictive methodology is presented. The advantages 

of both techniques are exploited to improve the drawbacks and performance of the direct 

torque controller. Simulations and experimental results show an improvement in the 

control performance of the torque, including ripple and steady state error reduction, and a 

satisfactory performance at the low-speed region.  The proposed control was tested under 

േ50% variation of the IM parameters, obtaining similar results and validating its low 

dependency. Different modulation strategies were studied, and it was found that SVM 

presents the best performance for the drive application under the proposed controller.  
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 Introduction  

As it was mentioned in Chapter 2, three-phase induction motors (IM) are important in 

the industrial world due to their robustness, low cost, low maintenance and high 

performance. Driving IM with power electronics converters could be one of the causes of 

stator winding fault due to the fast switching frequency that results in large dv/dt. This, 

combined with environmental conditions and the machine’s internal stresses, could lead to 

incipient stator faults. These faults can evolve into catastrophic failures if they are left 

undetected and they can cause financial losses due to costly repairs and downtime. Among 

the different types of IM’s faults, the most recurrent is the winding inter-turn short-circuit 

in industrial applications [8]. 

This failure is generally the consequence of a combination of several conditions: aging, 

contamination, high temperatures, machine insulation class and large dv/dt in the winding 

terminals. Basically, the fault starts with the degradation of the insulation characteristics of 

the materials, leading to the breakdown of the turn-to-turn insulation and thus to the 

incipient inter-turn short-circuit (ITSC) fault. Consequently, large current will flow due to 

the low impedance path, generating abnormal joule effect that may burn the neighboring 

turns’ insulation [24]. 

The first step in the process of FDI of ITSC fault is the development of IM models 

regarding this situation. Several models for IM under stator fault have been proposed in 

[123]–[126]. The model presented in [124] is a method of harmonic analysis for computing 
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the coupling impedances on the IM. The described models in [125]–[127] are derived by 

means of winding functions. In all these machine models, the IM design parameters are 

required, such as: the number of slots, coil pitch, number of turns per coil, number of rotor 

bars, stator and rotor conductor’s distributions, etc. The models presented in [34], [36], 

[123] are based on mathematical transformations. In [123], a specific rotation 

transformation is applied to the rotor circuit in order to refer it to the stator “abc” 

coordinates. The inter-turn asymmetry of the three-phase winding is modeled by the 

reduction of μ percent (fault severity factor) of the turn’s number ( ௌܰ௫) for the stator 

winding phase x={a,b,c}, however, the short-circuit indeed is not modeled. In [34], [36] 

the stationary reference frame transformation is used. The advantage of this transformation 

is the order reduction of the ODE. The IM faulty model considers the reduction of the turns 

(μ percent) in the faulty winding phase, as well as the short-circuit analysis.  

In this chapter, the simplest state-space (SS) representation for the IM with stator 

winding fault is derived following the model in [36], and a study seeking faulty signatures 

is performed. The benefits of this model lie in the characteristic that can be represented and 

separated in two modes: “Common Mode” (CM) and “Differential Mode” (DM). The 

common mode indicates the healthy behavior of the IM. The differential mode represents 

the faulty component of the ITSC. This decoupling is achieved because the model is based 

on the flux-linkages space-vector. In the search for fault signatures, the complex vector 

(CV), operational and the steady state equivalent circuits (ECs) for the faulty IM are 

developed. The SS representation and ECs are verified by means of simulation and 

compared with the healthy machine. The effect of the fault severity factor and fault 
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resistance on different signatures is studied at different operation conditions. The torque 

pulsations and the stator current CV are computed to evaluate the faulty model. 

 Modelling of IM with Stator ITSC Fault 

IM with stator winding ITSC on the phase “a” is shown in Figure 6.1(a) where ௦ܰ௔ଶ	 

represents the shorted turns and ௦ܰ௔ ൌ ௦ܰ௔ଵ ൅ ௦ܰ௔ଶ	. Then the fault severity factor is 

defined as ߤ ൌ ேೞೌమ
ேೞೌ

, following the same notation as in [34], [36]. Figure 6.1(b) presents a 

circuit diagram of three-phase IM for the asymmetric stator winding, where two terms are 

highlighted: the transformer voltage and the generation terms, ݁௦௔ଵ ൌ ܯ ௗ௜ೞೌమ
ௗ௧

, ݁௦௔ଶ ൌ

ܯ ௗ௜ೞೌభ
ௗ௧

. For this analysis, it is assumed that the leakage inductance for the shorted turns is 

 ௟௦, ௙ܴ is fault impedance, ݅௙ is the faulty leakage current in the short-circuit path, ݅௦௫ andܮߤ

    .௦௫ are the stator winding current and voltage for the phase x where x = {a,b,c}ݒ

vsa

isbisc

isa

if isa2

vsa1

vsa2

vsc vsb

Nsa1

Nsa2

Nsa

Nsc Nsb

 

(a) Physical Winding                                          
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(b) Circuit diagram  

Figure 6.1 Three-phase stator winding of an induction machine with inter-turn short-
circuit in the phase a. (a) Physical Winding (b) Circuit diagram 

 
6.2.1 IM Equations in Primitive Coordinates 

The stator and rotor voltage and flux linkages equations for the faulty machine in vector 

form, referred to the stator, can be expressed as [34]: 

൤
ሾ࢙′࢜ሿ
ሾ࢘࢜ሿ

൨ൌ ൤
ሾ࢙′ࡾሿ ሾ૙ሿ
ሾ૙ሿ ሾ࢘ࡾሿ

൨ ൤
ሾ࢙′࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ݌ ൤
ሾ࢙′ࣅሿ
ሾ࢘ࣅሿ

൨

൤
ሾ࢙′ࣅሿ
ሾ࢘ࣅሿ

൨ൌ ൤
ሾ࢙࢙′ࡸሿ ሾ࢙࢘′ࡸሿ
ሾ࢙࢘′ࡸሿ௧ ሾ࢘࢘ࡸሿ

൨ ൤
ሾ࢙′࢏ሿ
ሾ࢘࢏ሿ

൨
 

(6.1) 

where:	ሾ࢙′࢜ሿ	ൌ	ሾݒ௦௔ଵ		 		௦௔ଶݒ 		௦௕ݒ ሿ࢙′࢏௦௖ሿ௧, ሾݒ ൌ ሾ݅௦௔	 	݅௦௔ଶ		 ݅௦௕		 ݅௦௖ሿ௧ ,  

ሾ࢘࢏ሿ ൌ ሾ݅௥௔	 ݅௥௕	 ݅௥௖ሿ௧, ሾ࢙′ࣅሿൌሾߣ௦௔ଵ	 	௦௔ଶߣ 	௦௕ߣ 	௥௔ߣሿൌሾ࢘ࣅ௦௖ሿ௧, ሾߣ 	௥௕ߣ  ,௥௖ሿ௧ߣ

ሾ࢙′ࡾሿ ൌ ܴ௦	diagሾሺ1 െ 	ሻߤ 	ߤ 1 1ሿ, ሾ࢘ࡾሿ ൌ ܴ௥	diagሾ1 1 1ሿ ൌ ܴ௥	ሾࡵ૜࢞૜ሿ. 

ሾ࢙′ࣅሿ and ሾ࢘ࣅሿ are the flux linkages vectors, ሾ࢙′ࡾሿ and ሾ࢘ࡾሿ are the resistance matrices 

and ሾ࢙࢙′ࡸሿൌሾ࢙࢒′ࡸሿ ൅ ሾ࢙࢓′ࡸሿ and ሾ࢘࢘ࡸሿ are the inductance matrices, all of them, for the stator 

and rotor respectively. ሾ࢙࢘′ࡸሿ and ሾ࢙࢘′ࡸሿ௧ are the mutual inductance matrices between stator 

and rotor. The symbol ݌ is the operator	 ௗ
ௗ௧

 , the function diag[∙] is the diagonal matrix, 
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ሾࡵ૜࢞૜ሿ is the 3 by 3 identity matrix, the current ݅௦௔ଶ is defined in Figure 6.1(a) as ݅௦௔ଶ ൌ

݅௦௔ െ ݅௙. The inductances matrices of (6.1) are: 

ሾ࢙࢒′ࡸሿ ൌ ௟௦ܮ diagሾሺ1 െ ሻߤ ߤ 1 1ሿ

ሾ࢙࢓′ࡸሿ ൌ ௠௦ܮ 	

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ሺ1ۍ െ ሻଶߤ ሺ1ߤ െ ሻߤ െ

1 െ ߤ
2

െ
1 െ ߤ
2

ሺ1ߤ െ ሻߤ ଶߤ െ
ߤ
2

െ
ߤ
2

െ
1 െ ߤ
2

െ
ߤ
2

1 െ
1
2

െ
1 െ ߤ
2

െ
ߤ
2

െ
1
2

1 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

ሾ࢙࢘′ࡸሿ ൌ ௠௦ܮ 	

ۏ
ێ
ێ
ۍ
ሺ1 െ ௥ሻߠሻܿଵሺߤ ሺ1 െ ௥ሻߠሻܿଶሺߤ ሺ1 െ ௥ሻߠሻܿଷሺߤ

௥ሻߠଵሺܿߤ ௥ሻߠଶሺܿߤ ௥ሻߠଷሺܿߤ
ܿଷሺߠ௥ሻ ܿଵሺߠ௥ሻ ܿଶሺߠ௥ሻ
ܿଶሺߠ௥ሻ ܿଷሺߠ௥ሻ ܿଵሺߠ௥ሻ ے

ۑ
ۑ
ې

ሾ࢘࢘ࡸሿ ൌ 	 ૜ሿ࢞૜ࡵ௟௥ሾܮ ൅ ௠௦ܮ ൥
1 െ1/2 െ1/2

െ1/2 1 െ1/2
െ1/2 െ1/2 1

൩
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

				 ሾࡿሿ

 
(6.2) 

where in general ܿଵሺߞሻ ൌ cos ሻߞଶሺܿ ,ߞ ൌ cos ቀߞ ൅ ଶగ

ଷ
ቁ, ܿଷ ሺߞሻ ൌ cos ቀߞ െ ଶగ

ଷ
ቁ, ܮ௟௥ is the 

rotor leakage inductance and ሾࡿሿ is the symmetric matrix. The matrices and vectors (ሾࢌሿ ൌ

ሾࡾሿ, ሾࡸሿ, ሾ࢜ሿ, ሾ࢏ሿ and ሾࣅሿ) with the superscript prime (ൣࢌ	ࢗ′൧ሻ represent the asymmetrical IM. 

The ones without the prime (ൣࢗࢌ൧) represent the symmetrical IM. The subscript ࢗ indicates 

the coordinate system for the stator (ࢗ ൌ ࢗ) or rotor	(࢙ ൌ  Thus, the faulty machine .(࢘

equations can be rewritten in terms of the symmetrical IM matrices and vectors plus other 

terms that represent the asymmetrical part as follows: 
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൤
ሾ࢙࢜ሿ
ሾ࢘࢜ሿ

൨ൌ ൤
ሾ࢙ࡾሿ ሾ૙ሿ
ሾ૙ሿ ሾ࢘ࡾሿ

൨ ൤
ሾ࢙࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ݌ ൤
ሾ࢙ࣅሿ
ሾ࢘ࣅሿ

൨ ൅ ߤ ൤
ሾ࢙࢜࡭ሿ
ሾ૙ሿ

൨ ݅௙

௦௔ଶݒ ൌ ௦൫݅௦௔ܴߤ െ ݅௙൯ ൅ ௦௔ଶߣ݌ ൌ ௙ܴ݅௙

൤
ሾ࢙ࣅሿ
ሾ࢘ࣅሿ

൨ൌ ൤
ሾ࢙࢙ࡸሿ ሾ࢙࢘ࡸሿ
ሾ࢙࢘ࡸሿ௧ ሾ࢘࢘ࡸሿ

൨ ൤
ሾ࢙࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ൅ߤ ൤
ሾ࢙ࣅ࡭ሿ
ሾ࢘ࣅ࡭ሿ

൨ ݅௙

௦௔ଶߣ ൌ െߤሾ࢙ࣅ࡭ሿ௧ሾ࢙࢏ሿ െ ሿ࢘࢏ሿ௧ሾ࢘ࣅ࡭ሾߤ െ ௟௦ܮሺߤ ൅ ௠௦ሻ݅௙ܮߤ

 
(6.3) 

where ሾ࢙࢜ሿ ൌ ሾݒ௦௔ ௦௕ݒ ሿ࢙࢏௦௖ሿ௧, ሾݒ ൌ ሾ݅௦௔ ݅௦௕ ݅௦௖ሿ௧, ሾ࢙ࣅሿ ൌ ሾߣ௦௔ ௦௕ߣ                  ,௦௖ሿ௧ߣ

ሾ࢙ࡾሿ ൌ ܴ௦	diagሾ1 1 1ሿ,  ሾ࢙ࣅ࡭ሿ ൌ 	 ሾെܴ௦ 0 0ሿ௧,  

ሾ࢘ࣅ࡭ሿ ൌ െܮ௠௦ሾܿଵሺݎߠሻ ܿଶሺݎߠሻ ܿଷሺݎߠሻሿ௧, ሾ࢙ࣅ࡭ሿ ൌ ሾെሺܮ௟௦ ൅ 	௠௦ሻܮ 	௠௦/2ܮ  ௠௦/2ሿ௧ܮ

where ݒ௦௔ ൌ ௦௔ଵݒ ൅ ௦௔ߣ , ௦௔ଶݒ ൌ ௦௔ଵߣ ൅  ௦௔ଶ and the inductances matrices for theߣ

symmetrical IM are in (6.4) [14], where the cyclic matrix is defined as ሾ࡯ሺݎߠሻሿ. 

ሾ࢙࢙ࡸሿ ൌ ૜ሿ࢞૜ࡵ௟௦ሾܮ ൅ ሿࡿ௠௦ሾܮ

ሾ࢙࢘ࡸሿ ൌ ሻሿݎߠሺ࡯௠௦ሾܮ ൌ ௠௦ܮ ൥
ܿଵሺݎߠሻ ܿଶሺݎߠሻ ܿଷሺݎߠሻ
ܿଷሺݎߠሻ ܿଵሺݎߠሻ ܿଶሺݎߠሻ
ܿଶሺݎߠሻ ܿଷሺݎߠሻ ܿଵሺݎߠሻ

൩
 (6.4) 

 

 

6.2.1.1 Electromagnetic Torque Analysis  

The electromagnetic torque in terms of the primitive coordinates is [14]: 

௘ܶ ൌ
ܲ
2
ሾ࢙′࢏ሿ௧

߲ሾ࢙࢘′ࡸሿ
௥ߠ߲

ሾ࢘࢏ሿ (6.5) 

Inserting the corresponding terms in (6.5), the torque equation can expressed as: 

௘ܶ ൌ
ܲ
2
ሾ࢙࢏ሿ௧

߲ሾ࢙࢘ࡸሿ

௥ߠ߲
ሾ࢘࢏ሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ

െ ߤ
ܲ
2
௠௦݅௙ܮ ቊ

3
2
݅௥௔ݏଵሺݎߠሻ ൅

√3
2
ሺ݅௕௥ െ ݅௖௥ሻܿଵሺݎߠሻቋ

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
																						 					 ௘ܶ௠											 ௘ܶ௙ 																				

 (6.6) 

where  ݏଵሺߞሻ ൌ sinሺߞሻ. The equation (6.6) is expressed in terms of the torque equation for 

the symmetrical IM ( ௘ܶ௠) and a faulty term ( ௘ܶ௙) that will result in a double electric 
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frequency oscillation, as indicated in many references [24], [124]. The double-line 

frequency oscillation comes from the multiplication of two sinusoidal waveforms with the 

same frequency ݅௙ ൌ ௙ܫ sinሺ߱௘ݐ ൅ ଵሻ and ݅௫௥ߜ ൌ ௫௥ܫ sinሺ߱௘ݐ ൅  ଶ௫ሻ, where the subscriptߜ

x indicates the rotor phases (a,b,c) and ߱௘ is the stator electrical frequency, also called the 

synchronous frequency. Without losing accuracy, the frequency oscillation component in 

the torque can be deduced from the product of these two sinusoidal waveforms as:  

௘ܶ௙ ൌ ݇݅௙݅௥௫ ൌ ݇ሺsinሺ߱௘ݐ ൅ ݐଵሻሻሺsinሺ߱௘ߜ ൅ ଶ௫ሻሻߜ

௘ܶ௙ ൌ േ
݇
2
ሼ1 െ cosሺ2߱௘ݐ ൅ ଷሻሽߜ

 (6.7) 

where ݇ is the magnitude of the torque ripple as a function of  ߤ, 
௉

ଶ
 ௭ߜ ௫௥ andܫ ௙ andܫ ,௠ܮ , 

for ݖ ൌ ሼ1, ,ݔ2 3ሽ are the phases of the signals ݅௙, ݅௥௫ and ௘ܶ௙, respectively. 

6.2.2 Asymmetric IM Model in Space-Vector Notation 

For simplification reasons, the voltage equations presented in (6.3) and (6.6) can be 

transformed from primitive coordinates to space-vector notation using the stationary 

reference frame transformation shown in Section 2.5.1 [14], which is known in the 

literature as Clarke [128] or Concordia [129] transformation. The transformed IM voltage 

equations are named to be in (αβ) or stationary reference frame (SRF). Moreover, the model 

in this reference frame is also known as space-vector model and it can be derived from the 

positive sequence of the instantaneous symmetrical component transformation [130] 

proposed by Fortescue. Thus, the transformed voltage equations are: 
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ቂ
࢙࢜
0 ቃൌ ൤

ܴ௦ 0
0 ܴ௥

൨ ൤
࢙࢏
࢘࢏
൨ ൅ ൤

݌ 0
0 ݌ െ ݆߱௥

൨ ൤
࢙ࣅ
࢘ࣅ
൨ െ ൥

௦ܴߤ2
3
0

൩ ݅௙

௦௔ଶݒ ൌ ௦൫݅௦ఈܴߤ െ ݅௙൯ ൅ ௦௔ଶߣ݌ ൌ ௙ܴ݅௙

൤
࢙ࣅ
࢘ࣅ
൨ൌ ൤

௦ܮ ௠ܮ
௠ܮ ௥ܮ

൨ ൤
࢙࢏
࢘࢏
൨ െ

2
3
ߤ ൤

௦ܮ
௠ܮ

൨ ݅௙

௦௔ଶߣ ൌ െܮߤ௦݅௦ఈ െ ௟௦ܮሺߤ ൅
2
3
௠ሻ݅௙ܮߤ

 
(6.8) 

where: ࢗࢌ ൌ ௤݂ఈ െ ݆ ௤݂ఉ, ࢌ ൌ ሼ࢜, ,࢏ ࢗ ,ሽࣅ ൌ ሼ࢙, ௦ܮ, ሽ࢘ ൌ ௟௦ܮ ൅ ௥ܮ ௠ andܮ ൌ ௟௥ܮ ൅  ,௠ܮ

௠ܮ ൌ ଷ

ଶ
  .௠௦ and ܲ is the pair of polesܮ

 The electromagnetic torque in CV notation is stated as: 

௘ܶ ൌ
3
2
ܲ
2
௠൫݅௦ఈ݅௥ఉܮ െ ݅௦ఉ݅௥ఈ൯ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ൅ ߤ

ܲ
2
௠݅௙݅௥ఉᇣᇧᇧᇤᇧᇧᇥܮ

																	 ௘ܶ௠ ௘ܶ௙

 
(6.9) 

 

 State-Space Model of the Faulty IM 

There are a plethora of state-space representations of IM that can be used for purposes 

of simulation in the continuous time domain. The three-phase IM can be modeled by using 

different state-space variables and keeping the stator voltages and the load torque as inputs, 

and the electromagnetic torque and the rotor angular velocity as outputs. The possible set 

of currents and flux linkages space-vectors are defined as follows: stator, rotor and 

magnetizing currents, and flux linkages. There are three types of models that can be done 

with these state-space variables [131]:  

(1) Current state-space variable models 

(2) Flux linkages state-space variable models  

(3) Mixed currents-flux linkages state-space variable models 
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6.3.1 Flux-linkages State-Space Variable Model 

Define ሾࣅ′ሿ ൌ ሾߣ௦ఈ ௦ఉߣ ௥ఈߣ ௥ఉߣ  ௦௔ଶሿ௧ to be the state-space variable. The fluxߣ

linkages can be expressed as ሾࣅ′ሿൌሾࡸ′ሿሾ࢏′ሿ, where ሾ࢏′ሿ ൌ 	 ሾ݅௦ఈ ݅௦ఉ ݅௥ఈ ݅௥ఉ ݅௙ሿ௧, ሾࡸሿ 

comes from (6.1) and requires  ߤ ് 0 to be a full-rank invertible matrix. ሾࡸሿ is presented 

in (6.10). 

ሾࡸ′ሿ ൌ

ۏ
ێ
ێ
ێ
ۍ
௦ܮ 0 ௠ܮ 0 െ2/3ܮߤ௦
0 ௦ܮ 0 ௠ܮ 0
௠ܮ 0 ௥ܮ 0 െ2/3ܮߤ௠
0 ௠ܮ 0 ௥ܮ 0
௦ܮߤ 0 ௠ܮߤ 0 െߤሺܮ௟௦ ൅ ے௠ሻܮ2/3

ۑ
ۑ
ۑ
ې

 
(6.10)

Then ሾ࢏′ሿൌሾࡸ′ሿିଵሾࣅ′ሿ, where ሾࡸ′ሿିଵ ൌ ሾࡺሿ is as in (6.11). 

ሾࡺሿ 	ൌ ൬
1
∆
൰

ۏ
ێ
ێ
ێ
ۍ ଵܰଵ 0 ௠ܮ 0 ଵܰହ
0 െܮ௥ 0 ௠ܮ 0
௠ܮ 0 െܮ௦ 0 0
0 ௠ܮ 0 െܮ௦ 0
ହܰଵ 0 0 0 ହܰହے

ۑ
ۑ
ۑ
ې

 
(6.11)

Also, ∆ൌ ௠ܮ
ଶ െ ௥, ଵܰଵܮ௦ܮ ൌ െ ఓ௅೗ೞ௅ೝାଶ/ଷఓమ௅೘௅೗ೝ

௅೗ೞ೑
,  ଵܰହ ൌ െ ଶ/ଷఓ

௅೗ೞ೑
, ହܰଵ ൌ

ఓ

௅೗ೞ೑
, 

ହܰହ ൌ െ ଵ

௅೗ೞ೑
 and ܮ௟௦௙ ൌ ௟௦ܮߤ ቀ1 െ

ଶ

ଷ
 .ቁߤ

Thus, the simplest SS representation for a stator ITSC fault of IM, based on the authors’ 

knowledge, is shown as:  

ሾ࢞ሶ ᇱሿࣅ ൌ ൬
1
∆
൰

ۏ
ێ
ێ
ێ
ۍ

ሾࣅ࡭ሿ

0
0
0
0

ఒହଵܣ 0 ఒହଷܣ 0 ےఒହହܣ
ۑ
ۑ
ۑ
ې

ሾࣅ࢞ᇱሿ ൅ ሾࣅ࡮ᇱሿሾ࢛ሿ (6.12)
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where ሾࣅ࡭ሿ ൌ ൦

ܴ௦ܮ௥ 0 െܴ௦ܮ௠ 0
0 ܴ௦ܮ௥ 0 െܴ௦ܮ௠

െܴ௥ܮ௠ 0 ܴ௥ܮ௦ ߱௥
0 െܴ௥ܮ௠ െ߱௥ ܴ௥ܮ௦

൪ is the matrix in flux-linkages SS 

model for the healthy IM, ሾࣅ࢞ሿ = ሾࣅሿ, ܣఒହଵ ൌ
ఓோ೑∆ିఓோೞ௅೘௅೗ೝ

௅೗ೞ೑
ఒହଷܣ , ൌ െܴߤ௦ܮ௠, 

ఒହହܣ ൌ െ
∆ሺோ೑ାோೞ೑ሻ

௅೗ೞ೑
, ܴ௦௙ ൌ ௦ܴߤ ቀ1 െ

ଶ

ଷ
௟௦௙ܮ ,ቁߤ ൌ ௟௦ܮߤ ቀ1 െ

ଶ

ଷ
ሿ࢛ቁ, ሾߤ ൌ ఉ௦൧ݒ	ఈ௦ݒൣ

௧
 and 

ሾࣅ࡮ᇱሿ ൌ ቂ1 0 0 0 0
0 1 0 0 0

ቃ
௧
. 

The CM flux-linkages SS representation of the symmetric IM is in (6.13). 

ሾ࢞ሶ ሿ ൌࣅ ሾࣅ࡭ሿሾࣅ࢞ሿ ൅ ሾࣅ࡮ሿሾ࢛ሿ (6.13)

where ሾࣅ࢞ሿ ൌ	ሾࣅሿ ൌ ሾߣ௦ఈ ௦ఉߣ ௥ఈߣ  ௥ఉሿ௧ is the healthy flux-linkage vector andߣ

ሾࣅ࡮ሿ ൌ ቂ1 0 0 0
0 1 0 0

ቃ
௧
. 

The DM is as (6.14). 

ሶ௦௔ଶߣ ൌ ௦ఈߣହଵܣ ൅ ௥ఈߣହଷܣ ൅ ௦௔ଶ (6.14)ߣହହܣ

The obvious deduction is that the faulty model of an IM is the healthy IM model (CM) 

plus an external circuit that represents the asymmetric part (DM). Many literature reviews 

[132], [133] have proposed this idea, however no mathematical foundations where 

demonstrated. However, the circuit separation is in the flux-linkage SS vector 

representation.  

The load torque-speed characteristic defines the mechanical equation that complements 

the SS representation.  This curve may vary widely from one application to the other, even 

though for simplicity, it is assumed that the load torque profile consists of the motor inertia 
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(J), an external load torque (TL) and friction (݇௟௢௦௦). In this case, the mechanical equation 

following the second Newton’s Law is: 

݀߱௥
ݐ݀

ൌ
1

J
ሺ ௘ܶ െ ௅ܶ െ ݇௟௢௦௦߱௥ሻ (6.15)

where (߱ݎ) is the mechanical speed. 

6.3.2 Current State-Space Variable Model 

From (6.8) and the properties of ሾࡸሿ, the current derivatives can be deduced as in (6.16).  

ሿ′࢏ሾ݌ ൌ ሾࡸ′ሿି૚ሺሾࣅ࡮ᇱሿሾ࢛ሿ ൅ ሺሾࡳ′ሿሻሾ࢏′ሿሻ (6.16)

where ሾࡳ′ሿ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
െܴ௦ 0 0 0 ௦/3ܴߤ2
0 െܴ௦ 0 0 0
0 ߱௥ܮ௠ െܴ௥ ߱௥ܮ௥ 0

െ߱௥ܮ௠ 0 ߱௥ܮ௥ െܴ௥
ଶ

ଷ
௠ܮ௥߱ߤ

െܴߤ௦ 0 0 0 ௙ܴ ൅ ے௦ܴߤ
ۑ
ۑ
ۑ
ۑ
ې

. 

Solving, simplifying and rewriting (6.16), the current SS representation is obtained as 

in (6.17).  

ሾ࢞ሶ ᇱሿ࢏ ൌ ൬
1
∆
൰

ۏ
ێ
ێ
ێ
ۍ

ሾ࢏࡭ሿ

௜ଵହܣ
௜ଶହܣ
௜ଷହܣ
௜ସହܣ

0 0 0 0 ے௜ହହܣ
ۑ
ۑ
ۑ
ې

ሾ࢏࢞ᇱሿ ൅ ሾ࢏࡮ᇱሿሾ࢛ሿ (6.17)

where ሾ࢏ۯሿ ൌ

ۏ
ێ
ێ
ۍ ܴ௦ܮ௥ ߱௥ܮ௠

ଶ െܴ௥ܮ௠ ߱௥ܮ௥ܮ௠
െ߱௥ܮ௠

ଶ ܴ௦ܮ௥ െ߱௥ܮ௥ܮ௠ െܴ௥ܮ௠
െܴ௦ܮ௠ െ߱௥ܮ௦ܮ௠ ܴ௥ܮ௦ െ߱௥ܮ௥ܮ௦
߱௥ܮ௦ܮ௠ െܴ௦ܮ௠ ߱௥ܮ௥ܮ௦ ܴ௥ܮ௦ ے

ۑ
ۑ
ې
௜ଵହܣ , ൌ െ

ଶఓ൫ோ೑∆ିோೞ೑௅೘௅೗ೝ൯

ଷ௅೗ೞ೑
, 

௜ଶହܣ ൌ
ଶఓఠೝ௅೘

మ

ଷ
௜ଷହܣ , ൌ

ଶఓோೞ௅೘
ଷ

௜ସହܣ , ൌ
ଶఓఠೝ௅ೞ௅೘

ଷ
௜ଵଵܤ , ൌ

ିቀఓ௅ೝ௅೗ೞା
మ
య
ఓమ௅೘௅೗ೝቁ

௅೗ೞ೑
, ሾ࢏࢞ᇱሿ = ሾ࢏′ሿ, 

ሾ۰࢏ᇱሿ ൌ ቀଵ
∆
ቁ ൤
௜ଵଵܤ 0 ௠ܮ 0 ௜ଵହܤ
0 െܮ௥ 0 ௠ܮ 0 ൨

௧

and ܤ௜ଵହ ൌ
ఓ୼

௅೗ೞ೑
. 



 

145 

 

  

 Faulty IM: Complex Vector Equivalent Circuit 

The complex αβ-model for the faulty IM in (6.8) can be written as (6.18). 

ቂ
࢙࢜
࢘࢜
ቃൌ ൤

ܴ௦ ൅ ݌௦ܮ ݌௠ܮ
݌௠ܮ ܴ௥ ൅ ݌௥ܮ

൨ ൤
૚࢙࢏
࢘࢏
൨ െ ݆߱௥ ൤

0
࢘ࣅ
൨

௦ఈݒߤ ൌ ൫ ௙ܴ ൅ ܴ௦௙ ൅ ൯݅௙݌௟௦௙ܮ
 (6.18)

where ࢙࢏૚ ൌ ࢙࢏ െ
ଶ

ଷ
  .௙݅ߤ

From (6.18), the complex EC model for the asymmetric IM can be plotted in Figure 6.2. 

Following the procedure in [40], an operational form of the EC can be represented in CV 

equations. This form is obtained by multiplying the rotor equation in (6.18)  through 
௣

௣ି௝ఠೝ
.  

Thus, the operational model can be stated as (6.19) and also represented by Figure 6.3. 
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Figure 6.2  (a) Complex vector equivalent circuit of Asymmetric IM (b) Faulty Circuit. 

                                        

ቂ
࢙࢜
0 ቃൌ ቎

ܴ௦ ൅ ݌௦ܮ ݌௠ܮ

݌௠ܮ
ܴ௥݌

݌ െ ݆߱௥
൅ ݌௥ܮ

቏ ൤
૚࢙࢏
࢘࢏
൨ (6.19)
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Figure 6.3 (a) Complex vector operational equivalent circuit of Asymmetric IM (b) 
Faulty Circuit. 

 
6.4.1 Steady State Analysis of Faulty IM 

Even when the dynamic model of the faulty machine includes all the necessary 

information for FDI, more insight analysis can be developed with operational and simple 

models in steady state. Many FDI techniques are based on monitoring the line, voltage and 

impedance sequence components of the asymmetric IM. Thus, steady state analysis is 

applied to (6.8) by following the procedure in [40]. 

In sinusoidal steady state, the complex variable ࢗࢌ can be expressed in terms of the 

positive (ܨത௤௉) and negative (ܨത௤ே) sequence component phasors as (6.20) and the faulty 

current in Euler form as (6.21). 

ࢗࢌ ൌ ௤௉݁௝ܨ
ሺఠ೐௧ሻ ൅ ௤ேܨ

∗݁ି௝ሺఠ೐௧ሻ (6.20)

where ܨത௤௉ ൌ ௤௉݁ܨ
௝൫థಷು൯, ܨത௤ே

∗
ൌ ௤ே݁ܨ

ି௝൫థಷಿ൯, ߶ிು and ߶ிಿ are the positive and negative 

sequence-component phases of ܨത௤௉ and ܨത௤ே, respectively. 

݅௙ ൌ ௙̅௉ܫ ൅ ௙̅ேܫ ൌ
1
2
൬ܫ௙݁

௝ቀఠ೐௧ାథ೔೑ቁ ൅ ௙݁ܫ
ି௝ቀఠ೐௧ାథ೔೑ቁ൰ (6.21)

where ܫ௙ and ߶௜೑ are the magnitude and phase of ݅௙, respectively. 
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Applying (6.20) and (6.21) to (6.18), the steady state model as in (6.22) can be obtained. 

It can be shown that the steady state ݒ௦ఈ can be written as തܸ௦ఈ ൌ തܸ௦௉ ൅ തܸ௦ே. s is the slip of 

the IM defined as ݏ ൌ ఠ೐ିఠೝ

ఠ೐
௦̅௉ܫ , ൌ ௦̅௉ଵܫ െ

ଵ

ଷ
௦̅ேܫ ௙̅ andܫߤ ൌ ௦̅ேଵܫ െ

ଵ

ଷ
 .௙̅ܫߤ

Equation (6.22) can be represented in terms of the ECs for the faulty IM, as shown in 

Figure 6.4 [34]. The admittance matrix relating the sequence components of the IM 

voltages and currents can be obtained from (6.22) as (6.23). 

൤
തܸ௦௉
0
൨ൌ ൥

ܴ௦ ൅ ݆߱௘ܮ௦ ݆߱௘ܮ௠

݆߱௘ܮ௠
ܴ௥
ݏ
൅ ݆߱௘ܮ௥

൩ ൤
௦̅௉ଵܫ
௥̅௉ܫ

൨

൤
തܸ௦ே
0
൨ൌ ൥

ܴ௦ ൅ ݆߱௘ܮ௦ ݆߱௘ܮ௠

݆߱௘ܮ௠
ܴ௥
2 െ ݏ

൅ ݆߱௘ܮ௥
൩ ൤
௦̅ேଵܫ
௥̅ேܫ

൨

ሺߤ തܸ௦௉ ൅ തܸ௦ேሻ ൌ ൫ ௙ܴ ൅ ܴ௦௙ ൅ ݆߱௘ܮ௟௦௙൯ܫ௙̅

 (6.22)

 

൤
௦̅௉ܫ
௦̅ேܫ

൨ ൌ ൤ ௉ܻ௉ ௉ܻே

ேܻ௉ ேܻே
൨ ൤
തܸ௦௉
തܸ௦ே

൨ (6.23)

where ௉ܻே ൌ ேܻ௉ ൌ
ଵ/ଷఓమ

ோ೑ାఓሺோೞା௝ఠ೐௅೗ೞሻ
, ௉ܻ௉ ൌ

ଵ

ோೞା௝ఠ೐௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
ೞ శೕഘ೐ಽೝ

൅ ௉ܻே, 

 ேܻே ൌ
ଵ

ோೞା௝ఠ೐௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
మషೞశೕഘ೐ಽೝ

൅ ௉ܻே. 

 

 Simulation Results for Signatures Search 

In the search for fault signatures, a comprehensive simulation of the transient and 

permanent regimens is performed. The simulation is performed for a three-phase IM with 

the model parameters and nameplate rating specifications presented in Table 6-1. 
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Figure 6.4 Sequence-components equivalent circuit of Asymmetric IM (a) Positive 
Sequence (b) Negative Sequence (c) Faulty Circuit. 

 
Table 6-1  Parameters and Nameplate Rating 

Param. Value Param. Value Rating Value Rating Value 

 0.84 ܨܲ ௦ 1.889 Ω ௥ܲ 5.5 kWܴ ܪ	௟௦ 5.47 10ିଷܮ

 ௥ 1.719 Ω ௥ܸ 460 V Poles  2ܴ ܪ	௟௥ 6.06 10ିଷܮ

௥ 10.6 A ݊௥ 1750 rpmܫ ଶ݉݃ܭ ௠ 0.012ܬ ௠ 0.212 Hܮ

 

6.5.1 Transient Comparative Results for Healthy and Faulty IM 

Figure 6.5 to Figure 6.9 present a comparison between the transient performance of the 

symmetrical IM (healthy) and the asymmetrical one (faulty) to reveal the differences in 

between and thus identify signatures for the FDI. A fault severity factor of ߤ ൌ 5	% and a 

fault resistance of ௙ܴ ൌ 0.01	Ω is implanted. The machine starts with no load from stand 

still, and then a step of load of 20 Nm at 0.3 sec, is applied. The entire time for the 

simulation is 0.6 sec with integration step time of 0.0001 sec. The simulations are 
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conducted by means of the MatLab code using the ode113 function. The electrical variables 

for this comparison are: stator current space-vector (Figure 6.5 and Figure 6.6), 

electromagnetic torque (Figure 6.7), the rotor speed (Figure 6.8) and rotor current space-

vector (Figure 6.9). In Figure 6.9(c) the leakage faulty current is shown. 

From Figure 6.5(a), Figure 6.6(a), Figure 6.7(a), Figure 6.8(a) and (b) and Figure 6.9(a), 

it can be observed that the behaviors of the faulty and healthy IM are similar during the 

transient and the steady state for no-load and loading condition.  However, from the 

zoomed analysis of the steady-state near to the torque load step (from 0 to 20 Nm) the 

effects of the ITSC can be observed. Figure 6.5(b) shows that the real component of the 

faulty stator current vector has a substantial increase under load and no-load conditions, 

but for the imaginary component (Figure 6.6(b)) there is no difference under no-load, but 

it increases at the loading condition.  

Figure 6.7(b) shows the electromagnetic torque at the steady state near to the load step 

(t = 0.3 sec). The double-line frequency oscillation can be noticed. This oscillation occurs 

under load condition. Under no load condition, the rotor current vector is almost zero and 

with very small friction torque (Figure 6.9(a) and (b)). The double-line frequency 

oscillation also appears at the starting of the IM (Figure 6.7(c)) due to the high inrush 

current to overcome the initial inertia, which corresponds to the same case of the loaded 

machine. 
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Figure 6.5 Real component stator current for healthy and faulty IM (a) ݅௦ఈ (b) Zoom. 

 

Figure 6.6 Imaginary component stator current for healthy and faulty IM (a) ݅௦ఉ  (b) 
Zoomed ݅௦ఉ. 
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In Figure 6.8(b), the zoom for the rotor speed of the IM also presents the double-line 

frequency oscillation under load conditions, however, these oscillations are very small 

compared, in percentage, with the average speed.  

The zoomed rotor current vector of the IM are presented in Figure 6.9(a) and (b), which 

indicate that under no load, the rotor currents of the symmetrical and asymmetrical IM are 

almost zero in steady state. However, under load conditions, the rotor currents in the faulty 

IM are increased in both real and imaginary components.  

 

Figure 6.7 Electromagnetic torque for healthy and faulty IM (a) ௘ܶ (b) First zoomed ௘ܶ  
and (c) Second zoomed ௘ܶ. 
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Figure 6.8 Rotor speed for healthy and faulty IM (a) ߱௥ (b) Zoomed ߱௥. 

 

Figure 6.9 Vector components rotor current for healthy and faulty IM and faulty current 
(a) Zoomed  ݅௥ఈ (b) Zoomed  ݅௥ఉ  and (c) ݅௙. 
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6.5.2 Steady State Results for Faulty IM 

In this part, the steady state results are divided in three cases of study. The first and 

second cases investigate the magnitude variation of the leakage faulty current (ܫ௙), stator 

current space-vector (ܫ௦ఈ and ܫ௦ఉ), and electromagnetic torque ripple (Δ ௘ܶ) as a function 

of:  

(1) Fault severity factor (ߤ)  

(2) Faulty resistance ( ௙ܴ)  

The third case inspects the characteristic curve of the IM, torque versus slip under faulty 

condition and variations of supply voltage and frequency. 

6.5.2.1 Variation with Fault Severity Factor 

Figure 6.10 shows the variation of the leakage faulty current and the torque ripple as a 

function of ߤ. Notice in Figure 6.10(a) that ܫ௙ increases with the increment of ߤ and it 

shows a saturation behavior as ߤ becomes bigger. On the other hand, the double-line 

frequency oscillations of ܶ ௘ increases almost linearly with fault severity factor and Δ ௘ܶ gets 

worst as ߤ increases. From the zoom in Figure 6.10(b), the same behavior is noticed. 

Figure 6.11 depicts the stator current space-vector (ܫ௦ఈ and ܫ௦ఉ) as a function of ߤ for 

no-load and loading condition. It can be noticed three phenomena:  

- For large ߤ, the currents in both loading conditions are very similar.  

- For small ߤ (Figure 6.11(b)) ܫ௦ఉ does not change respect to ߤ in the no-load 

condition.  

- During loading condition ܫ௦ఈ and ܫ௦ఉ increase with the fault. 
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Figure 6.10 (a) Fault current magnitude and electromagnetic torque ripple vs severity 

factor μ. (b) Zoom. 

 

 

Figure 6.11 (a) Stator current space-vector vs fault severity factor μ variation under load 
and no load conditions. (b) Zoom. 

 
6.5.2.2 Variation with Faulty Resistance 

Figure 6.12(a) and (b) depict the variation of ܫ௙ , Δ ௘ܶ, ܫ௦ఈ and ܫ௦ఉ as a function of ௙ܴ. In 

Figure 6.12, ܫ௙, Δ ௘ܶ and ܫ௦ఈ decrease exponentially as the faulty resistance increases. 

Current ܫ௦ఉ does not change respect to ௙ܴ for no-load condition. 
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6.5.2.3 Torque-Slip Characteristic 

In this stage, the simulations are performed in MatLab scrip by solving (6.23). The 

results are verified by simulating the circuits in Figure 6.4 on Simulink. Also, the results 

correspond perfectly to the dynamic simulation presented before. The sequence 

components for the current and admittances as a function of slip are presented in Figure 

6.13(a) and (b). The electromagnetic torque as a function of the slip is presented in Figure 

6.13(c). It is interesting to notice that the negative sequence-components (ܫ௦̅ே and ௉ܻே) in 

steady state almost have no effect respect with the slip variation (load variation), as shown 

partially in Figure 6.9. Moreover, the characteristic ௘ܶ െ  is also tested under variations ݏ

of stator input voltage and electric frequency. The results of these changes are in Figure 

6.14(a) and (b), respectively. The different voltage supplies are ௦ܸଵ ൌ 460	ܸ, ௦ܸଶ ൌ 360	ܸ 

and ܸ ௦ଷ ൌ 260	ܸ . The frequency variations are ߱ ଵ ൌ 377 rad/s, ߱ ଶ ൌ 250 rad/s and ߱ ଷ ൌ

150 rad/s. 

Observations: From these simulations it can be noticed:  

(1) Here Δ ௘ܶ	appears to be a good indicator of the ITSC fault when the IM is loaded.  

(2) Effects on the negative sequence components (current and off-diagonal admittances 

௉ܻே) show no variation with the slip. (Figure 6.13).  

(3) The admittance off-diagonal terms of (6.23) looks to be a suitable tool for behavioral 

explanation of the torque ripple variation and fault current versus the turn fault 

severity factor shown in Figure 6.10. This admittance analysis is promising for the 

FDI. 
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Figure 6.12 (a) Fault current magnitude and electromagnetic torque ripple vs severity 
factor μ (b) Stator current space-vector vs μ variation under load and no load conditions 

 

 

Figure 6.13  (a) Stator component-currents (b) Equivalent admittances (c) Torque slip 
characteristic. 

 

0 1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

0 1 2 3 4 5 6 7 8 9 10
0

50

100

150

0 1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
-100

-50

0

50

100

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
-0.2

-0.1

0

0.1

0.2

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1
-300

-200

-100

0

100

200



 

157 

 

 

Figure 6.14 Electromagnetic torque slip characteristic (a) Input voltage vatiation and (b) 
Electric frequency variation. 

 
 Conclusion and Future Research 

The simplest state-space model for the IM with stator winding inter-turn short-circuit 

fault on one phase is developed. It is demonstrated that this model can be separated in two 

modes: “common mode” and “differential mode,” representing the healthy and faulty part 

of the IM. Complex vector and operational EC are derived to obtain the steady state 

component-sequence EC. Complete fault IM admittance deductions are developed and 

presented. Simulation for the transient and steady state behavior of the machine under fault 

condition are performed. Furthermore, SC analysis of the stator current and the torque 

ripple are studied to evaluate, compare and find usable signatures for FDI of stator 

windings faults in IM. Finally, torque slip characteristics are analyzed under voltage and 

frequency variation. 
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 Introduction  

The prompt fault detection and identification (FDI) of inter-turn short-circuits faults can 

avoid costly repairs, significant financial losses and safety problems. A survey of the most 

relevant literature reveals three general approaches to substantiate the FDI [129], [134]:  

1. Feature extraction approach (FExA) [135], [136]. 

2. Feature extraction approach (MRA) [8], [137], [138]. 

3. Knowledge-based approach (KBA) [139], [140].  

The accurate analytical modelling is mandatory for MRA and it may be helpful in FExA 

and KBA methods. In KBA, precise modelling can be used in neural network training 

procedures to avoid the difficulty, time consumption and danger of real experimentations.  

Therefore, the need to develop a model of IM with ITSC fault is quite obvious and from 

this point of view, modeling is the initial stage of the FDI procedure. Different models for 

IM under stator faults have been proposed in [8], [124]–[127], [123], [34], [36]. The 

proposed model presented in [124] shows a technique for calculating the coupling IM 

faulty impedances based on harmonic analysis. The models in [125]–[127] derive the IM 

inductances using winding function approach, which introduces a great level of detail and 

accuracy but requires the full design parameters of the machine, such as: quantity of stator 

slots, coil pitch angle, number of turns per coil, number of rotor bars, stator and rotor 

conductor’s distributions, etc. These parameters are typically unknown or difficult to find. 

The models in [129], [8], [123], [34], [36] based on mathematical transformations are 
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simplified models compared to the full models in [125]–[127]. In [8], [129], the models 

are depicted in two modes: common (healthy IM) and differential (faulty IM) mode. This 

model works for FDI but the faulty circuit does not have a complete physical meaning. In 

[123], the ITSC is modeled by the reduction of ߤ percent (fault severity factor) of the 

number of turns per-phase, however, it does not model the faulty leakage circuit or the 

circulating current. In [34], [36] the stationary reference frame transformation is used. The 

IM faulty model considers the reduction of the turns in the faulty winding phase, as well 

as the short-circuit analysis for the faulty leakage current modeling. In [36], the state-space 

(SS) representation is presented in its simplest form and full transient and steady-state 

results were compared with the healthy IM in the search of signatures. 

The main concern in any accurate SS modelling is its parameter estimation. The SS 

model of any magnetically coupled circuit basically depends on the leakage and 

magnetizing or self and mutual inductances. These parameters depend on the 

magnetomotive force (MMF) imposed by the winding configuration and the current in it. 

Magnetizing and mutual inductances, in general, are easy to estimate by means of magnetic 

circuits theory, winding functions [14], finite elements, etc. However, leakage inductance 

are highly dependent on the core and winding geometry, and type. Moreover, the difficulty 

of its estimation augments proportionally with the complexity of the geometry. In power 

transformers, leakage inductance calculation has been investigated in [141], [142] with a 

high degree of accuracy respect to the measurements. However, the ITSC fault can 

complicate the geometry of its computation, at a point where the magnetic field shape 

(MMF) gets much distorted and the hypotheses assumed for its calculation are not valid. 

To solve this issue, a correction factor based on experimental results is proposed in [143]. 
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For rotating EM, particularly for induction machines (IM), the estimation of the leakage 

inductance is a complex procedure for the healthy machine, where the stator leakage 

inductance is the combination of distinct components: slot leakage, end-turn leakage, air-

gap or differential leakage (zig-zag and belt leakage). In such a way, the calculation of the 

faulty leakage inductances would be even more difficult. Previous research in faulty IM 

modelling [34], [36], [125], [127], [144] proposed excessive simplistic models for the 

leakage inductances. In [34], [36], the leakage is assumed linear dependent on the fault 

severity. In [144], it is proposed that the leakage is proportional to the number of turns 

squared which sounds to be better, however, the reluctance path is not considered. In [127], 

the leakage effect is not even considered. 

The ITSC location can be affected in three different ways: the physical placement for a 

fix fault, the variation of the number of turns short-circuited and the phase position. The 

third case is just a rotation of 120 and/or 240 degrees studied in [145]. Therefore, the two 

first cases are the ones that are worth investigating. The first one is based on finite element 

analysis (FEA), to approach the following question: Does the location of an ITSC with 

fixed fault severity factor affect the damaged IM parameters? The second one is the 

complete full dynamic model in complex vector notation. 

Thus, for the second part, in this chapter, a general study for the ITSC modelling in 

magnetically coupled circuits and its general parameter estimation is presented in detail.  

The proposed analysis is based on the fact that the faulty winding can be modelled as a 

step-down autotransformer circuit and thus, fulfills the SS representation of a faulty 

magnetically coupled circuit. Also, general equations for estimating the faulty leakage 

inductances are presented. A case of ITSC study is presented: three-phase squirrel-cage 
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induction machine.  A more rigorous and meaningful approach to the faulty stator leakage 

inductances to construct a dynamic model for the three-phase squirrel-cage IM with ITSC 

is proposed. The faulty model is developed in detail and expressed in complex-vector (CV) 

notation. The SS representation is developed based on the flux-linkage space-vector. The 

CV operational and steady-state symmetric component equivalent circuits (ECs) are 

deduced from the faulty model for FDI purposes. The SS representation and ECs are 

verified by means of simulation and compared with the experimental results. The effect of 

the fault severity factor (μ) and the faulty resistance ( ௙ܴ) is studied under different loading 

conditions.   

 ITSC Fault Analysis: General Modeling  

Inter-turn short-circuits in single phase power transformers can be classified in two types 

[143]: turn-to-earth and turn-to-turn fault (Figure 7.1(a)). However, from the results of this 

chapter and by combining the two healthy parts of the windings in the turn-to-turn fault 

(over and under the fault), the categorization can be summarized in one case. For the case 

of three-phase transformers and rotating EM, the situation is different. ITSC can be 

categorized into three main types:  

1. Turn-to-turn in one-phase (Figure 7.1(b1)) 

2. Phase-to-phase (Figure 7.1(b2)) 

3. Phase-to-core (Figure 7.1(b3)) 

Typically, the stator of IM has two windings per-phase that can be connected for high 

(Figure 7.1(b)) or low (Figure 7.1(c)) supply voltage. Thus, 3 different locations of one-

phase ITSC can be defined:  

1. In the series connected windings (Figure 7.1(b1))  
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2. In one of the parallel connected windings (Figure 7.1(c1))  

3. In between the parallel connected windings (Figure 7.1(c2))  

In the case of phase-to-phase and phase-to-core, the ITSC depends on the machine 

connection (Figure 7.1(b2), (c3)). 

 

Figure 7.1 ITSC types in magnetically coupled circuits (a) Single-phase Transformers. 
Three-phase transformer and EM connected in wye (b) high voltage connection (c) low 

voltage connection. 

 

Additionally, some difference in the modeling can be found when the three-phase 

system is wye or delta connected, however, the figures for the delta connection are omitted. 

Similar cases to the wye connection can happen. All these combinations are possible, 

nevertheless the most common fault is the one that occurs between adjacent turns in the 

same winding for the phase. Furthermore, the investigation conducted in [146] developed 

a model of the abnormal delta-connected IM under ITSC. They compared their model with 

the wye connection, discovering that the difference is just a rotation and magnitude 

transformation. Thus, in this chapter, ITSC in one winding has been studied. This analysis 

is applied to an IM as a case of study and it can be implemented for transformer and other 
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types of three-phase ac machines. The general modelling principles and parameter 

estimation are deduced from the ITSC fault in one-coil in the next subsection. 

7.2.1 ITSC Fault in One Coil 

When an ITSC occurs in one coil, an accurate model to represent this circuit is done by 

means of a step-down autotransformer. In [147], the autotransformer model has been used 

to approach short-circuit studies in three-phase transformers.  

The physical winding of the ITSC in one-coil, which is the same as a step-down 

autotransformer, is presented in Figure 7.2(a) where the number of turns of the healthy part 

is ଵܰ and the number of turns for the short-circuited part of the winding is ଶܰ.  The total 

number of coil turns is ௌܰ ൌ ଵܰ ൅ ଶܰ. In Figure 7.2(b), the circuit diagram is also 

presented. According to Figure 7.2(a), two voltage equations can be written as in (7.1). In 

the figure, two terms of back electromotive force ݁ଵ ൌ ܯ ௗ௜మ
ௗ௧

 and 	݁ଶ ൌ ܯ ௗ௜భ
ௗ௧

 can be 

noticed. 

ቂ
ଵݒ
ଶݒ
ቃ ൌ ൤

ܴଵ 0
0 ܴଶ

൨ ൤
݅ଵ
݅ଶ
൨ ൅ ൤

ଵܮ ܯ
ܯ ଶܮ

൨
݀
ݐ݀
൤
݅ଵ
݅ଶ
൨ (7.1) 

where ܮଵ, ,ଶ are the self-inductances and ܴଵܮ ܴଶ are the associated resistances of the 

windings and ܯ is the mutual inductance between coil 1 and 2, respectively. Additionally, 

three equations can be expressed: ݒ௦ ൌ ଵݒ ൅ ଶ, ݅௙ݒ ൌ ݅ଵ െ ݅ଶ and ݒଶ ൌ ௙ܴ݅௙, where ௙ܴ is 

the resistance of the short-circuit path named faulty resistance. It is typically introduced in 

the experiments for avoiding high faulty currents.  Combining these five equations, then 

the two voltage equations can be rewritten as in (7.2). 



 

164 

 

ቂ
௦ݒ
0 ቃ ൌ ቈ

ܴ௛ െܴଶ
ܴଶ െ൫ܴଶ ൅ ௙ܴ൯

቉ ൤
݅ଵ
݅௙
൨ ൅ ൤

௛ܮ െሺܮଶ ൅ ሻܯ
ଶܮ ൅ܯ െܮଶ

൨ ݌ ൤
݅ଵ
݅௙
൨ (7.2) 

where ܴ ௛ and ܮ௛ are the healthy resistance and inductance of the original coil, respectively.  

The SS representation of the faulty one-coil or step-down autotransformer is stated in 

(7.3). 

݌ ൤
݅ଵ
݅௙
൨ ൌ ሾࡸሿି૚ ቆቂ

௦ݒ
0 ቃ െ ቈ

ܴ௛ െܴ2

ܴ2 െ൫ܴߤ௛ ൅ ௙ܴ൯
቉ ൤
݅ଵ
݅௙
൨ቇ (7.3) 

where ሾࡸሿି૚ is the inverse inductance matrix that is required to be discovered by the 

parameter determination procedure in the next subsection. 

 (a) 

 (b) 

Figure 7.2 ITSC fault in one-coil. (a) Physical winding (b) Circuit diagram 
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7.2.1.1 Parameter Determination for ITSC in One-Coil 

The procedure to determine the faulty circuit parameters is based on three rules: 

consistency [143], proportionality [143] and magnetizing: 

a) Consistency:   let’s assume that coil 1 and 2 from Figure 7.2(a) are in series, then 

the current ݅ଵ flows through them (Figure 7.3(a)). The coil is at no load condition 

(no ITSC fault). Thus, the healthy inductance and resistance are as in (7.4). 

ܴ௛ ൌ ܴଵ ൅ ܴଶ
௛ܮ ൌ ଵܮ ൅ ଶܮ ൅  (7.4) ܯ2

     

Figure 7.3 Coil at no load condition (no ITSC fault) (a) Physical winding (b) Circuit 
diagram 

  

If a transformer is used for the testing of one coil case, the winding design of the primary 

and secondary winding, which generally have different cross sectional areas cables 

(different gauges), need to be considered. 

b) Proportionality:   the second rule that needs to be preserved is the turns’ ratio: 

ଵܮ
ଶܮ

ൌ ൬ ଵܰ

ଶܰ
൰
ଶ

ൌ ܽଶ (7.5) 

where ܽ is the voltage ratio between coils 1 and 2. This rule is only true when the leakage 

inductances are neglected, however, it is an excellent approximation when leakage 

inductances are very small with respect to the magnetizing inductances. 
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c) Magnetizing:   it is used to find the magnetizing inductance. Based on the 

magnetically coupled circuit theory, the parameters of the autotransformer can be 

obtained as follows: 

ଵܮ ൌ ௟ଵܮ ൅ ௠ଵܮ ൌ
ଵܰ
ଶ

࣬௟ଵ
൅ ଵܰ

ଶ

࣬௠ଵ

ଶܮ ൌ ௟ଶܮ ൅ ௠ଶܮ ൌ
ଶܰ
ଶ

࣬௟ଶ
൅ ଶܰ

ଶ

࣬௠ଶ

 (7.6) 

where ܮ௟ଵ, ܮ௟ଶ are the leakage inductances and ܮ௠ଵ and ܮ௠ଶ are the magnetizing 

inductances of the coil 1 and 2, respectively, ࣬௟ଵ and ࣬௟ଶ are the leakage path reluctances 

for coil 1 and 2, and ࣬௠ଵ ൌ ࣬௠ଶ ൌ ࣬௠ is the magnetizing path reluctance of the 

inductances. 

By defining the healthy magnetizing inductance ܮ௛௠ ൌ ேమ

࣬೘
, thus, (7.6) can be written as 

in (7.7) as a function of the fault severity factor ߤ ൌ ேమ
ேೞ

. 

ଵܮ ൌ
ଵܰ
ଶ

࣬௟ଵ
൅ ሺ1 െ ௛௠ܮሻଶߤ

ଶܮ ൌ
ଶܰ
ଶ

࣬௟ଶ
൅ ௛௠ܮଶߤ

 (7.7) 

The mutual inductance calculation is well-known as: 

ܯ ൌ ଵܰ ଶܰ

࣬௠
ൌ ሺ1ߤ െ  ௛௠ (7.8)ܮሻߤ

Notice that the leakage inductance depends on the reluctance path formed by the fault, 

thus the assumptions in [34], [36], [144] are inaccurate. From (7.7), the leakage inductances 

are: 
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௟ଵܮ ൌ
ଵܰ
ଶ

࣬௟ଵ
ൌ
ሺ1 െ ሻଶܰଶߤ

࣬ఙଵ
௟ଶܮ ൌ

ଶܰ
ଶ

࣬௟ଶ
ൌ
ଶܰଶߤ

࣬௟ଶ
 (7.9) 

From the consistency rule and the definition of healthy self-inductance: 

௛ܮ ൌ ௟௛ܮ ൅ ௠௛ܮ ൌ ଵܮ ൅ ଶܮ ൅ (7.10) ܯ2

where ܮ௟௛ is the leakage inductance of the healthy coil.  

Thus, substituting (7.7), (7.8) and (7.9) into (7.10), the total leakage inductance can be 

deduced as a function of the faulty and healthy winding parts. 

ఙ௛ܮ ൌ ఙଵܮ ൅ ఙଶ (7.11)ܮ

Notice that (7.11) is a logical equation, as typically the summation of the leakage effects 

in a winding is equal to the total leakage inductance. Using the proportionality rule: 

ଵܮଶߤ ൌ ሺ1 െ ଶ (7.12)ܮሻଶߤ

Combining (7.7) with (7.12) and using (7.11), the leakage inductances can be 

determined as in (7.13). 

௟ଵܮ ൌ
ሺ1 െ ௟௛ܮሻଶߤ
1 െ ߤ2 ൅ ଶߤ2

ൌ ݇௟௦ଵܮ௟௛ ௟ଶܮ ൌ
௟௛ܮଶߤ

1 െ ߤ2 ൅ ଶߤ2
ൌ ݇௟௦ଶܮ௟௛ (7.13)

where ݇௟௦ଵ ൌ
ሺଵିఓሻమ

ଵିଶఓାଶఓమ
 and ݇௟௦ଶ ൌ

ఓమ

ଵିଶఓାଶఓమ
 are the leakage factors. 

Finally, the ሾࡸሿ matrix is defined in (7.14). 

ሾࡸሿ ൌ ቎
௛ܮ െሺܮଶ ൅ ሺ1ߤ െ ௠ሻܮሻߤ

ଶܮ ൅ ሺ1ߤ െ ௠ܮሻߤ െ
	௟௛ܮଶߤ

1 െ ߤ2 ൅ ଶߤ2
െ ௠ܮଶߤ

቏ (7.14)
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In Figure 7.4, the variation of the leakage inductances (leakage factor ݇௟௦ଶ) from (7.13) 

as a function of the fault severity factor can be observed. For a very low severity factor, 

the proposed leakage factor ݇௟௦ଶ has similar behavior to the quadratic one, however ݇௟௦ଵ ൌ

1 െ ݇௟௦ଶ has poor correlation.  It can be noticed that in some points, such as ߤ ൌ ሾ0, 0.5, 1ሿ, 

the linear and the proposed model match, however, the quadratic model only matches with 

the other two models at the ending points (no fault or full phase short-circuit). 

 

Figure 7.4 Leakage factor inductance as a function of the fault severity factor 

 
The equivalent circuit model for the one-faulty-coil is presented in Figure 7.5 as a 

function of the self and mutual inductances, which is the same for the autotransformer. 

 

Figure 7.5 Equivalent circuit diagram for the ITSC in one coil or autotransformer 
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The importance on modeling the ITSC fault as a step-down autotransformer is in the 

implications associated with the well-known case:  

(1) If the turns ratio of the fault severity factor and current ݅ଵ are known (e.g. by 

measurement), then the current ݅ଶ and ݅௙ can be approximated by a simple 

calculation, as the step-down autotransformer ݅ଶ ൌ െሺ ଵܰ/ ଶܰሻ݅ଵ and ݅௙ ൌ ݅ଵ െ ݅ଶ.  

(2) Reverse current phenomena of the autotransformer in the faulty winding part: this 

event occurs exactly at the moment of the short-circuit. Before the ITSC, the circuit 

of Figure 7.3 takes place and the current ݅ଵ in the turns ଶܰ goes through all the 

winding. After the ITSC happens, Figure 7.2(a) takes place and the current in the 

faulty part is reversed in direction െ݅ଶ. This phenomenon occurs because the 

current in the faulty part needs to create a magnetic field that makes opposition to 

the field that is inducing this current in the ଶܰ turns (Lenz’s Law).  

(3) Notice that the current ݅ଶ is still placed in the direction of the power supply for a 

simplified analysis and the polarity of the coils is additive, as it was demonstrated 

in (7.4), in the same way the dot rule is shown in Figure 7.2(a) and Figure 7.3(a). 

  IM Model with Stator ITSC Fault  

A three-phase IM with stator winding ITSC in one phase, phase “a”, is shown in Figure 

7.6(a), where ௦ܰ௔ଶ	 represents the short-circuited turns and ௦ܰ௔ ൌ ௦ܰ௔ଵ ൅ ௦ܰ௔ଶ is the total 

number of winding turns. The fault severity factor is defined as ߤ ൌ ேೞೌమ
ேೞೌ

. Figure 7.6(b) 

presents a circuit diagram of a three-phase IM stator for the failure, where two terms are 

highlighted: the transformer voltage (across the inductances) and the generation terms or 

back electromotive force (bemf), where ݁௦௔ଵ ൌ ܯ ௗ௜ೞೌమ
ௗ௧

 and ݁௦௔ଶ ൌ ܯ ௗ௜ೞೌభ
ௗ௧

 are the bemfs 
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and ܯ is the mutual inductance. Notice the step-down auto-transformer configuration for 

phase “a”. For this analysis, it is assumed that ܴ ௙ is the fault impedance that will determine 

the faulty leakage current (݅௙ሻ magnitude in the short-circuit path, ݅௫௦ and ݒ௫௦ are the stator 

winding current and voltage for the phase ݔ, where ݔ ൌ ሼܽ, ܾ, ܿሽ.    

  

(a) Physical winding 

  

(b) Circuit diagram 

Figure 7.6 Three-phase stator winding of an IM with ITSC in the phase “a”. 

 
7.3.1 Parameter Determination for the phase with ITSC 

The procedure to determine the faulty parameters is based on the 3 rules 

abovementioned: 
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a) Consistency:   let’s assume a healthy condition, therefore coil ܽݏଵ and ܽݏଶ from 

Figure 7.6(a) are in series and the same current ݅௦௔ flows through them. Thus, the 

healthy inductance and resistance are: 

ܴ௦௔ ൌ ܴ௦௔ଵ ൅ ܴ௦௔ଶ ൌ ሺ1 െ ሻܴ௦௔ߤ ൅ ௦௔ܴߤ
௔௦ܮ ൌ ௦௔ଵܮ ൅ ௦௔ଶܮ ൅ ܯ2  (7.15)

where ܴ௦௔ଵ and ܴ௦௔ଶ are the resistances and  ܮ௦௔ଵ and ܮ௦௔ଶ are the self-inductances of ܽݏଵ 

and ܽݏଶ windings, respectively, ܴ௦௔ and ܮ௦௔ are the healthy resistance and self-inductance 

of the total winding of the phase “a,” respectively. 

b) Proportionality:   the second rule that needs to be preserved is the turn’s ratio: 

௦௔ଵܮ
௦௔ଶܮ

ൌ ൬ ௦ܰ௔ଵ

௦ܰ௔ଶ
൰
ଶ

ൌ ݊ଶ (7.16)

where ݊ is the voltage ratio between ܽݏଵ and ܽݏଶ coils, ௦ܰ௔ଵ and ௦ܰ௔ଶ are the number of 

turns of coils ܽݏଵ and ܽݏଶ, respectively. 

c) Magnetizing: Based on the magnetically coupled circuit theory, the parameters of 

the IM are obtained as (7.17), where ܮ௟௦ଵ, ܮ௟௦ଶ are the leakage inductances and ܮ௠௦ଵ 

and ܮ௠௦ଶ are the magnetizing inductances of the coils ܽݏଵ and ܽݏଶ, respectively, 

࣬௟ଵ and ࣬௟ଶ are the leakage reluctance path for coils ܽݏଵ and ܽݏଶ, and ࣬௠ଵ ൌ

࣬௠ଶ ൌ ࣬௠ is the magnetizing reluctance path of the inductances. 

௦௔ଵܮ ൌ ௟௦ଵܮ ൅ ௠௦ଵܮ ൌ
௦ܰ௔ଵ

ଶ

࣬௟ଵ
൅ ௦ܰ௔ଵ

ଶ

࣬௠ଵ

௦௔ଶܮ ൌ ௟௦ଶܮ ൅ ௠௦ଶܮ ൌ
௦ܰ௔ଶ

ଶ

࣬௟ଶ
൅ ௦ܰ௔ଶ

ଶ

࣬௠ଶ

 (7.17)
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By defining the healthy magnetizing inductance as ܮ௠௦ ൌ
ேೞೌ

మ

࣬೘
, then, (7.17) is written as 

in (7.18) as a function of ߤ. 

௔௦ଵܮ ൌ
௔ܰ௦ଵ

ଶ

࣬௟ଵ
൅ ሺ1 െ ௠௦ܮሻଶߤ ௔௦ଶܮ ൌ

௔ܰ௦ଶ
ଶ

࣬௟ଶ
൅ ௠௦ (7.18)ܮଶߤ

The mutual inductance calculation is well-known as: 

ܯ ൌ ேೞೌభேೞೌమ
࣬೘

ൌ ሺ1ߤ െ ௠௦  (7.19)ܮሻߤ

Note that the leakage inductances depend on the reluctance path formed by the fault as 

in (7.20). Hence, the assumptions in [34], [36], [127], [144] are inaccurate, as they consider 

࣬௟ଵ ൌ ࣬௟ଶ ൌ ࣬௟, where ࣬௟ is the winding healthy reluctance path. 

௟௦ଵܮ ൌ
ሺ1 െ ሻଶߤ ௦ܰ௔

ଶ

࣬௟ଵ
௟௦ଶܮ ൌ

ଶߤ ௦ܰ௔
ଶ

࣬௟ଶ
 (7.20)

From the consistency rule, it can be written: 

௔௦ܮ ൌ ௟௦ܮ ൅ ௠௦ܮ ൌ ௦௔ଵܮ ൅ ௦௔ଶܮ ൅ (7.21) ܯ2

where ܮ௟௦ is the leakage inductance of the healthy coil.  

Substituting (7.18), (7.19) and (7.20) into (7.21): 

௟௦ܮ ൌ ௟௦ଵܮ ൅ ௟௦ଶ (7.22)ܮ

See that (7.22) is a meaningful equation, as typically the summation of the leakage 

effects in a winding is equal to the total leakage inductance. Using the proportionality rule: 

௦௔ଵܮଶߤ ൌ ሺ1 െ ௦௔ଶ (7.23)ܮሻଶߤ
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Combining (7.18) with (7.23) and using (7.22), the leakage inductances are determined 

as: 

௟௦ଵܮ ൌ
ሺ1 െ ௟௦ܮሻଶߤ
1 െ ߤ2 ൅ ଶߤ2

ൌ ݇௟௦ଵܮ௟௦ ௟௦ଶܮ ൌ
௟௦ܮଶߤ

1 െ ߤ2 ൅ ଶߤ2
ൌ ݇௟௦ଶܮ௟௦ (7.24)

where ݇௟௦ଵ and ݇௟௦ଶ are defined as the leakage factors.  

From (7.20) and (7.24), it can be noticed that ࣬௟ଵ ൌ ࣬௟ଶ due to the approximation of the 

proportionality rule that holds when the magnetizing inductance is much greater than the 

leakage one. In this case, ࣬௟ଵ ൌ ࣬௟ଶ, but they are different from ࣬௟, which is one step 

further in the physical representation of the IM with ITSC fault. 

7.3.2 IM Equations in Primitive Coordinates 

The asymmetric IM voltage equations for the stator and rotor are in vector form referred 

to the stator, and they are expressed as in (7.25) [34], [36]: 

൤
ሾ࢙′࢜ሿ
ሾ࢘࢜ሿ

൨ൌ ൤
ሾ࢙′ࡾሿ ሾ૙ሿ
ሾ૙ሿ ሾ࢘ࡾሿ

൨ ൤
ሾ࢙′࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ݌ ൤
ሾ࢙′ࣅሿ
ሾ࢘ࣅሿ

൨

൤
ሾ࢙′ࣅሿ
ሾ࢘ࣅሿ

൨ൌ ൤
ሾ࢙࢙′ࡸሿ ሾ࢙࢘′ࡸሿ
ሾ࢙࢘′ࡸሿ௧ ሾ࢘࢘ࡸሿ

൨ ൤
ሾ࢙′࢏ሿ
ሾ࢘࢏ሿ

൨
 

(7.25)

where:	ሾ࢙′࢜ሿ	ൌ	ሾݒ௦௔ଵ		 		௦௔ଶݒ 		௦௕ݒ ሿ࢙′࢏௦௖ሿ௧, ሾݒ ൌ ሾ݅௦௔	 	݅௦௔ଶ		 ݅௦௕		 ݅௦௖ሿ௧ ,  

ሾ࢘࢏ሿ ൌ ሾ݅௥௔	 ݅௥௕	 ݅௥௖ሿ௧, ሾ࢙′ࣅሿൌሾߣ௦௔ଵ	 	௦௔ଶߣ 	௦௕ߣ 	௥௔ߣሿൌሾ࢘ࣅ௦௖ሿ௧, ሾߣ 	௥௕ߣ  ,௥௖ሿ௧ߣ

ሾ࢙′ࡾሿ ൌ ܴ௦	diagሾሺ1 െ 	ሻߤ 	ߤ 1 1ሿ, ሾ࢘ࡾሿ ൌ ܴ௥	diagሾ1 1 1ሿ ൌ ܴ௥	ሾࡵ૜࢞૜ሿ, ሾ࢙′࢜ሿ and 

ሾ࢘࢜ሿ are the voltage vectors, ሾ࢙′࢏ሿ and ሾ࢘࢏ሿ are the current vectors,  ሾ࢙′ࣅሿ and ሾ࢘ࣅሿ are the 

flux-linkage vectors, ሾ࢙′ࡾሿ and ሾ࢘ࡾሿ are the resistance matrices and ሾ࢙࢙′ࡸሿൌሾ࢙࢒′ࡸሿ ൅

ሾ࢙࢓′ࡸሿ and ሾ࢘࢘ࡸሿ are the inductance matrices for the stator and rotor circuits, respectively. 

ሾ࢙࢘′ࡸሿ and ሾ࢙࢘′ࡸሿ௧ are the mutual inductance matrices between stator and rotor. The 
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symbol ݌ is the derivative operator, the function diag[∙] is the diagonal matrix, the current 

݅௦௔ଶ is defined in Figure 7.6(a) as ݅௦௔ଶ ൌ ݅௦௔ െ ݅௙ and ሾࡵ૜࢞૜ሿ is the identity matrix.  

The inductance matrices ሾ࢙࢒′ࡸሿ, ሾ࢙࢓′ࡸሿ, ሾ࢙࢘′ࡸሿ and ሾ࢘࢘ࡸሿ are in (7.26), where in general 

ܿଵሺߞሻ ൌ cos ሻߞଶሺܿ ,ߞ ൌ cos ቀߞ ൅ ଶగ

ଷ
ቁ, ܿଷ ሺߞሻ ൌ cos ቀߞ െ ଶగ

ଷ
ቁ, ܮ௟௥ is the rotor leakage 

inductance and ሾࡿሿ  is the symmetric matrix. The superscript prime (ൣࢌ	ࢗ′൧ሻ in matrices and 

vectors (ሾࢌሿ ൌ ሾࡾሿ, ሾࡸሿ, ሾ࢜ሿ, ሾ࢏ሿ and ሾࣅሿ) represent the asymmetrical IM.  The absence of the 

prime (ൣࢗࢌ൧) represents the healthy IM. The subscript ࢗ ൌ ሼ࢙,  ሽ indicates the stator and࢘

rotor coordinate reference frame, respectively.  

ሾ࢙࢒′ࡸሿ ൌ diag	௟௦ܮ	 ቈ
ሺ1 െ ሻଶߤ

1 െ ߤ2 ൅ ଶߤ2
ଶߤ

1 െ ߤ2 ൅ ଶߤ2
1 1቉

ሾ࢙࢓′ࡸሿ ൌ ௠௦ܮ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ሺ1ۍ െ ሻଶߤ ሺ1ߤ െ ሻߤ െ

1 െ ߤ
2

െ
1 െ ߤ
2

ሺ1ߤ െ ሻߤ ଶߤ െ
ߤ
2

െ
ߤ
2

െ
1 െ ߤ
2

െ
ߤ
2

1 െ
1
2

െ
1 െ ߤ
2

െ
ߤ
2

െ
1
2

1 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

ሾ࢙࢘′ࡸሿ ൌ ௠௦ܮ

ۏ
ێ
ێ
ۍ
ሺ1 െ ௥ሻߠሻܿଵሺߤ ሺ1 െ ௥ሻߠሻܿଶሺߤ ሺ1 െ ௥ሻߠሻܿଷሺߤ

௥ሻߠଵሺܿߤ ௥ሻߠଶሺܿߤ ௥ሻߠଷሺܿߤ
ܿଷሺߠ௥ሻ ܿଵሺߠ௥ሻ ܿଶሺߠ௥ሻ
ܿଶሺߠ௥ሻ ܿଷሺߠ௥ሻ ܿଵሺߠ௥ሻ ے

ۑ
ۑ
ې

ሾ࢘࢘ࡸሿ ൌ 	 ૜ሿ࢞૜ࡵ௟௥ሾܮ ൅ ௠௦ܮ ൥
1 െ1/2 െ1/2

െ1/2 1 െ1/2
െ1/2 െ1/2 1

൩
ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

	 ሾࡿሿ

 
(7.26)

The asymmetric IM equations are written in terms of the healthy IM matrices and vectors 

plus the faulty terms as: 
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൤
ሾ࢙࢜ሿ
ሾ૙ሿ

൨ൌ ൤
ሾ࢙ࡾሿ ሾ૙ሿ
ሾ૙ሿ ሾ࢘ࡾሿ

൨ ൤
ሾ࢙࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ݌ ൤
ሾ࢙ࣅሿ
ሾ࢘ࣅሿ

൨ ൅ ߤ ൤
ሾ࢙࢜࡭ሿ
ሾ૙ሿ

൨ ݅௙

௦௔ଶݒ ൌ ௦൫݅௦௔ܴߤ െ ݅௙൯ ൅ ௦௔ଶߣ݌ ൌ ௙ܴ݅௙

൤
ሾ࢙ࣅሿ
ሾ࢘ࣅሿ

൨ൌ ൤
ሾ࢙࢙ࡸሿ ሾ࢙࢘ࡸሿ
ሾ࢙࢘ࡸሿ௧ ሾ࢘࢘ࡸሿ

൨ ൤
ሾ࢙࢏ሿ
ሾ࢘࢏ሿ

൨ ൅ ൅ߤ ൤
ሾ࢙ࣅ࡭ሿ
ሾ࢘ࣅ࡭ሿ

൨ ݅௙

௦௔ଶߣ ൌ െߤሾ࢙ࣅ࡭ሿ௧ሾ࢙࢏ሿ െ ሿ࢘࢏ሿ௧ሾ࢘ࣅ࡭ሾߤ െ ଶሺߤ
௟௦ܮ

1 െ ߤ2 ൅ ଶߤ2
൅ ௠௦ሻ݅௙ܮ

 
(7.27)

where ሾ࢙࢜ሿ ൌ ሾݒ௦௔ ௦௕ݒ ሿ࢙࢏௦௖ሿ௧, ሾݒ ൌ ሾ݅௦௔ ݅௦௕ ݅௦௖ሿ௧, ሾ࢙ࣅሿ ൌ ሾߣ௦௔ ௦௕ߣ                  ,௦௖ሿ௧ߣ

ሾ࢙ࡾሿ ൌ ܴ௦	diagሾ1 1 1ሿ,  ሾ࢙ࣅ࡭ሿ ൌ 	 ሾെܴ௦ 0 0ሿ௧,  

ሾ࢘ࣅ࡭ሿ ൌ െܮ௠௦ሾܿଵሺݎߠሻ ܿଶሺݎߠሻ ܿଷሺݎߠሻሿ௧, ሾ࢙ࣅ࡭ሿ ൌ ቂ
ିఓ௅೗ೞ

ଵିଶఓାଶఓమ
െ 	௠௦ܮ

௅೘ೞ

ଶ
	 ௅೘ೞ

ଶ ቃ
௧
, 

௦௔ݒ ൌ ௦௔ଵݒ ൅ ௦௔ߣ , ௦௔ଶݒ ൌ ௦௔ଵߣ ൅  ௦௔ଶ and the healthy IM inductance matrices are inߣ

(7.28) [14], where the cyclic matrix is defined as ሾ࡯ሺݎߠሻሿ. 

ሾ࢙࢙ࡸሿ ൌ ૜ሿ࢞૜ࡵ௟௦ሾܮ ൅ ሿࡿ௠௦ሾܮ

ሾ࢙࢘ࡸሿ ൌ ሻሿݎߠሺ࡯௠௦ሾܮ ൌ ௠௦ܮ ൥
ܿଵሺݎߠሻ ܿଶሺݎߠሻ ܿଷሺݎߠሻ
ܿଷሺݎߠሻ ܿଵሺݎߠሻ ܿଶሺݎߠሻ
ܿଶሺݎߠሻ ܿଷሺݎߠሻ ܿଵሺݎߠሻ

൩
 (7.28)

The torque for the faulty IM in terms of the primitive coordinates is as in (7.29).  

௘ܶ ൌ
ܲ
2
ሾ࢙′࢏ሿ௧

߲ሾ࢙࢘′ࡸሿ
௥ߠ߲

ሾ࢘࢏ሿ (7.29)

Substituting ሾ࢙࢘′ࡸሿ, ሾ࢙′࢏ሿ and ሾ࢘࢏ሿ in (7.29), the torque equation can be expressed in terms 

of the healthy IM torque equation ( ௘ܶ௠) and a faulty term ( ௘ܶ௙) that will result in a wave 

with the double frequency oscillation (2߱௦) as in (7.30). 

௘ܶ ൌ
ܲ
2
ሾ࢙࢏ሿ௧

߲ሾ࢙࢘ࡸሿ

௥ߠ߲
ሾ࢘࢏ሿᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ

െ
௠௦ܮܲߤ

2
ቊ
3
2
݅௥௔ݏଵሺݎߠሻ ൅

√3
2
ሺ݅௕௥ െ ݅௖௥ሻܿଵሺݎߠሻቋ ݅௙

ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ
																						 					 ௘ܶ௠											 ௘ܶ௙ 																				

 (7.30)

where  ݏଵሺߞሻ ൌ sin  .ߞ
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This double-line frequency oscillation reported in [24], [124] comes in the mathematical 

representation from the multiplication of two sinusoidal waves that oscillate at the same 

frequency.  In the physical world, it comes from the fact that when the ITSC happens the 

current in the fault winding (݅௦௔ଶ) reverses its direction (opposite to ݅௦௔), producing a 

counter rotating magnetic field (negative sequence), deforming the shape of the original 

MMF. All this as explained in the previous chapter. 

7.3.3 IM Equations in Complex-Vector Notation 

The voltage and torque equations in (7.27) and (7.30) are transformed from primitive 

coordinates to CV notation by utilizing the stationary reference frame transformation [14]. 

The transformed IM voltage equations are as in (7.31). 

ቂ
࢙࢜
0 ቃൌ ൤

ܴ௦ 0
0 ܴ௥

൨ ൤
࢙࢏
࢘࢏
൨ ൅ ൤

݌ 0
0 ݌ െ ݆߱௥

൨ ൤
࢙ࣅ
࢘ࣅ
൨ െ ൥

௦ܴߤ2
3
0

൩ ݅௙

௦௔ଶݒ ൌ ௦൫݅௦ఈܴߤ െ ݅௙൯ ൅ ௦௔ଶߣ݌ ൌ ௙ܴ݅௙

൤
࢙ࣅ
࢘ࣅ
൨ൌ ൤

௦ܮ ௠ܮ
௠ܮ ௥ܮ

൨ ൤
࢙࢏
࢘࢏
൨ െ

2
3
ߤ ቎

௟௦ܮߤ
1 െ ߤ2 ൅ ଶߤ2

൅ ௠ܮ

௠ܮ
቏ ݅௙

௦௔ଶߣ ൌ െ
௟௦൫݅௦ఈܮଶߤ െ ݅௙൯
1 െ ߤ2 ൅ ଶߤ2

െ ௠ܮߤ ൬݅௦ఈ ൅ ݅௥ఈ െ ߤ
2
3
݅௙൰

 
(7.31)

where ࢗࢌ ൌ ௤݂ఈ െ ݆ ௤݂ఉ, ࢌ ൌ ሼ࢜, ,࢏ ࢗ ,ሽࣅ ൌ ሼ࢙, ௦ܮ , ሽ࢘ ൌ ௟௦ܮ ൅ ௥ܮ ,௠ܮ ൌ ௟௥ܮ ൅   ,௠ܮ

௠ܮ ൌ ଷ

ଶ
 is the mechanical speed and and ܲ is the pair of poles ݎ߱ ,௠௦ܮ

The electromagnetic torque in complex-vector notation is: 

௘ܶ ൌ
3
2
ܲ
2
௠൫݅௦ఈ݅௥ఉܮ െ ݅௦ఉ݅௥ఈ൯ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ൅ ߤ

ܲ
2
௠݅௙݅௥ఉᇣᇧᇧᇤᇧᇧᇥܮ

																	 ௘ܶ௠ ௘ܶ௙

 
(7.32)
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7.3.4 IM Equations in SS Representation 

The SS model for the IM can be represented in many different SS variables with the 

stator voltages and load torque as inputs, and the electromagnetic torque and the rotor 

angular speed as outputs. The flux-linkages are considered as the state-space variable 

(ሾࣅ′ሿ ൌ ሾߣ௦ఈ ௦ఉߣ ௥ఈߣ ௥ఉߣ  ሿ is written in terms of the current SS′ࣅ௦௔ଶሿ௧), thus ሾߣ

vector as: 

ሾࣅ′ሿൌሾࡸ′ሿሾ࢏′ሿ 
(7.33)

where ሾ࢏′ሿ ൌ 	 ሾ݅௦ఈ ݅௦ఉ ݅௥ఈ ݅௥ఉ ݅௙ሿ௧, ሾࡸ′ሿ ൌ ሾࡹሿ comes from (7.31) and requires  ߤ ്

0 to be a full-rank invertible matrix. 

ሾࡹሿ ൌ

ۏ
ێ
ێ
ێ
ۍ

௦ܮ 0 ௠ܮ 0 ଵହܯ
0 ௦ܮ 0 ௠ܮ 0
௠ܮ 0 ௥ܮ 0 ଷହܯ
0 ௠ܮ 0 ௥ܮ 0

െ3/2ܯଵହ 0 െ3/2ܯଷହ 0 ےହହܯ
ۑ
ۑ
ۑ
ې

 
(7.34)

where ܯଵହ ൌ െ ଶ

ଷ
ߤ ቀ ఓ௅೗ೞ

ଵିଶఓାଶఓమ
൅ ଷହܯ  ,௠ቁܮ ൌ െ ଶ

ଷ
ହହܯ	 ௠ andܮߤ ൌ

ఓమ௅೗ೞ
ଵିଶఓାଶఓమ

൅ ଶߤ ଶ
ଷ
 .௠ܮ

Then ሾ࢏′ሿൌሾࡹሿିଵሾࣅ′ሿ, where ሾࡹሿିଵ ൌ ሾࡺሿ is as: 

ሾࡺሿ 	ൌ

ۏ
ێ
ێ
ێ
ۍ ଵܰଵ 0 ଵܰଷ 0 ଵܰହ

0 െܮ௥/∆ 0 ∆/௠ܮ 0
ଵܰଷ 0 ଷܰଷ 0 ଷܰହ
0 ∆/௠ܮ 0 െܮ௦/∆ 0

െ3/2 ଵܰହ 0 െ3/2 ଷܰହ 0 ହܰହے
ۑ
ۑ
ۑ
ې

 
(7.35)

where: ∆ൌ ௠ܮ
ଶ െ ௥,  ଵܰଵܮ௦ܮ ൌ

ିሺଷ௅యఱ
మାଶ௅ೝ௅ఱఱሻ

஽
, ଵܰଷ ൌ

ଷ௅భఱ௅యఱାଶ௅೘ெఱఱ

஽
,  

ଵܰହ ൌ
ଶሺ௅ೝெభఱି௅೘ெయఱሻ

஽
, ଷܰଷ ൌ

ିሺଷெభఱ
మ∓ଶ௅ೞெఱఱሻ

஽
, ଷܰହ ൌ

ିଶሺ௅೘ெభఱି௅ೞெయఱሻ

஽
 , ହܰହ ൌ

ଶ∆

஽
 and 

ܦ  ൌ 6ቀெఱఱ௅೘
మ

ଷ
൅ ௠ܮଷହܯଵହܯ െ ௅ೝெభఱ

మ

ଶ
െ ௅ೞெయఱ

మ

ଶ
െ ௅ೝ௅ೞெఱఱ

ଷ
ቁ. 

The SS representation for the stator ITSC fault of an IM is: 
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ሾ࢞ሶ ᇱሿࣅ ൌ ሾࣅ࡭ᇱሿሾࣅ࢞ᇱሿ ൅ ሾࣅ࡮ᇱሿሾ࢛ሿ (7.36)

where ሾࣅ࡭ᇱሿ ൌ

ۏ
ێ
ێ
ێ
ۍ

ଵଵܣ 0 ଵଷܣ 0 ଵହܣ
0 ܴ௦ܮ௥/∆ 0 െܴ௦ܮ௠/∆ 0

െܴ௥ ଵܰଷ 0 െܴ௥ ଷܰଷ ߱௥ െܴ௥ ଷܰହ
0 െܴ௥ܮ௠/∆ െ߱௥ ܴ௥ܮ௦/∆ 0
ହଵܣ 0 ହଷܣ 0 ହହܣ ے

ۑ
ۑ
ۑ
ې

 is the matrix in 

flux-linkages SS model, ܣଵଵ ൌ െܴ௦ሺ ଵܰଵ ൅ ߤ ଵܰହሻ, ܣଵଷ ൌ െܴ௦ሺ ଵܰଷ ൅ ߤ ଷܰହሻ , 

ଵହܣ  ൌ ܴ௦ሺെ ଵܰହ ൅ ߤ ଶ

ଷ ହܰହሻ , ܣହଵ ൌ െቀଷ
ଶ
൫ ௙ܴ ൅ ௦൯ܴߤ ଵܰହ ൅ ௦ܴߤ ଵܰଵቁ , 

ହଷܣ  ൌ െቀଷ
ଶ
൫ ௙ܴ ൅ ௦൯ܴߤ ଷܰହ ൅ ௦ܴߤ ଵܰଷቁ and ܣହହ ൌ ൫ ௙ܴ ൅ ௦൯ܴߤ ହܰହ െ ௦ܴߤ ଵܰହ, 

 ሾ࢛ሿ ൌ ൤
௦ఈݒ
 ,௦ఉ൨ݒ

ሾࣅ࢞ᇱሿ	ൌ	ሾࣅ′ሿ and  ሾࣅ࡮ᇱሿ ൌ ቂ1 0 0 0 0
0 1 0 0 0

ቃ
௧
 

The load torque-speed characteristic defines the mechanical equation that complements 

the SS representation.  This curve may vary widely from one application to the other, even 

though for simplicity, it is assumed that the load torque profile consists of the inertia of the 

motor (J), an external load torque (TL) and friction (݇௟௢௦௦). Thus, the mechanical equation 

is: 

݀߱௥
ݐ݀

ൌ
1

J
ሺ ௘ܶ െ ௅ܶ െ ݇௟௢௦௦߱௥ሻ (7.37)

 

7.3.5 Equivalent Circuits: Faulty IM 

The CV αβ-model for the faulty IM in (7.31) is written as (7.39) after approximating 

 ଵହ is one of the faulty terms out of five. Thisܯ ଵହ, in (7.34), as (7.38). Notice thatܯ

approximation accounts for the linear case of the leakage inductance factor in only the ܯଵହ 

component. 
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ଵହܯ ൌ െ
2
3
ߤ ൬

௟௦ܮߤ
1 െ ߤ2 ൅ ଶߤ2

൅ ௠൰ܮ ൎ െ
2
3
௦ (7.38)ܮߤ

This approximation is always valid, whereas the leakage inductance is very small 

compared with the magnetizing inductance. The approximation effect is less than 2% error 

from the exact model. 
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 (7.39)

where ࢙࢏૚ ൌ ࢙࢏ െ
ଶ

ଷ
௙, ܴ௦௙݅ߤ ൌ ߤ ቀ1 െ ଶ

ଷ
௟௦௙ܮ ,ቁܴ௦ߤ ൌ

ఓ

ଵିଶఓାଶఓమ
ቀ1 െ ଶ

ଷ
ቁߤ ௟௦௙ఈܮ ௟௦ andܮ ൌ

ଵିଷఓାଶఓమ

ଵିଶఓାଶఓమ
 ௟௦௙ are the equivalent stator resistance and leakage inductance of theܮ ௟௦. ܴ௦௙ andܮ

faulty winding determined by the fault severity factor, ܮ௟௦௙ఈ is a factor that accounts for the 

effect of the stator current in the faulty current, whereas the ௙ܴ is the path resistance that 

creates the short-circuit. 

From (7.39), the CV EC model for the defective IM is deduced in Figure 7.7. Following 

the procedure in [40], the operational EC is accomplished in (7.40) and shown in Figure 

7.8.  

 

Figure 7.7 (a) Complex-vector EC of an asymmetric IM (b) Faulty circuit. 
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Figure 7.8 (a) CV operational EC of an asymmetric IM (b) Faulty circuit. 

 
7.3.6 Steady State Analysis: Symmetric Components EC 

The steady state analysis is applied to (7.31) by following the procedure in [40]. In the 

sinusoidal steady state regime, the CV ࢗࢌ is expressed in terms of the positive (ܨത௤௉) and 

negative (ܨത௤ே) sequence component phasors as (7.41) and the faulty current in Euler form 

as in (7.42). 

ࢗࢌ ൌ ௤௉݁௝ܨ
ሺఠ೐௧ሻ ൅ ௤ேܨ

∗݁ି௝ሺఠ೐௧ሻ (7.41)

where ܨത௤௉ ൌ ௤௉݁ܨ
௝൫థಷು൯, ܨത௤ே

∗
ൌ ௤ே݁ܨ

ି௝൫థಷಿ൯, ߶ிು and ߶ிಿ are the positive and negative 

sequence-component phases of ܨത௤௉ and ܨത௤ே, respectively, the superscript asterisk means 

the vector conjugate. 

݅௙ ൌ ௙̅௉ܫ ൅ ௙̅ேܫ ൌ
1
2
൬ܫ௙݁

௝ቀఠ೐௧ାథ೔೑ቁ ൅ ௙݁ܫ
ି௝ቀఠ೐௧ାథ೔೑ቁ൰ (7.42)

where ܫ௙ and ߶௜೑ are the magnitude and phase of the faulty leakage current ݅ ௙, respectively. 
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Substituting (7.41) and (7.42) into (7.40), the steady state model is obtained as in (7.43). 

It can be demonstrated that the steady state of the voltage and current real components (ݒ௦ఈ 

and ݅௦ఈ) are written as തܸ௦ఈ ൌ തܸ௦௉ ൅ തܸ௦ே and  ܫ௦̅ఈ ൌ ௦̅௉ܫ ൅  .௦̅ேܫ
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 (7.43)

where s is the slip of the IM defined as ݏ ൌ ఠ೐ିఠೝ
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Figure 7.9 Sequence-components EC of an asymmetric IM (a) Positive sequence (b) 
Negative sequence (c) Faulty circuit. 
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From the model in (7.43), the faulty IM EC is obtained, as in Figure 7.9. The admittance 

matrix for the sequence components of the IM are found from (7.43) as: 

൤
௦̅௉ܫ
௦̅ேܫ

൨ ൌ ൤ ௉ܻ௉ ௉ܻே

ேܻ௉ ேܻே
൨ ൤
തܸ௦௉
തܸ௦ே

൨ (7.44)

where ௉ܻே ൌ
ଵ/ଷఓమ

ோ೑ାఓ൫ோೞ೑ା௝ఠ೐௅೗ೞ೑൯
, ௉ܻ௉ ൌ

ଵ

ோೞା௝ఠ೐௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
ೞ శೕഘ೐ಽೝ

൅ ௉ܻே, ேܻ௉ ൌ ௉ܻே and 

 ேܻே ൌ
ଵ

ோೞା௝ఠ೐௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
మషೞశೕഘ೐ಽೝ

൅ ௉ܻே. 

 Finite Element Model of Faulty IM  

The IM dealt with in this work has a stator winding, which is single layered, and each 

phase consists of two main coils ( ଵܷ െ ܷଶ and ܷହ െ ܷ଺ for the case of the phase “a”). Each 

of these coils is divided into 3 sub-coils, as displayed in Figure 7.10(a), where ݏଵ, ݏଵଶ …ݏଷ଴ 

are the slot numbers, as in Figure 7.10(b). Each sub-coil has 85 turns, therefore the total 

number of turns per-phase is ௦ܰ௔ ൌ 510. For the purpose of creating the ITSC, the motor 

was dismantled and 8 center taps were performed in phase “a” as depicted in Figure 

7.10(a).  The winding profile of the phase “a” with one of the fault cases is shown in Figure 

7.10(b). Four cases of the fault were performed with ߤ ൌ 42/510 (8.2%). The 4 cases 

were conducted in the following positions of the phase winding “a”:  ܲ ଵ:	ݏଵ െ ܲ , ଵଶݏ ଶ: ଶݏ െ

:ଵଵ, ଷܲݏ ଷݏ െ :ଵ଴ and ସܲݏ ଵଽݏ െ ݕ ଷ଴. ௬ܲ indicates the position, whereݏ ൌ ሼ1, 2, 3, 4ሽ. The 

fault resistance is imposed as ௙ܴ ൌ 0.67	Ω. The complete geometry of the IM is depicted 

in Figure 7.11(a) and (b) with the dimensions in mm. The stator consists of an iron core 

M19 USS with 36 slots numbered, as in Figure 7.10(b). The rotor bars are made of 

Aluminum 3.8e7 Siemens/m and there are 44 of them. The air-gap is 0.31 mm. 
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Figure 7.10 (a) Center taps in the phase “a” of the IM for the ITSC creation. (b) Phase 

“a” single layer stator winding diagram 
 

The FEA is performed by strong coupling simulation between FE and circuit analysis. 

The FE is used to model the phase “a” as the combination of 7 coils (6 healthy and 1 faulty 

windings) all connected in series to form the phase.  The faulty circuit part is connected as 

a step-down autotransformer configuration, where ௙ܴ is added, as in Figure 7.12. 

In Figure 7.13, Figure 7.14, Figure 7.15 and Figure 7.16, the response of the IM for the 

4 locations of the fault can be observed. Five IMs’ variables are investigated: mechanical 

speed (Figure 7.13(a)), electromagnetic torque (Figure 7.13 (b)), faulty current (Figure 
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7.14), the current in the winding (Figure 7.15), the 2D distribution of the magnetic field 

density’s magnitude and flux lines (Figure 7.16). Notice that the electrical variables 

respond similarly with respect to the location of the fault. However, a zoom view of each 

variable indicates that the fault location is subtly affecting each of them. In Figure 7.13(a), 

a zoom of the speed reveals that in the transient state, still there is a small different 

acceleration for the 4 cases. The 4 cases reach to the rated speed (187.87 rad/s = 1794 rpm). 

The electromagnetic torque in Figure 7.13(b) is the one that has more instantaneous 

difference, however, in average all of them are close to zero (in steady state). The reason 

for this discrepancy is due to the MMF shape difference in the 4 cases. Distinct locations 

of the fault will create different MMFs with different harmonic components, but same 

general behavior. From the zoom of Figure 7.13(b), a double-line frequency oscillation can 

be noticed. This torque variation comes from the fact that when the ITSC happens, the 

current in the fault winding (݅௦௔ଶ from Figure 7.6(a)) reverses its direction (opposite to ݅ ௦௔), 

producing a counter rotating magnetic field (negative sequence), deforming the shape of 

the original MMF and introducing a negative sequence component. Figure 7.14(b) and 

Figure 7.15(b) show the steady state currents in the fault and in the winding. Notice a small 

peak difference among all of them.  
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Figure 7.11 (a) IM internal geometry, slots, rotor bars and placement of the ITSC. (b) 2D 
IM external geometry for the FEA. The unit’s dimensions are millimeters (mm). 

 

 
Figure 7.12 Phase “a” circuit used in the FE co-simulation. 
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Figure 7.13 Four ITSC locations in the stator winding phase “a”. Position 1 ( ଵܲ) to 4 ( ସܲ): 

(a) speed (b) electromagnetic torque. 
 
 

 
 

Figure 7.14 Four ITSC locations. Position 1 ( ଵܲ) to 4 ( ସܲ): (a) faulty current (b) zoom 
 

From Figure 7.16, notice the 2D distribution for one case of study ( ଵܲ). The other 3 cases 

are quite similar, which match with the previous results. It can be concluded, from these 

results, that the fault location impact on the IM electrical parameters, of the mathematical 

modeling, can be neglected. Therefore, in the next section a comparative analysis between 
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the mathematical model (where the location of the ITSC is not in any specific position) and 

the experimental tests is presented. 

 

 
Figure 7.15 Four ITSC locations. Position ( ଵܲ) to ( ସܲ): (a) phase current and (b) zoom. 

. 

 

 

Figure 7.16 2D distribution of หܤሬԦห and flux lines for ITSC location ( ଵܲ) at t = 0.117sec. 
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  Simulation and Experimental Results for the IM model with ITSC 

The simulation and experimental tests are divided in two sections: results for the general 

case of ITSC in one-coil and for the three-phase IM. The simulations for the two cases are 

performed in the MatLab environment.  

7.5.1 ITSC in One-Coil 

In this section, two simulation results are presented and compared: mathematical and 

physics-based model (PBM). A correct PBM requires an accurate device’s geometry and 

material properties. In this sense, the magnetization (B-H) curve for the ferromagnetic core 

is required. Following the procedure presented in [148], the hysteresis loops for seven 

operative points are shown in Figure 7.17(a). Taking the maximum values of the magnetic 

flux density’s magnitude (ܤ௠௔௫) and the maximum magnitude of the of magnetic field 

intensity (ܪ௠௔௫) for each hysteresis loop, the magnetization curve can be represented as in 

Figure 7.17(b). The experimental setup for the Epstein frame was built with ଵܰ ൌ 76 and 

ଶܰ ൌ 14 turns, as shown in Figure 7.19(b).   

The PBM of the ITSC in one coil is based on FEA and performed in Infolytica Magnet 

software. The geometry and the dimensions of the transformer are presented in Figure 

7.18(b). The magnetizing curve of the core is set as Figure 7.17(b). The conductivity of the 

cooper and the iron are corrected based on the comparison between experimental 

measurements and FE for the OCT and SCT when ߤ ൌ 0.33. The core losses were fitted 

heuristically for the hysteresis and eddy phenomena with (7.45). 

௟ܲ௢௦௦ ൌ ݇௛݂ఈܤఉ ൅ ݇௘ሺܤ݂ݏሻଶ (7.45)
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where ௟ܲ௢௦௦ is the total power loss in the core by the additive effects of hysteresis and eddy 

currents, ݇௛ and ݇௘ are the coefficients that depend on the geometry of the core for 

hysteresis and eddy currents, respectively, and sometimes used as fitting coefficients also, 

 is the peak magnitude ܤ ,are the fitting coefficients, ݂ is the operative frequency ߚ and ߙ

of the magnetic field density and ݏ is the lamination ratio thickness. 

 

Figure 7.17 Experimental measures for the ferromagnetic core using Epstein frame (a) 
Hysteresis loops (b) Magnetization curve. 

 
The FE simulation is performed by strong coupling simulation between FE and circuit 

analysis. The FE is used to model the ITSC as the combination of two coils (the healthy 

and faulty windings).  The circuit part is where these two coils are connected as a step-

down autotransformer configuration and the supply voltage, and ௙ܴ are added, as in Figure 

7.18(a). 

The tests are conducted by the setup shown in Figure 7.19(a).  The device under test is 

a single-phase transformer connected as one-coil. During the fault, it behaves as a step-
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down autotransformer, as discussed before. The center taps of the transformer are used to 

create the ITSC cases of study, as shown in Figure 7.20 and Table 7-1. The transformer 

model T-100-3A is composed of three single-phase transformers with the connections and 

the side view of the transformer, as shown in Figure 7.19(a). The sensor board is based on 

LEM transducers and a dSpace 1104 is used for the data acquisition. A three-phase variac 

is used as an AC supply. 

  

Figure 7.18 FEA simulation (a) Circuit diagram (b) Geometry and dimensions 
  

Table 7-1 Test Cases for the ITSC in One-Coil 
ITSC ࡺ૛ ࣆ ITSC ࡺ૛ ࣆ ITSC ࡺ૛ ࣆ 

ଵܺ െ ܺ଻ 296 0.33 ܺଷ െ ܺ଺ 196 0.216 ܺଷ െ ܺସ 88 0.099 

ܺଶ െ ܺ଻ 266 0.296 ଵܺ െ ܺସ 148 0.167 ଵܺ െ ܺଷ 60 0.068 

ଵܺ െ ܺ଺ 256 0.288 ܺଶ െ ܺସ 118 0.133 ܺ଺ െ ܺ଻ 40 0.045 

ܺଷ െ ܺ଻ 236 0.266 ܺସ െ ܺ଺ 108 0.122 ܺଶ െ ܺଷ 30 0.034 

ܺଶ െ ܺ଺ 226 0.255       
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Figure 7.19 (a) Experimental setup for ITSC in one-coil (b) Epstein frame. 
 

H1H2 H3 H4 H5 X1 X2X3 X4 X5 X6 X7
 

Figure 7.20 ITSC cases of study in one coil, equivalent to the center taps from 
transformer. 

 
Figure 7.21 presents the faulty current (݅௙) as a function of the fault severity factor for 

the ITSC in one coil. Thirteen cases of ITSC are studied, as shown in Table 7-1. The 

simulation results are based on the circuit in Figure 7.5 and SS representation (7.3), the 

physics-based simulation is based on FEA and the experimental results are based on Figure 

7.19(a).  The input supply voltage is 12V to avoid exceeding the nominal current of the 

transformer and to be in the linear region of the ferromagnetic core. The supply voltage 
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was applied between ܪଵ െ ܺ଻ terminals. The fault resistance is ௙ܴ ൌ 0.67	Ω. The 

simulation requires the model parameters for the 13 fault cases. Initially, one case is 

selected and its parameters are calculated by means of open circuit (OCT) and short circuit 

tests (SCT). In Table 7-2, the parameters for the case of severity factor ߤ ൌ 0.33, where 

the ITSC is performed between	 ଵܺ െ ܺ଻ terminals, are presented. Thus, the healthy 

resistance and inductance are discovered, and using the equations in sub-section 7.2.1.1 the 

remaining parameters for the other 12 ITSC cases are determined. 

 

Figure 7.21 Faulty current versus severity factor in the ITSC for one-coil case. 

 
Table 7-2 Parameters for ߤ ൌ 0.33 ITSC at ଵܺ െ ܺ଻	for One Coil and Nameplate Rating 

of Transformer 
Par. Value Par. Value Rating Value 

 ௥ 120 VAܵ ܪ ௠ଶ 11.9375ܮ ܪ ଵ 47.7544ܮ

 ଵ 12.8 Ω ଵܸ௥ 120/240 Vܴ ܪ ଶ 11.9386ܮ

 H ܴଶ 3.2 Ω ଶܸ௥ 60/120 V 23.8751 ܯ

 ௥ 1 Aܫ ௛ 16 Ωܴ ܪ	௟ଵ 4.23 10ିଷܮ

 ௛ 5.28 10ିଷH ௧ܰ௢௧௔௟ 888ܮ ܪ	௟ଶ 1.05 10ିଷܮ

 ௠ 13.8 ݇Ωܴ ܪ ௠ 106.3716ܮ ܪ	௠ଵ 47.7502ܮ
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From Figure 7.21, it can be seen that the simulation and the experimental results are 

correlated. The shape of both curves have the same behavior, however, the FEA results 

shows some deviations with respect to the experimental ones. These deviations are the 

effect of the difficulty to obtain accurate information about the properties of the core 

material. Even when the magnetization curve was obtained, the core losses were fitted 

heuristically. Also additional excess core losses were not considered. 

 

Figure 7.22 Simulation of the ITSC case of  ߤ ൌ 0.33  in one-coil. (a) current in the 
healthy winding, in the faulty winding and the faulty current in the short-circuit. (b) 

Supply and faulty voltage. 

 

Figure 7.22 and Figure 7.23 present the simulation and experimental results of the ITSC 

case for a fault severity of ߤ ൌ 0.33 in one-coil case. In Figure 7.22(a) and Figure 7.23(a), 

the current in the healthy part of the winding (݅ଵ), the current in the faulty part of the 

winding (݅ଶ) and the faulty current in the short-circuit path can be observed. The current in 
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the faulty part of the winding (݅ଶ) was measured, as indicated in Figure 7.2 and Figure 7.5. 

Notice that this current is 180௢ phase-shift with respect to the current in the healthy 

winding (݅ଵ).  Figure 7.22(b) and Figure 7.23(b) show the supply voltage and the induced 

voltage (ݒଶ) in the faulty winding. 

 

Figure 7.23 Experimental measures of the ITSC case of  ߤ ൌ 0.33 in one-coil. (a) current 
in the healthy winding, in the faulty winding and the faulty current in the short-circuit. (b) 

Supply and faulty voltage. 
 

7.5.2 ITSC in Three-Phase IM: Case of Study 

The simulation and experimental test are performed for a 1	ܲܪ IM Weg. The nameplate 

ratings of the motor are shown in Table 7-3. The IM parameters were estimated using the 

IM transient response at no load condition with an optimization technique over the vector 

impedance of the IM following the procedure in [122]. The IM parameters are exposed in 

Table 7-3. 
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Table 7-3 Parameters and Nameplate Rating for the IM Weg. 
Param. Value Param. Value Rating Value Rating Value 

 0.8 ܨܲ ௦ 9.292 Ω ௥ܲ 746 Wܴ ܪ	௟௦ 32.1 10ିଷܮ

 ௥ 7.231 Ω ௥ܸ 460 V Poles  2ܴ ܪ	௟௥ 37.0 10ିଷܮ

௥ 1.47 A ݊௥ 1730 rpmܫ ଶ݉݃ܭ ௠ 0.053ܬ ௠ 0.895 Hܮ

The IM stator winding is single layered and each phase consists of two main coils ( ଵܷ െ

ܷଶ and ܷହ െ ܷ଺ for the case of the phase “a”). Each of these coils is divided into 3 sub-

coils, as displayed in Figure 7.10(a), where the variables ݏଵ, ݏଵଶ …ݏଷ଴ represent the slot 

numbers, as in Figure 7.10(b). Each sub-coil has 85 turns, therefore the total number of 

turns per-phase is ௔ܰ௦ ൌ 510. For the purpose of creating the ITSC, the motor was 

dismantled and 8 center taps were performed in the IM phase “a,” as depicted in Figure 

7.10(a).  Sixteen cases of ITSC were studied and tested.  They are shown in Table 7-4. 

For the experimental test, a platform exhibited in Figure 7.24 is used. The IM shaft is 

mechanically coupled to a dc permanent magnet (PM) machine of 250W and 42	V dc. The 

dc PM machine is acting as a generator with variable load connected to the armature to 

emulate the mechanical loading conditions. The sensor board is based on LEM voltage and 

current transducers and a dSpace 1104 is used for the data acquisition. A three-phase variac 

is used as ac supply. The motor angular speed is measured by an encoder of 1000 ppr 

coupled to the PM machine. The simulation and experimental results are divided into two 

parts: transient and permanent regime. 
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Figure 7.24 Experimental setup for acquisition with a dSpace 1104. 

 
Table 7-4 ITSC Test Cases for the Faulty IM 

ITSC ࢙ࢇࡺ૛ ࣆ(%) ITSC ࢙ࢇࡺ૛ ࣆ(%) ITSC ࢙ࢇࡺ૛ ࣆ(%) 

ܽଵ െ ܽଶ 14 2.8 ܷହ െ ܽସ 85 16.1 ܽଶ െ ଼ܽ 174 34.3 

ܷହ െ ܽଶ 19 3.7 ܽଶ െ ܽ଺ 96 18.3 ܷହ െ ܽ଻ 187 36.7 

ܽଵ െ ܽଷ 27 5.4 ܽଵ െ ܽ଺ 108 21.1 ܷହ െ ଼ܽ 194 38.2 

ܷହ െ ܽଷ 32 6.4 ܷହ െ ܽ଺ 113 22.2 ܷହ െ ଵܷ 255 50 

ܽଷ െ ܽହ 50 9.8 ܽଷ െ ܽ଻ 152 29.9    

ܽଶ െ ܽସ 64 12.3 ܽଶ െ ܽ଻ 167 32.8    

 

7.5.2.1 Transient Regime of Faulty IM  

A comparative analysis for the transient performance of the faulty IM between 

simulation and experimental results is presented. The study includes the IM starting at no 

load and loaded condition (1 Nm), from stand still until reaching the maximum speed with 

120	 ௥ܸ௠௦ (balanced three-phase voltage line-to-neutral) and rated frequency. The 

investigation is performed at a voltage supply lower than half of the nominal voltage to 
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avoid IM overheating and being damaged. The entire time of the test is 1.5 sec, however, 

for purposes of better plotting, 0.7 sec is shown in some curves. The simulation integration 

step time is 0.1 msec and the experimental acquisition frequency is 5 kHz.  

7.5.2.1.1 No Load Condition: 

A fault severity factor of 3.78	% and fault resistance of 1	Ω are implanted. The electrical 

variables for this comparison are: stator current space-vector (Figure 7.25 and Figure 7.26), 

faulty leakage current (Figure 7.27), locus of the stator flux-linkage space-vector (Figure 

7.28), the rotor angular speed (Figure 7.29) and electromagnetic torque (Figure 7.30). 

 

Figure 7.25 Real component of stator current for faulty IM (a) ݅௦ఈ (b) Zoomed ݅௦ఈ. 
 

From Figure 7.25(a) to Figure 7.30(a), the simulation and experimental results are fully 

correlated during the transient and the steady state time.  From the zoomed analysis of the 

steady state in Figure 7.25(b) to Figure 7.27(b) and Figure 7.29(c), high correlation and 

matching can be observed. Figure 7.27(a) shows the transient analysis for the faulty leakage 

current, which presents a slight difference with the experimental results at the starting, 

although, the steady state demonstrates good agreement. From Figure 7.28, the locus of	࢙ࣅ 

shows high correlation. 
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Figure 7.26 Imaginary component stator current faulty IM (a) ݅௦ఉ (b) Zoomed ݅௦ఉ. 
 

 
Figure 7.27 Faulty leakage current (a) ݅௙  and (b) Zoomed ݅௙. 

 
Figure 7.28 Locus of the space-vector flux-linkages (࢙ࣅ). 
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Figure 7.29 Rotor angular speed faulty IM (a) ߱௥ (b) Zoomed ߱௥. 

 

In Figure 7.30(b) and (c), the zoom of the electromagnetic torque displays some 

discrepancy that is typically acceptable for the following reasons:  

1. First, the torque ripple is being estimated and not measured in the experimental test.  

2. Second, this variable depends on the shape, geometry and position of the rotor bars 

in the IM, which are not considered in the proposed model.  

3. Third, the input voltage source in the experimental test presents small unbalanced 

behavior (ݒ௦௔ ൌ ௦௕ݒ ,168.2ܸ ൌ 173.4ܸ and ݒ௦௖ ൌ 167.3ܸ).  

4. On the other hand, the simulations are performed with a balanced three-phase 

power source, which makes the comparison of the electromagnetic torque unfair.  

5. Finally, typically, a real IM has small asymmetries inherent to its construction. 

Some of the asymmetries are static eccentricity, different values of stator 

resistances per-phase, deformation and defects in the stator windings, etc [149].  

In Figure 7.30(c), the double line frequency predicted in the theoretical analysis (7.30) 

and (7.32) appears in both simulation and experimental results. 
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Figure 7.30 Electromagnetic torque in the faulty IM (a) ௘ܶ (b) First zoom of ௘ܶ  and (c) 
Second zoom of ௘ܶ. 

 

7.5.2.1.2  Loading Condition: 

Transient test comparison analysis for the faulty IM between simulation and 

experimental results at the loaded condition are shown in Figure 7.31, Figure 7.32 and 

Figure 7.33. A fault severity factor of 3.78	%, a fault resistance of 2.5	Ω and a mechanical 

load of 1 Nm are implanted. The electrical variables for this comparison are: stator current 

space-vector (Figure 7.31), faulty leakage current (Figure 7.32(a) and (b)), locus of the 

stator flux-linkage space-vector (Figure 7.32(c)), the rotor angular speed (Figure 7.33(a)) 

and electromagnetic torque (Figure 7.33(b)). From these figures, it can be noted that the 

model behaves accurately at the loading condition. However, there is a small mismatch at 

the transient of the speed and electromagnetic torque. The steady state response is 

correlated for both variables. 
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Figure 7.31 (a) Real component of the stator current for faulty IM (b) Imaginary 
component of the stator current faulty IM 

 

 

Figure 7.32 Transient results faulty leakage current (a) ݅௙ and (b) Zoomed ݅௙ (c) Locus of 
the space-vector flux-linkages (࢙ࣅ). 



 

202 

 

 

 

Figure 7.33 (a) Rotor angular speed faulty IM (߱௥) (b) Electromagnetic torque faulty IM. 

 
7.5.2.2 Permanent Regime of Faulty IM  

In this section, the variation of the faulty leakage current (݅௙ ൌ ݅௙௔௨௟௧), stator current 

space-vector and electromagnetic torque ripple as a function of: the severity factor (ߤ), 

faulty resistance ( ௙ܴ), and the torque load ( ௅ܶ) are investigated. 

7.5.2.2.1 Variation with Fault Severity Factor: 

The fault severity factor range is shown in Table 7-4 from 0.0282 to 0.5. The faulty 

resistance is set as 10	Ω for safety purposes, thus achieving ߤ ൌ 50% and avoiding 

permanent IM damage. In the simulation results, an empirical value of resistance is 

introduced in the faulty circuit model. This resistance (ܴ௖௢௡) models the extra wire 

introduced to perform the center taps and their soldering connection (junction). Research 

[8] has also included this practical resistance in its modelling. For our simulation, ܴ௖௢௡ ൌ

3	Ω. From Figure 7.34, it can be perceived that the model has a high correlation with the 

experimental results until ߤ ൌ 32.8%, which means good accuracy for the first 12 cases of 
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ITSC. The proposed model has some limitations for high ߤ from 32.8 to 50%.  Also, the 

correlation of the real and imaginary components of ࢙࢏  is good for the entire ߤ range. Table 

7-5 presents the mean absolute error (MAE) and root mean square error (RMSE) between 

the experimental and simulated variables (ܫ௦ఈ, ܫ௦ఉ, ܫ௙௔௨௟௧ and Δ ௘ܶ) as a function of ߤ. These 

calculations are based on (7.46). 

 

Figure 7.34 Simulation and experimental results for magnitude stator current space vector 
components (ܫ௦ఈ, ܫ௦ఉ) and ܫ௙௔௨௟௧ as a function of ߤ. Using constant ܴ௖௢௡ ൌ 3	Ω. 

 

௞ݖ ൌ
௘௫௣ሺ௞ሻݖ െ ௦௜௠ሺ௞ሻݖ

ሺ௞ሻ	௘௫௣ݖ

ܧܣܯ ൌ
1
ܰ
෍|ݖ௞|
ே

௞ୀଵ

ܧܵܯܴ ൌ ඩ
1
ܰ
෍ݖ௞

ଶ

ே

௞ୀଵ

	 (7.46)

 
From Table 7-5, it can be realized that the MAE and RMSE decrease considerably for 

 ௦ఉ in the first 12 fault severity factor cases compared toܫ ௦ఈ andܫ ௙௔௨௟௧ and decrement forܫ

the complete set of 16 cases. 
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7.5.2.2.2 Variation with Faulty Resistance: 

The variation of the faulty resistance is, 13 cases, from 0 to 10	Ω. Figure 7.35 delineates 

the same variables, as before, as a function of ௙ܴ. The study is conducted for ߤ ൌ 3.78	% 

at no load condition and ܴ௖௢௡ ൌ 3	Ω. Table 7-5 exposes MAE and RMSE for the same 

variables as a function of ௙ܴ. Notice that the model has a very good accuracy for ܫ௙௔௨௟௧, 

when ௙ܴ is in the range from 2 to 10 Ω. On the other hand, it displays some limitations 

once ௙ܴ is below 2 Ω. Also, the same behavior can be observed, where the components of 

 do not present a considerable error change between all the 13 cases and the last 9 fault ࢙࢏

resistances. 

 
Figure 7.35 Simulation and experimental results for the magnitude stator current space 
vector components (ܫ௦ఈ, ܫ௦ఉ)  and ܫ௙௔௨௟௧ as a function of ௙ܴ. Using constant ܴ௖௢௡ ൌ 3	Ω 

 
The proposed model behaves accurately in a certain range of the faulty conditions, 

however, it presents some limitations once they are too severe. These limitations are 

observed in the faulty leakage current, as shown in Figure 7.34, Figure 7.35 and Table 7-5. 

Different behavior is realized in ࢙࢏, which keeps a good correlation for the complete set of 
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experiments. Thus, a second empirical resistance value is added in series with the fault ( ௙ܴ) 

and connection (ܴ௖௢௡) resistances to account for this mismatch, which has a non-linear 

behavior (ܴ௡௢௡_௟௜௡௘௔௥). Therefore, the final added resistance ܴ௘௠௣ (Figure 7.37(b)) is as 

(7.47). 

Table 7-5 MAE and RMSE for ܫ௦ఈ, ܫ௦ఉ, ܫ௙௔௨௟௧ and Δ ௘ܶ Sim. vs Exp. as a function of the 
fault severity factor and ௙ܴ. 

 

Fault Severity Factor Fault Resistance 

16 ITSC cases First 12 cases 13 cases of ௙ܴ Last 9 cases 

ܧܣܯ ܧܵܯܴ ܧܣܯ ܧܵܯܴ ܧܣܯ ܧܵܯܴ ܧܣܯ ܧܵܯܴ
 ௙௔௨௟௧ 5.79 7.81 3.56 4.19 15.3 20.95 7.15 8.17ܫ

 ௦ఈ 5.30 7.02 4.57 5.58 6.41 8.31 5.38 6.39ܫ
 ௦ఉ 7.65 9.51 6.34 7.87 3.05 3.64 3.47 4.03ܫ

Δ ௘ܶ 79.4 80.9 84.7 85.61 96.8 96.8 96.5 96.5 
 

 

ܴ௘௠௣ ൌ ܴ௖௢௡ ൅ ܴ௡௢௡_௟௜௡௘௔௥ (7.47)

The purpose of ܴ௘௠௣ is to demonstrate that the asymmetric model can reproduce the real 

behavior of the real damaged IM for different cases of ߤ, ௙ܴ and ௅ܶ. The next subsections 

demonstrate this. This will allow the model to be used in different techniques of condition 

monitoring, such as: parameter estimation and observers-based MRA. 

7.5.2.2.3 Variation with Fault Severity Factor, variable ࢖࢓ࢋࡾ: 

Figure 7.36 shows ܫ ,࢙࢏௙௔௨௟௧ and Δ ௘ܶ as a function of ߤ. A good agreement between the 

simulation and experimental results (Table 7-6) can be noted. Observe that ܫ௙௔௨௟௧ increases 

with ߤ, as well as the real component of ࢙࢏. The faulty current depicts a small non-linear 

shape due to the leakage inductance dependency, as shown in (7.43). The imaginary 

component of ࢙࢏ does not vary with respect to ߤ. Figure 7.37(a) displays Δ ௘ܶ and ܴ௘௠௣ as 
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a function of ߤ. Notice that the torque ripple increases almost linearly with respect to ߤ for 

both experimental and simulation results. A large error between them can be viewed (Table 

7-6). The reasons for this error were previously discussed in the transient analysis and are 

summarized as:  

a) ௘ܶ is estimated.  

b) ௘ܶ depends on the shape, geometry and position of the rotor bars in the IM, which 

are not contemplated in the proposed model.  

c) Experimental input voltage source presents small unbalances. 

d) A real IM has small asymmetries inherent to its construction.  

Observe that ܴ ௘௠௣ is 3Ω for 8 cases of ITSC, for reasonable ߤ from 0.0282 to 0.1835. 

 

Figure 7.36 Real and imaginary component stator current space vector (ܫ௦ఈ, ܫ௦ఉ)   and 
 .Simulation and experimental results .ߤ ௙௔௨௟௧ as a function ofܫ
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Figure 7.37 (a) Torque ripple vs ߤ. Simulation and experimental results. Empirical 

impedance vs ߤ (b) Leakage faulty EC model considering the practical and empirical 
resistance ܴ௘௠௣. 

 
7.5.2.2.4 Variation with Fault Resistance, variable ࢖࢓ࢋࡾ: 

From Figure 7.38, a perfect agreement between simulation and experimental results can 

be seen (Table 7-6) among ܫ , ࢙࢏௙௔௨௟௧ and Δ ௘ܶ as a function of ௙ܴ. ܫ௙௔௨௟௧ decreases 

exponentially with ௙ܴ, as it can be seen from (7.43). Re-writing (7.43) as (7.48) the 

hyperbolic dependency is clearly observed. 

௙ܫ ൌ
݇ଵ

൫ ௙ܴ ൅ ݇ଶ൯
(7.48)

where ݇ଵ and ݇ଶ are the remaining terms of ܫ௙ that do not depend on ௙ܴ. The real and 

imaginary components of ࢙࢏ do not vary with respect to ௙ܴ. For avoiding the plot 
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overlapping of ܫ௦ఈ and ܫ௦ఉ, the imaginary component is shown as ܫ௦ఉ ൅ 3. Notice in Figure 

7.39 that Δ ௘ܶ is almost constant for both experimental and simulation results. Still, there is 

a large error between them (Table 7-6). Observe that for 9 cases of ௙ܴ, ܴ௘௠௣ is 3Ω. 

7.5.2.2.5 Variation with Load Torque:  

This study is conducted for ߤ ൌ 3.78	% with a ௅ܶ distribution from 0.3 to 0.9 Nm, ௙ܴ ൌ

1	Ω. Figure 7.40 and Figure 7.41 depict the variation of the same variables of previous 

cases as a function of ௅ܶ.  

 

Figure 7.38 Real and imaginary component stator current space vector and ܫ௙௔௨௟௧ as a 
function of the ௙ܴ. Simulation and experimental results. 

 

 

Figure 7.39 Electromagnetic torque ripple vs faulty resistance ௙ܴ. Simulation and 
experimental results. Empirical impedance vs faulty resistance. 
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Table 7-6 MAE and RMSE for ܫ௦ఈ, ܫ௦ఉ, ܫ௙௔௨௟௧ and Δ ௘ܶ Sim. vs Exp. 

 
Severity Factor Fault Resistance Load 

 ܧܵܯܴ ܧܣܯ ܧܵܯܴ ܧܣܯ ܧܵܯܴ ܧܣܯ

 ௙௔௨௟௧ 3.2 4.3 2.9 3.7 2.1 2.2ܫ

 ௦ఈ 8.9 10.4 6.2 7.4 16.5 16.9ܫ

 ௦ఉ 5.1 6.7 3.3 3.7 9.0 9.5ܫ

Δ ௘ܶ 81.8 82.7 95.2 95.2 73.0 73.7 

 

Figure 7.40 describes that ܫ௙௔௨௟௧ is almost constant and ܴ௘௠௣ is constant as a function of 

the ௅ܶ, which means that the loading condition is not a factor affecting ܫ௙௔௨௟௧. This is also 

noted in the faulty EC in Figure 7.9 and Figure 7.37(b), where the dependency on ܫ௙௔௨௟௧ 

with the slip is introduced by the factor  ݆߱௦ܮ௟௦௙ఈߤሺܫ௦̅௉ ൅  .௦̅ேሻ in (7.43), which is smallܫ

Investigations in [34], [36] have obtained the same results. Notice that the simulation and 

experimental results are correlated (Table 7-6). For avoiding the plot overlapping, ܫ௦ఉ is 

shown as ܫ௦ఉ ൅ 0.5. 

 

Figure 7.40 Real and imaginary component Stator current space vector and ܫ௙௔௨௟௧ as a 
function of ௅ܶ. Simulation and experimental results. 
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7.5.2.3 Comparative Analysis between Proposed Model and Linear Model of the 

Leakage Inductance. 

The model presented in [34] has been programmed and simulated in the same way and 

under the same conditions of the proposed model. A full comparison of all the cases for 

the permanent regime analysis is performed. This comparative analysis studies the 

difference among the experimental and the two simulations (proposed and linear leakage 

inductance [34]) for the real and imaginary components of ࢙࢏ and ܫ௙௔௨௟௧ as a function of ߤ 

and ௙ܴ. Figure 7.42 and Figure 7.43 show the comparison of both models using ܴ௘௠௣ set 

in 3 Ω for fairness.  Figure 7.42 demonstrates ܫ௙௔௨௟௧ varying as a function of ߤ and Figure 

7.43 delineates ܫ௙௔௨௟௧ varying as a function of ௙ܴ for ߤ ൌ 3.78%. 

 

Figure 7.41 Fig. 1. Electromagnetic torque ripple vs torque load. Simulation and 
experimental results. Empirical impedance vs torque load. 

 
     Table 7-7 reveals the numerical values for the MAE and RMSE for the two comparative 

studies. From this table and Figure 7.42, it is perceived that the proposed model is more 

accurate than the linear model presented in [34] for the variation of ߤ. The proposed model 
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has better correlation in ܫ௙௔௨௟௧, mainly where it is noticed that for large ߤ the linear model 

of the leakage inductance [34] diverges more than the proposed model (these cases are 

where the leakage inductance become significant). Also, the real and imaginary 

components of ࢙࢏ exhibit a slightly better MAE and RMSE for the proposed model 

compared to the linear one. However, the torque ripple exposes a quite similar mismatch. 

For the studied cases of fault resistance variation, it is perceived from Figure 7.43 and 

Table 7-7 that both models performed similarly due to the small percentage of fault (ߤ ൌ

3.78%), where the leakage inductance can be neglected. 

 

Figure 7.42 Experimental and two simulation results (proposed and linear leakage 
inductance) comparison using ܴ௘௠௣ ൌ 3Ω. ܫ௙௔௨௟௧ as a function of ߤ. 

 
7.5.2.4 Electromagnetic Torque Discrepancy Study 

For purposes of studying the Δ ௘ܶ discrepancy and corroborating the reasons of its 

mismatch, a finite elements analysis (FEA) study was performed for the faulty IM with the 

worst case of (50%) ߤ. The Δ ௘ܶ was computed and compared with the experimental and 

simulation results in Figure 7.44. As it can be noted, the FEA torque ripple is 1.82 Nm, 

which is more than 2 times the one from the proposed model (0.83 Nm). Notwithstanding, 
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it is still less than the experimental one (2.22 Nm), as no construction asymmetries were 

included. The imbalance of the voltage source was contemplated. 

 

Figure 7.43 Experimental and two simulation results (proposed and linear leakage 
inductance) comparison using ܴ௘௠௣ ൌ 3Ω. ܫ௙௔௨௟௧ as a function of ௙ܴ. 

 
Table 7-7 MAE and RMSE for ܫ௦ఈ, ܫ௦ఉ, ܫ௙௔௨௟௧ and Δ ௘ܶ Sim. vs Exp. Comparison with 

[12]. 

 

Fault Severity Factor Fault Resistance 

Proposed  [34] Model Proposed [34]Model 

  ܧܵܯܴ  ܧܣܯ ܧܵܯܴ ܧܣܯ  ܧܵܯܴ  ܧܣܯ ܧܵܯܴ ܧܣܯ

 ௙௔௨௟௧ 5.79 7.81  8.16 11.43 15.3 20.95 15.2 20.78ܫ

 ௦ఈ 5.30 7.01  5.70   7.31  6.41    8.31  6.41    8.31ܫ

 ௦ఉ 7.65 9.51  7.95    9.81  3.05    3.64  3.05    3.64ܫ

Δ ௘ܶ 79.4 80.9  77.3  78.78  96.8  96.38  96.8  96.39 
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Figure 7.44 Torque ripple comparison among experimental, simulation and FEA. 

 
 Conclusions 

 Inter-turn short-circuits in the stator winding of a three-phase IM was fully theoretically 

analyzed, studied, modelled, simulated, experimentally tested and compared. This work 

proposes an alternative faulty leakage inductance approach with additional physical 

meaning compared with the ones presented in the literature. This leakage inductance model 

has more accurate behavior with respect to the linear one, keeping simplicity of the 

modelling. The faulty model is completely deduced and verified by comparing simulation 

with experimental tests under different load conditions, regimes and variation of the fault 

severity factor and faulty resistance. These two variables define the magnitude of the faulty 

leakage current and thus the damaging of the IM. From the results, it can be concluded that 

the faulty model is accurate and behaves similarly to the real asymmetric IM. Also, the 

chapter collects a series of EC that are useful for future FDI techniques, however, they are 

more utilizable for improving some MRA techniques, such as: off-line impedance 

signature, parameter estimation and observer-based techniques. 
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 Introduction  

Stator inter-turn short-circuit (ITSC) faults in three-phase induction machines (IM) 

represent about 40 percent of machine failures in industrial applications [8]. This situation 

tends to worsen when motors are fed from a voltage source inverter (VSI), as there are 

higher stresses imposed in the inter-turn isolation. This augmented stress is caused by the 

steep voltage waveform produced by the fast switching solid-state devices. In general, 

inverter-fed controllers can be roughly classified as scalar and vector controllers. Field 

oriented control (FOC) and direct torque control (DTC) are the most common vector-

control drives for IM. The ITSC fault detection (FD) is a very well-researched topic for 

grid-connected or direct on-line (DOL) IM, however, little research can be found in 

literature dealing with the asymmetric IM under vector controllers. References [29], [150]–

[155] studied the faulty IM driven by FOC, whereas [153], [156], [157] investigate the 

failure under DTC. Literature [29], [150], [151] employ a feature extraction approach 

(FExA). In [150], a statistical analysis calculating the mean average of the VSI outputs is 

exploited, while in [29], [151] the spectrum stator current analysis is applied as a FD 

technique. Additionally, [29], [153] propose internal signals of the Direct FOC for FD 

purposes. Neural networks (NN) are used in [151], [154]. In [151], a negative sequence 

faulty voltage signal is proposed as the output of the NN for the FD, while in [154], a fault 

progression indicator of a stator phase evaluates the ITSC asymmetry. An impedance 

identification approach is presented in [155] to locate and detect the fault. In both 
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references [156] and [157], two techniques are exhibited, one is FExA-based, taking 

advantage of stator current spectrum and the second one (preferred by the authors of [156]) 

is based on a model reference approach (MRA), where a fault severity signature is derived 

from the mathematical model of the damaged IM. The characteristic analysis of the 

components on the internal control signals is studied in [153] for a DTC driver. 

In this chapter, a detailed analysis of DTC in an IM under ITSC is investigated. For this 

purpose, a mathematical analysis of the non-linear predictive theory of the faulty IM for a 

DTC [117], [158] is presented. Several models for IM under stator fault have been 

proposed in [34], [159]. For simplicity, the model in [34] is implemented and from it two 

state-space (SS) models are developed. Simulation and experimental results of the impaired 

IM driven by DTC are displayed to corroborate the aforementioned analysis.  

 Analysis of the Complete Drive System 

8.2.1 Direct Torque Control Structure 

The DTC objective is to directly control electromagnetic torque ( ௘ܶ) and the stator flux-

linkage amplitude (|࢙ࣅ|). The DTC algorithm in our work is performed at fixed switching 

frequency ( ௦݂) [112] and it has a PWM, which is not required. The DTC comprises the 

following stages (Figure 8.1): 

Acquisition: two current and one voltage sensors measure the motor currents space-vector 

) and the dc-link level (࢙࢏) ஽ܸ஼), respectively. 

Transformation: the signals in primitive coordinates are transformed into (ߚߙ) complex 

vectors in the stationary frame. 

Voltage motor reconstruction: with ஽ܸ஼ and the switching control sequence at ݐ௞ିଵ, the 

VSI output (࢜ෝ࢙) can be deduced.  
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Estimation: The stator flux-linkage (ࣅ෠࢙) is estimated using ࢜ෝ࢙࢏ ,࢙ and the stator resistance 

(ܴ௦). The electromagnetic torque ( ෠ܶ௘) is estimated with ࣅ෠࢙ and ࢙࢏. The formulas for the 

basic observers are in subsection 8.3.1.1. 

 

Figure 8.1 Typical structure of a DTC with speed control of an induction motor with 
ITSC on phase “a”. 

 
Table 8-1  Decision Look-up Table of DTC for IM 

߬, ߰ ↓↓ 0 ↑↓ 0 ↓↑ 0 ↑↑ 0 

ଵܵ ࢙࢜૝ ૛࢙࢜ 0 ૞࢙࢜ 0 ૜࢙࢜ 0 0 

ܵଶ ࢙࢜૞ ૟࢙࢜ 0 ૚࢙࢜ 0 ૛࢙࢜ 0 0 

ܵଷ ࢙࢜૚ ૝࢙࢜ 0 ૜࢙࢜ 0 ૟࢙࢜ 0 0 

ܵସ ࢙࢜૜ ૞࢙࢜ 0 ૛࢙࢜ 0 ૝࢙࢜ 0 0 

ܵହ ࢙࢜૛ ૚࢙࢜ 0 ૟࢙࢜ 0 ૞࢙࢜ 0 0 

ܵ଺ ࢙࢜૟ ૜࢙࢜ 0 ૝࢙࢜ 0 ૚࢙࢜ 0 0 

 
Hysteresis Control: two and three-level hysteresis controllers for stator flux amplitude and 

torque, respectively. The role of these controllers is to maintain the levels of the two 
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variables within a narrow hysteresis bands (ܤܪఒ and ்ܤܪ) around the references ( ௥ܶ௘௙ and 

δ	 ௥௘௙). The input of these controllers are errorsߣ ௘ܶ ൌ ௥ܶ௘௙ െ ௘ܶ and 		δ|ࣅs| ൌ ௥௘௙ߣ െ  .|sࣅ|

The output of the two hysteresis are ߬ and ߰ signals (see table in Figure 8.1). 
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Figure 8.2 Estimated and actual Stator Flux ࣅs at instant ݐ௞ 

 
Region Detection: the location of the stator flux-linkage space vector in the complex plane 

will indicate one of the 6 regions (see Table 8-1 and top of Figure 8.2) in which the flux-

linkage complex plane is divided (ܴ௫ where ݔ ൌ ሼ1 െ 6ሽ). 

VSI switch state selection: with (߬, ߰) in conjunction with (ܴ௫) the output signals to the 

gates of the VSI can be generated from the DTC look-up table (LUT), as in Table 8-1. 

 Influence of IM Stator Fault in the DTC 

The effects of the IM stator ITSC on the DTC are a set of unbalances in its variables 

(current, fluxes, torque and speed) that can be categorized as: non-observable and invisible.  
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8.3.1 Non-observable Impacts to DTC  

These impacts are invisible effects of the abnormal IM over the DTC. These physical 

phenomena remain hidden from the DTC as the information to compute them is not 

available, such as the faulty circulating current, the severity of the fault and/or fault 

resistant. They create a series of consequences analyzed below. 

8.3.1.1 Problem of the Estimation Stage 

When there is no fault (ߤ ൌ 0) the estimated stator flux-linkage (ࣅ෠࢙) and electromagnetic 

torque ( ෠ܶ௘) are the true values: 

࢙෠ࣅ ൌ නሺ࢙࢜ െ ܴ௦࢙࢏ሻ݀ݐ

෠ܶ௘ ൌ
3
2
ܲ
2
௠ܮ
௦ܮ

൫݅௦ఉߣመ௦ఈ െ ݅௦ఈߣመ௦ఉ൯
 

(8.1) 

 

8.3.1.1.1 Stator Flux Amplitude Estimation Problem 

At the ITSC onset, if the degree of fault is small and the short circuit is not bold ( ௙ܴ ൐

0), the DTC continues its apparent normal operation. In this situation, the estimated flux 

and electromagnetic torque can only be evaluated with (8.1) as no information is provided 

about the faulty quantities. Typically, in DTC, the initial estimation for the stator flux is as 

in (8.1), however, the actual stator flux is as in (8.2).    

௦ఈߣ ൌ න൬ݒ௦ఈഊ െ ܴ௦݅௦ఈ െ
2
3
௦݅௙൰ܴߤ ݐ݀

௦ఉߣ ൌ න൫ݒ௦ఉഊ െ ܴ௦݅௦ఉ൯݀ݐ
 

(8.2) 
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As a product of the actual flux, a stator flux amplitude estimation error is obtained 

|࢙ࣅ|݁) ൌ หࣅ෠࢙ห െ  we can re-write an approximated ,ݔ√ s|).  Using the Taylor series ofࣅ|

version of ݁|࢙ࣅ| (see Appendix 1) as in (8.3). 

|࢙ࣅ|݁ ൎ
మ|࢙ࣅ|݁

4
 

(8.3) 

 

where ݁|࢙ࣅ|మ is define as ݁|࢙ࣅ|మ ൌ หࣅ෠࢙ห
ଶ
െ  .s|ଶࣅ|

మ|࢙ࣅ|݁ ൌ ቀߣመ௦ఈ
ଶ
൅ መ௦ఉߣ

ଶ
ቁ െ ൫ߣ௦ఈ

ଶ ൅ ௦ఉߣ
ଶ൯ 

(8.4) 

where ߣ௦ఈ ൌ ௦݅ఈ௦ܮ ൅ ௠݅ఈ௥ܮ െ መ௦ఈߣ ,௦݅௙ comes from (6.8)ܮߤ2/3 ൌ ௦݅ఈ௦ܮ ൅  ௠݅ఈ௥ andܮ

መ௦ఉߣ ൌ  :௦ఉ. Thusߣ

|࢙ࣅ|݁ ൌ ൬ߣመ௦ఈ െ
௦݅௙ܮߤ2
3

൰
௦݅௙ܮߤ
3

 
(8.5) 

Thus, the estimated flux-linkage magnitude error depends on the circulating fault 

current squared, the degree of the fault squared and the real flux-linkage. 

8.3.1.1.2 Torque Estimation Problem 

From the DTC point of view, after the stator flux estimation is performed, the torque is 

observed as in (8.1).  Comparing it with the actual electromagnetic torque: 

݁
೐்
ൌ ෠ܶ௘ െ ௘ܶ ൌ ෠ܶ௘ െ ௘ܶ௠ െ ௘ܶ௙ (8.6) 

Introducing the actual stator real flux component and ௘ܶ௙ in (8.6), the estimated torque 

error is as (8.7). 

݁
೐்
ൌ
3
2
ܲ
2
௠ܮ
௦ܮ

݅௦ఉ ఒ݁ೞഀ െ ߤ
ܲ
2
 ௠݅௙݅௥ఉܮ

(8.7) 
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where the stator real flux component estimation error is ఒ݁ೞഀ ൌ መ௦ఈߣ െ ௦ఈߣ ൌ  .௦݅௙ܮߤ2/3

Thus: 

݁
೐்
ൌ ߤ

ܲ
2
௠݅௙൫݅௦ఉܮ ൅ ݅௥ఉ൯ 

(8.8) 

The two new error indexes ݁|࢙ࣅ| and ݁
೐்
 and faulty term of the torque ( ௘ܶ௙), result from 

the multiplication of two sinusoidal signals at the same electric frequency (߱௘) with 

different phase shift (߶௫), where ݔ depends on the variable selected. Let assume only the 

fundamental component of the motor supplies currents. Thus, they are as shown in Table 

8-2. 

Therefore, ௘ܶ௙,	݁|࢙ࣅ| and ݁
೐்
will have a similar shape as: 

݅௙݅௚௫ ൌ ܭ sinሺ߱௘ݐ ൅ ߶௙ሻ sinሺ߱௘ݐ ൅ ߶௚௫ሻ
݅௙݅௚௫ ൌ ଵܭ ൅ ଶܭ cosሺ2߱௘ݐ ൅ ߶ଵሻ

 
(8.9) 

From (8.9) it can be noticed two errors: static error which is constant and introduces an 

offset and a dynamic error at twice the electric frequency of the supply voltages (2߱௘). 

Thus, torque and flux-linkage errors will be as in Error! Reference source not found.. 

Table 8-2  Signal Waveforms and Description 
Index Signal name and variables Sinusoidal form 

 Generic Signal: ݅௚௫ ݅௚௫ ൌ ௚௫ܫ sinሺ߱௘ݐ ൅ ߶௚௫ሻ 

݁
೐்
 Circulating Faulty Current: ݅௙ ݅௙ ൌ ௙ܫ sinሺ߱௘ݐ ൅ ߶௙ሻ 

݁
೐்
 

Summation of the Imaginary component of the rotor

current and stator current: ݅௚ଵ ൌ ݅௦ఉ ൅ ݅௥ఉ 
݅௚ଵ ൌ ௚ଵܫ sinሺ߱௘ݐ ൅ ߶௚ଵሻ 

 |࢙ࣅ|݁
Summation of the real component of the stator flux-

linkage and faulty current: ݅௚ଶ ൌ መ௦ఈߣ ൅  ௦݅௙ܮߤ2/3
݅௚ଶ ൌ ௚ଶܫ sinሺ߱௘ݐ ൅ ߶௚ଶሻ 

௘ܶ_௙ Imaginary component of the rotor current: ݅௚ଷ ൌ ݅௥ఉ ݅௚ଷ ൌ ௚ଷܫ sinሺ߱௘ݐ ൅ ߶௚ଷሻ 
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݁
೐்
ൌ ୱܶ୲ୟ_୧୬୴ ൅ ଶܶ cos൫2߱௘ݐ ൅ ߶

భ்
൯ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ

்ౚ౯౤_౟౤౬

|࢙ࣅ|݁ ൌ ୱ୲ୟ_୧୬୴ߣ ൅ ଶߣ cosሺ2߱௘ݐ ൅ ߶ఒభሻᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
ఒౚ౯౤_౟౤౬

 
(8.10)

 

where ୱܶ୲ୟ_୧୬୴ and ߣୱ୲ୟ_୧୬୴ are the static errors for the torque and flux-linkage, respectively, 

due to the invisible effects. ܶୢ ୷୬_୧୬୴ and ୢߣ୷୬_୧୬୴ are the dynamic errors for the torque and 

flux, respectively, due to the invisible effects. The subscripts inv stands for the invisible 

effects of the ITSC on the DTC. 

8.3.2 Visible Impacts to DTC 

These effects can be observed by the controller. They are noticeable in the measured 

and estimated variables during the DTC operation. These effects are less intense than the 

non-observable ones, unless the fault is too severe, case in which the DTC will become 

unstable. The visible impacts are completely related with the DTC reaction as they are 

linked by the closed-loop control. However, its separation has been performed for 

understanding purposes. In the next section, the reaction of the DTC to the ITSC is 

analyzed starting with the visible effects and finalizing with the tolerance to the non-

observable ones. 

The previous sub-section for the non-observable effects is valid only for the fundamental 

component of the motor supply voltage as no other components were considered. In DTC 

the action of the inverter commutation will introduce additional components in the motor 

supply voltages and currents, which must be taken into account. Therefore, it is important 

to predict the behavior of the two hysteresis controllers, sector detection and VSI state 

selection when the fault emerges. This problem is not easy to deal with in analytical terms 
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due to the nature of the control and its sequential algorithm. Even though, an attempt to 

improve the analysis on [156] is presented. 

Let’s assume the IM is healthy and the DTC is running with a constant load and a fixed 

torque and flux-linkage amplitude references. In the fault onset, the first effect is the 

appearance of a negative sequence component (SC) and an additional quantity in the 

positive SC of the motor supply currents.  The space-phasor of ࢙࢏ can be expressed as: 

࢙࢏ ൌ ݁|௦̅௉ܫ|
௝ቀఠ೐௧ାథ೔ೞುቁ ൅ ݁|௦̅ேܫ|

ି௝ቀఠ೐௧ାథ೔ೞಿቁ    
(8.11)

where |ܫ௦̅௉| and |ܫ௦̅ே| are the amplitude of the positive and negative SC of the stator currents 

respectively. They are defined as in (6.23). 

When the machine is healthy and fed with balanced voltages, then negative SC of the 

voltage തܸ௦ே ൌ 0, ௉ܻே ൌ ௦̅ேܫ ,0 ൌ 0 and ܫ௦̅௉ ൌ ௉ܻ തܸ௦௉. When the fault arises, ௉ܻே ് 0 and 

assuming that the fault severity factor is small and DTC keeps balanced voltages, then 

തܸ௦ே ൌ 0. Thus, ܫ௦̅௉ ൌ ௉ܻ௉ തܸ௦௉, giving an extra amount in the positive SC  ∆ܫ௦̅௉ ൌ ேܻ௉ തܸ௦௉ 

and the negative SC appears as ܫ௦̅ே ൌ ேܻ௉ തܸ௦௉ ൌ  ௦̅௉. In case of a severe fault, the DTCܫ∆

voltages will be unbalanced and subsequently an increase in the positive and negative SC 

will happen. 

8.3.2.1 Effects on the Estimated Stator Flux-linkage 

Neglecting the stator resistance, the flux controller has no reason to react to this new 

condition. In that case, it will impose a sinusoidal flux at the fundamental supply electrical 

frequency ௘݂. The estimation of the flux before the DTC reaction will be: 
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࢙෠ࣅ ൌ නݐ࢙݀࢜ ൌ ௥௘௙݁ߣ
௝൫ఠ೐௧ାథഊೞ൯ 

(8.12)

Nonetheless, once the fault evolves and if the stator resistance is not negligible, the 

effect of ܴ௦࢙࢏ is significant. Thus, the flux-linkage will perceive some decrease in the 

positive SC and the appearance of a small negative SC. Then, the ࣅ෠࢙ in space-phasor 

notation is as follows: 

࢙෠ࣅ ൌ ห ത߰௦௉ห݁
௝ቀఠ೐௧ାథഊೞುቁ ൅ ห ത߰௦ேห݁

ି௝ቀఠ೐௧ାథഊೞಿቁ 
(8.13)

 

8.3.2.2 Effects on the Estimated Torque 

The estimated torque is given by (8.1) or equivalently by: 

෠ܶ௘ ൌ
3
2
ܲ
2
௠ܮ
௦ܮ

Im൛ࣅ෠࢙
∗
 ൟ࢙࢏

(8.14)

Introducing (8.11) and (8.13) in (8.14), ෠ܶ௘ is re-written as: 

෠ܶ௘ ൌ
3
2
ܲ
2
௠ܮ
௦ܮ

൫ cܶonst ൅ dܶyn_vis൯ 
(8.15)

where cܶonst and dܶyn_vis are as in (8.16) and (8.17). 

cܶonst ൌ mܶech െ sܶta_vis ൌ
หటഥೞುห|ூೞ̅ು| ୱ୧୬ሺణሻିหటഥೞಿห|ூೞ̅ಿ| ୱ୧୬ሺచሻ

రಽೞ
యುಽ೘

     (8.16)

 

dܶyn_vis ൌ
ห ത߰௦௉ห|ܫ௦̅ே| sinሺ2߱௘ݐ ൅ ሻߞ െ ห ത߰௦ேห|ܫ௦̅௉| sinሺ2߱௘ݐ ൅ ሻߛ

௦ܮ4
௠ܮ3ܲ

 (8.17)

where ߞ ,߫ ,ߴ and ߛ are the angle difference between the respective positive and negative 

SC of the ࢙࢏ and ࣅ෠࢙. 
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Three terms appear: (1) an electromechanical torque doing work ( mܶech), (2) a static 

error ( sܶta_vis) and (3) a dynamic error at double electric frequency ( dܶyn_vis). The subscripts 

vis stands for the visible effects of the ITSC on the DTC. 

The total impacts on electromagnetic torque have two non-observable components in the 

actual torque described by ݁
೐்
: a static error ( ୱܶ୲ୟ_୧୬୴) and a dynamic error (ܶୢ ୷୬_୧୬୴) at twice 

the supply voltage frequency (2߱௘). Additionally, from (8.15) two visible components 

appears: a constant term ( sܶta_vis) and a double frequency component ( dܶyn_vis). Thus the 

total oscillating torque component is: 

௢ܶ௦௖ ൌ ܶୢ ୷୬_୧୬୴ ൅ dܶyn_vis 
(8.18)

 

 Reaction of the DTC to the Asymmetric IM 

The reaction of the DTC to the stator turn fault is twofold: DTC will compensate the 

visible impacts of the ITSC and at the same time it will tolerate the non-observable 

disturbances.  

8.4.1 DTC Compensation to the Visible Effects 

It is known that the torque and flux controllers force the estimated errors to lie within 

the hysteresis bands around the references ( ௥ܶ௘௙ and ߣ௥௘௙). So, the estimated flux follows 

the reference no matter the condition and the controller cancels any flux’s negative SC. 

This flux’s negative SC was originated by the stator resistance in the flux estimation. Thus, 

the control system has to introduce a negative flux SC equal to ࣅs_comp ൌ

െห ത߰௦ேห݁
ି௝ቀఠ೐௧ାథഊೞಿቁ and the estimated flux will follow the flux reference as (8.19) and 

ห ത߰௦௉ห ൌ  .௥௘௙ߣ
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࢙෠ࣅ ൌ ௥௘௙݁ߣ
௝ቀఠ೐௧ାథഊೞುቁ 

(8.19)

On the other hand, the estimated torque has to track the reference in every situation as 

well. The control eliminates any visible torque oscillations ( dܶyn_vis) as shown in (8.17). 

Consequently, the control system must introduce a torque component equal to 

dܶyn_comp ൌ െ dܶyn_vis. By the analysis of (8.14) it is concluded that [156]: 

1) The introduction of a negative SC in the stator flux and consequently in the motor 

supply voltages. 

2) The introduction of a positive SC in the stator flux linkage at a frequency of 3 ௘݂. 

Before analyzing these two possibilities, let’s study the consequences of the flux 

cancellation. When the controller removes the negative SC in the flux by injecting ࣅs_comp, 

part of the torque oscillations will also disappear. In this case the second term in (8.17) 

written as ห ത߰௦ேห|ܫ௦̅௉| sinሺ2߱௘ݐ ൅  ሻ will no longer exist. The torque visible dynamic errorsߛ

that the controller needs to compensate is dܶyn_comp ൌ െ dܶyn_vis: 

dܶyn_vis ൌ
3
2
ܲ
2
௠ܮ
௦ܮ

ห ത߰௦௉ห|ܫ௦̅ே| sinሺ2߱௘ݐ ൅ ሻ (8.20)ߞ

Cruz et al. [156] explains, and corroborated here, that the maximum allowed amplitude 

of the negative SC needed in the stator flux to compensate the torque oscillations is: 

ห ത߰௦ேห ൎ
ఒܤܪ
௥௘௙ߣ2

ห ത߰௦௉ห 
(8.21)

From (8.21), there is not too much room for introducing a flux and voltage’s negative 

SC as this is limited by hysteresis band of the flux controller. So, the system has to find an 

alternative to compensate the torque oscillations. 
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The other possibility is that the controller produces a variation of the angle difference 

between the stator and the rotor flux (߶࢙ࣅ െ at the same frequency of 2 (࢘ࣅ߶ ௘݂. This is 

equivalent to consider a stator flux linkage as: 

࢙෠ࣅ ൌ ௥௘௙݁ߣ
௝ቀఠ೐௧ାథഊೞುା௔ ୡ୭ୱሺଶఠ೐௧ ା కሻቁ 

(8.22)

A flux-linkage like this will inject third harmonic components in the flux, however, 

smaller fifth and seventh harmonics are included as well. This injection of third harmonics 

can be done without major restrictions. 

In this work, we agreed with the research [156] in disregarding option 1 and the hypothesis 

of a third harmonic injection in the stator flux, however, it is not clear why the control is 

able to modify the angle difference (߶࢙ࣅ െ  An alternative explanation would be the .(࢘ࣅ߶

injection of zero SC in the supplied voltage instead of controlling ߶࢙ࣅ െ  In DTC there .࢘ࣅ߶

is not neutral connection in the VSI, this virtual center can be freely moved by injecting 

zero SC in the voltages. This zero SC can develop a third order harmonic in the voltage 

and thus in the flux-linkage with no restriction as stipulated by [156]. 

 Robustness of the DTC to the Asymmetries 

It is well-known that DTC allows certain amount of errors and approximations, such as: 

measurements and acquisition problems, estimation errors and uncertainty in the stator 

resistance parameter (ܴ௦). The DTC tolerance is analyzed in to parts: (1) from the standard 

heuristic derivation of the DTC and (2) from point of view of non-linear control theory. 

8.5.1.1 From the Standard Heuristic derivation of the DTC 

In a healthy IM, these uncertainties, errors and approximation are overcome due to the 

DTC robustness, which is based on its finite-set control action and the no requirement of 
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exact flux position. DTC only needs the correct sector in which it lies inside the locus in the 

flux-linkage plane (Figure 8.2). Each DTC sector can be qualitatively divided as: safe and 

critical regions. The safe region lies in the vicinity of the sector’s center or when ࢙ࣅ is far 

from the sector’s borders. The critical region is close to the sectors’ limits and it is where 

DTC tends to select an incorrect control action. When ࢙ࣅ lies in this critical region, small 

measurement or estimation error could lead to a wrong sector identification. So, the 

selection of a control action will incur in higher deviation from the torque and flux-linkage 

magnitude references.  

Assume that at the instant of control ݇, the torque demand (߬) is required to increase 

(acceleration action - torque is lower than the reference) and ࢙ࣅ (in purple) is as shown in 

Figure 8.3 . Let’s also assume that ࢙ࣅ lies in the sector 2 (at point ଴ܲ) in the vicinity of the 

critical region. For errors of estimation, ࣅ෠࢙ (in blue) is evaluated in sector 1 (at point ଴ܲᇱ). 

In Figure 8.3 three flux paths are presented: (1) desired path (red straight lines in Figure 

8.3(a)) is from ଴ܲ → 	 ଵܲᇱᇱ → 	 ଶܲᇱᇱ → 	 ଷܲᇱᇱ. In this track ࢙ࣅ follows the reference. (2) The real 

path (purple lines in Figure 8.3(b)) is from ଴ܲ → 	 ଵܲ → 	 ଶܲ → 	 ଷܲ. In this path ࢙ࣅ follows 

the reference with an offset and (3) Estimated path (blue lines in Figure 8.3(b)) from ଴ܲᇱ →

	 ଵܲᇱ → 	 ଶܲᇱ → 	 ଷܲᇱ. In this path ࣅ෠࢙follows the reference with some small errors that are 

corrected once it is in the same sector as ࢙ࣅ (safe region). The detailed sequence of events 

and VSI control selection action is as follows: 

1. Initial state at instant of control ݐ௞: ࢙ࣅ is in sector 2 and ࣅ෠࢙ is in sector 1. 

2. As the magnitude of ࣅ෠࢙ is greater than ߣ௥௘௙ then the flux demand ߰ is set to decrease. 

From Table 8-1: as  ࢙ࣅ is in sector 2, the action that decreases flux and increases torque 
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demand is ࢙࢜૟. As ࣅ෠࢙is in sector 1, the action that decreases flux and increases torque 

demand is ࢙࢜૛. The correct action that decreases flux and increases torque demand is 

 .࢙ࣅ ૟ for࢙࢜

3. Thus: ࣅ෠࢙ pass from ଴ܲᇱ to point ଵܲᇱ. This results in an erratic control action as ࣅ෠࢙ is in 

the wrong sector compared to the actual ࢙ࣅ .࢙ࣅ pass from ଴ܲ to point ଵܲ. In reality࢙ࣅ is 

increased from ܲ ଴ toward the point ܲ ଵ and now the flux-linkage in control instant ሺݐ௞ାଵ) 

is larger than in control instant ሺݐ௞ሻ. ࢙ࣅ should pass from ଴ܲ to point ଵܲᇱᇱ (desired path 

Figure 8.3(a)). 

4. At control instant (ݐ௞ାଵ), ࣅ෠࢙ is still greater than the reference but now is in sector 2 

(safe region). 

5. Thus, control action vector ࢙࢜૟ is selected: ࣅ෠࢙ pass from ଵܲᇱ to point ଶܲᇱ. ࢙ࣅ pass from 

ଵܲ to point ଶܲ. For the ideal case, the control action at ݐ௞ାଵ, should be ࢙࢜૛, thus ࢙ࣅ pass 

from ଵܲᇱᇱ to point ଶܲᇱᇱ.  

6. The path of ࣅ෠࢙ and ࢙ࣅ continues in the same way choosing ࢙࢜૛ and ࢙࢜૟. See Figure 

8.3(b). 

Even when the control makes some wrong decisions, once ࣅ෠࢙ pass from sector 1 to sector 

2 (safe region) the action of control ࢙࢜૟ is selected partially correcting the control path. The 

drawback is that a pseudo reference ߣ௥௘௙ ൅  ௥௘௙. Figureߣ ௢௙௙௦௘௧ is followed instead ofߣ∆

8.3(b) has been exaggerated for the explanation purposes, the offset will be small when 

compared with ߣ௥௘௙ as ௦݂ is high. Thus, the control will keep operation close to the desired 

operative point. 
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Figure 8.3 Stator flux-linkage locus and VSI switching vectors. (a) Desired path (b) real 
and estimated path. 

 

8.5.1.2 From the point of view of non-linear control theory  

DTC is categorized as hysteresis-based predictive control (PC) [63] and it can be 

explained using its foundations. Based on PC theory [73] and for the particular case of the 

damaged IM, it is possible to anticipate the error of the output, ࢟ ൌ ሾ ௘ܶ,  s|ሿ, in the nextࣅ|

cycle of control (ݐ௞ାଵ), as the output has a relative degree {1,1}, which is defined 

everywhere except at  |ࣅr| ൌ ૙ [117], [118]. This prediction can be computed based on the 

time derivatives of the two outputs along the dynamics. Thus, using the two SS models 

presented in (6.12) and (6.17) the trajectories of constant torque and flux amplitude are 

obtained as in (8.23). 

݌ ௘ܶ ൌ ݌ ൬
ܲ
2
࢙ࣅ ൈ ࢙࢏ ൅ ߤ

ܲ
2
௠݅௙݅௥ఉ൰ܮ ൌ 0

|࢙ࣅ|݌ ൌ
1
|࢙ࣅ|

൫ߣ௦ఈߣ݌௦ఈ ൅ ௦ఉ൯ߣ݌௦ఉߣ ൌ 0
 

(8.23)

 Writing (6.17) in more compact form: 
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ሾ࢞ሶ ሿ࢏ ൌ

ۏ
ێ
ێ
ێ
ۍ
ሾܣ௜ଵሿ
ሾܣ௜ଶሿ
ሾܣ௜ଷሿ
ሾܣ௜ସሿ
ሾܣ௜ହሿے

ۑ
ۑ
ۑ
ې

ሾ࢏࢞ሿ ൅

ۏ
ێ
ێ
ێ
ۍ
ሾܤ௜ଵሿ
ሾܤ௜ଶሿ
ሾܤ௜ଷሿ
ሾܤ௜ସሿ
ሾܤ௜ହሿے

ۑ
ۑ
ۑ
ې

ሾ࢛ሿ (8.24)

where ሾܣ௜୬ሿ is the n row of the matrix ሾ࢏ۯᇱሿ, ሾܤ௜୬ሿ is the n row of the matrix ሾ۰࢏ᇱሿ. Thus, 

each variable of ሾ࢞ሶ  .ሿ is as (8.25)࢏

ሶ௜୬ݔ ൌ ሾܣ௜୬ሿሾ࢏࢞ሿ ൅ ሾܤ௜୬ሿሾ࢛ሿ 
(8.25)

where n can go from 1 to 5. 

 The two trajectories that correspond to the constant torque variation ݒ௦ఉ೅൫ݒ௦ఈ೅൯ and 

constant amplitude of the stator flux-linkage variation ݒ௦ఉഊ൫ݒ௦ఈഊ൯ are as in (8.26). 

௦ఉ೅ݒ ൌ
௦ఈ೅ݒఈ೅ܭ െ ்ܭ

ఉ೅ܭ

௦ఉഊݒ ൌ ܴ௦݅௦ఉ െ
௦ఈߣ
௦ఉߣ

ሺݒ௦ఈഊ െ ܴ௦݅௦ఈ െ
2
3
௦݅௙ሻܴߤ

 
(8.26)

where ܭఈ೅ ൌ ݅௦ఉ െ ௜ଵଵ/Δሻܤ௦ఉሺߣ ൅ ఉ೅ܭ    ,௜ଵହܤ௠݅௥ఉܮߤ ൌ െ݅௦ఈ ൅ ௥/Δሻܮ௦ఈሺെߣ ൅  ௠ܮ௠݅௙ܮߤ

and ்ܭ ൌ
ଶ

ଷ
௦݅௙݅௦ఉܴߤ ൅ ሿ࢏࢞௜ଵሿሾܣ௦ఈሾߣ ൅ ሿ࢏࢞௜ହሿሾܣ௠൫݅௥ఉሾܮߤ ൅ ݅௙ሾܣ௜ସሿሾ࢏࢞ሿ൯.  

Under the assumption of a healthy IM, the inverter voltage plane (IVP), which is the 

red-dashed hexagon, is located at the estimated stator flux-linkage (ࣅ෠࢙ ൌ  as shown in (࢙ࣅ

Figure 8.4(a). Figure 8.4(a) shown another set of trajectories: the actual ones in purple. 

Each trajectory divide the IVP space in two subspaces. As shown in Figure 8.4(a), generally 

these two trajectories are not perpendicular (߶ ്  and they do not intersect in the (2/ߨ

origin of the IVP, thus four irregular quadrants are created in every control cycle. This 

irregularity can generate an unbalanced number of input VSI vectors for each of the 4 

subspaces. In classical DTC it is assumed that these trajectories are perpendicular (߶ ൌ
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 |࢙ࣅ| This means that .(see blue trajectories in Figure 8.4(a)) ࢙෠ࣅ and their origin lies on (2/ߨ

and ௘ܶ are decoupled and even number of inputs are in each quadrant.  

 

Figure 8.4  (a) Real case of IVP in case of standard DTC with healthy IM and (b) real 
case of IVP case of standard DTC with faulty IM. 

 
In the fault onset the estimated stator flux-linkage is different from the actual (see Figure 

8.4(b)) and from (8.26) it is clear that the both trajectories of constant ௘ܶ and |࢙ࣅ| are 

affected by ݅௙. One time segment is plotted in Figure 8.4(b) where ࢙ࣅ (purple) is depicted 

against the ࣅ෠࢙ (blue). In this figure the plot indicates the real situation where the DTC keeps 

operation under the estimated value ࣅ෠࢙ and thus the IVP origin is placed on it. However, 

 is not ࢙ࣅ and the actual IVP lies in other places. Notice that the constant trajectory of ࢙ࣅ

perpendicular to the ࢙ࣅ forming an angle ߶ ൏  The constant trajectory of ௘ܶ is as well .2/ߨ

neither perpendicular to the constant trajectory of ࣅs nor parallel to ࢙ࣅ. 

An analytical comparison of the actual trajectories versus the DTC trajectories for the 

both cases of healthy and faulty IM is complex. Therefore, simulations using (8.26) are 

required to aim this analysis. To conclude this section, it has been stablished that the normal 
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erratic behavior of DTC becomes even worse at the appearance of ITSC. However, in the 

previous subsection it was explained that while ࣅ෠࢙ lies in the same sector as ࢙ࣅ the control 

can be hold |࢙ࣅ| to the reference. 

 Simulation and Experimental Results 

The simulation and experimental test are performed for a 1	ܲܪ IM Weg. Table 7-3 shows 

the nameplate ratings of the motor and the IM parameters. Figure 8.5 shows the 

experimental test platform. The IM shaft is mechanically coupled to a 250 W and 42	ܸ dc 

permanent magnet (PM) machine. The dc PM machine is acting as a generator with 

variable load connected to the armature to emulate the mechanical loading conditions. The 

sensor board is based on LEM voltage and current transducers and a dSpace 1104 board is 

used for the control. The motor angular speed is measured with a 1000 ppr coupled to the 

PM machine. For all simulation and experimental tests, the IM is driven by DTC with 

௥ܶ௘௙ ൌ 2	ܰ݉ and ߣ௥௘௙ ൌ 0.56	ܹܾ. The start-up is from stand-still until reaching the 

maximum speed with ஽ܸ஼ ൌ 300	ܸ in the dc-link of the VSI. The IM has enough load to 

achieve the reference torque with ௙ܴ ൌ 1	Ω. Seven cases of ITSC are studied between 

simulations and experimental results and they are shown in Table 8-3. The first case (c1) 

is the healthy IM not shown in Table 8-3. 

8.6.1 Simulation Results 

For the simulation results, two cases of ITSC are shown: case 2 (c2) has a ߤ ൌ 2.68	% 

and case 4 (c4) ߤ ൌ 12.01	% (see Table 8-3). The transient (start-up) and steady-state 

performance are shown. The entire time for the test is 2 sec, however, for purposes of better 

plotting, 0.2 sec. is shown in some curves. The simulation integration step time is  10ିହsec.  
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Table 8-3 ITSC Test Cases for the Faulty IM. 
ITSC ࢙ࢇࡺ૛ ࣆ(%) Cases ITSC ࢙ࢇࡺ૛ ࣆ(%) Cases 

ܽଵ െ ܽଶ 14 2.68 C2 ܽଵ െ ܽ଺ 108 20.9 C5 

ܽଵ െ ܽଷ 27 5.55 C3 ܽଶ െ ܽ଻ 167 31.39 C6 

ܽଶ െ ܽସ 64 12.01 C4 ܷହ െ ଼ܽ 194 38.2 C7 

 

 

Figure 8.5 Experimental setup for acquisition with a dSpace 1104. 

 
The simulation comprises the comparison of the estimated and actual variables ( ෠ܶ௘ and 

หࣅ෠sห versus ௘ܶ and |ࣅs|) for the two cases of study. Figure 8.6(a) presents the amplitudes of 

the stator fluxes (หࣅ෠sห and |ࣅs|) and the ߣ௥௘௙ in red, where a zoom over a period of the signal 

shows the following: (1) both estimated fluxes for the cases c2 and c4 are overlapped with 

the actual flux c2 and tracking ߣ௥௘௙. This means that the control system is compensating 

the visible effects on the estimated flux in both cases. For c2, the invisible impacts are not 

strong as the fault severity is low and thus |ࣅs| is similar to the estimated ones. (2) In the 
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case of c4, there is a significant difference between actual (black and dashed) and estimated 

flux (orange). In this case the dynamic error at the double frequency can be clearly observed 

in the |ࣅs|. This oscillation is a non-observable impact, as the DTC depicts หࣅ෠sห (orange). 

Figure 8.6(b) illustrates the new index of the flux error (݁|࢙ࣅ|) between the estimated 

and actual stator flux-linkage amplitude. Same observations as in Figure 8.6(a). The flux 

error in the case c2 indicates no dynamic error appearance while in the case c4 a double 

frequency term appears as predicted in Section 8.3.  

 

Figure 8.6 (a) Estimated and actual stator flux amplitude for the two cases of study (c2 
and c4). (b) Error of flux estimation of both cases. Simulation Results. 

 

Figure 8.9(a) shows torque (estimated and actual) comparison for the two cases of 

study. The estimation problem can be seen, where ෠ܶ௘ for c2 and c4 track the reference 

together with ௘ܶ  in c2 whilst ௘ܶ in c4 does not. Similar situation as in Figure 8.6(a). In the 

same context, Figure 8.9(b) illustrates the new index of torque error (݁
೐்
) between ෠ܶ௘ and 

௘ܶ. The torque error in the case c2 indicates no dynamic component generation while in the 
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case c4 a 2 ௘݂ term shows up as predicted in section III. 

 

Figure 8.7 (a) Estimated and actual electromagnetic torque the two cases of study (c2 and 
c4). (b) Error of torque estimation for both cases. Simulation Results. 

 

The leakage fault current increases with ߤ, as it is shown in Figure 8.8, and expected 

from the literature. The mechanical speed is inversely proportional to ߤ. The fault circuit 

consumes power, and to balance the power equation the speed varies inversely proportional 

to the power consumption whilst keeping the torque constant. Notice also the double-

frequency noise for c4. 

In Figure 8.9, the three-phase currents indicate that for c4 there is an unbalanced 

situation that can be explained by the hypothesis mentioned in Section 8.4. 
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Figure 8.8 (a) Fault Currents and (b) Mechanical speed for the two cases of study (case 1 
and 2). Simulation Results. 

 

 

Figure 8.9 Stator three-phase currents for the two cases of study. (a) case 1 and (b) case 2. 
Simulation Results. 

 
8.6.2 Experimental Results 

Two analyses are performed: transient and steady state. The dynamic inspection 

considers two faulty cases: case 2 (c2) and case 7 (c7) (see Table 8-3). The steady state 

examination studies all 7 cases of ITSC. The first case is the healthy IM and the second 

and fourth were previously simulated. The acquisition and control frequency is 10 kHz. 
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The time scoped for the results is 8 seconds. These results present the study of the visible 

effects. 

8.6.2.1 Transient Performance Examination of the Visible Effects 

For the transient examination the two most extreme cases are selected to demonstrate 

the visible effect of the DTC on the control estimated variables under small and severe 

ITSC. From the point of view of DTC, the estimated flux (Figure 8.10) and torque (Figure 

8.11) are clearly not affected by the ITSC, however, from the zoom of both figures it can 

be noticed that at the seveth second,  the control suffers a instability in the control for c7. 

In the estimated flux in Figure 8.10 a notch spike appears and in the estimated torque an 

small increase on the average value is noticed. Nevertheless, during the remainig time, the 

estimated variables still are virtually controlled and tracking the reference.  

 

Figure 8.10 Estimated flux-linkage for the two cases of study (c2 and c7). Experiemntal 
results. 
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Figure 8.11 Estimated torque for the two cases of study (c2 and c7). Experiemntal results. 

 

 

Figure 8.12 Stator three-phase currents for the two cases of study (case 2 and 7). 
Experimental Results. 
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Figure 8.13 Rotor mechanical speed for the two cases of study (case 2 and 7). 
Experimental Results. 

 

 

Figure 8.14 Fault Current for the two cases of study (case 2 and 7). Experimental Results. 

 
Deeper analysis is performed observing the phase currents (Figure 8.12), mechanical 

speed (Figure 8.13) and circulating faulty current (Figure 8.14). The phase currents are 

plotted instants before the instability point and an obvious unbalance behavior and 

harmonic content is depicted for c7. This distortions comes as a compensation effect of the 

visible effects on the DTC (Section 8.3). The mechanical speed corroborated the loss of 

the control stability accordingly with the flux and torque variations at time 7 sec. 
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8.6.3 Steady State Inspection of the Visible Effects 

Steady state results are presented for the following variables: ܫ௙௔௨௟௧ (Figure 8.15), phase 

currents (Figure 8.15), ߱௥ (Figure 8.16) and Δ ௘ܶ (Figure 8.16). An interesting behavior of 

the fault current against ߤ can be seen in Figure 8.15. ܫ௙௔௨௟௧ raises from healthy until c3 at 

ߤ ൌ 5.55% (stage I) and then remains approximately constant until c6 at ߤ ൌ 31.39% 

(stage II) and then start decreasing (stage III). This characteristic requires further analysis 

to be explained, however, it can be analyzed by the hypothesis stated in Section 8.3 and 

8.4:  

 In the stage I the DTC reacts to the visible effects compensating them. For a low fault 

severity factor, it is easy for the DTC to force the estimated variables to follow the 

reference in the same fashion as the healthy IM.  

 In stage II, the fault severity factor increases. With this increment, the currents become 

more unbalanced (see phase a) and the visible effects are greater. In this situation, DTC 

is able to compensate these visible effects managing to keep them in a constant manner 

as the fault severity factor increases. The constant fashion is attributed to the constant 

circulating faulty current versus the severity of the fault.  

 In the stage III the unbalance in the currents is excessive creating bigger differences 

between the estimated values and the actual ones. Thus, some small instabilities 

appears as shown in Figure 8.10, Figure 8.11 and Figure 8.13 for the case 7.  

Another indication of the compensation of the visible effects is in the torque ripple of 

the estimated torque plotted Figure 8.16. In here it can be noted that the torque ripple almost 

remain constant with the increase of the fault. However, a subtle increment indicates the 

inability to the controller to compensate larger effects. Additionally in Figure 8.16, the 
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rotational speed is recorded with the increment of the fault severity observing a loading 

effect and a drastic reduction of the speed. 

The non-observable effects stablished in section 8.3 cannot be identified in the 

experimental results unless certain special sensors are acquired and installed: two internal 

search coils to sense the real and imaginary components of the stator flux-linkage and a 

force meter. Additionally, the voltage sensed in the two search coils requires to be highly 

processed to finally compute |ࣅs|. 

 

Figure 8.15 Fault Current and three-phase currents vs fault severity factor. 

 

Figure 8.16 Mechanical speed and Estimated Torque ripple vs fault severity factor. 
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 Appendix 1 

Using the Taylor series of the square root of ݔ in (8.27), we can re-write an approximated 

version of ݁|࢙ࣅ|. 

ݔ√ ൌ ෍
ሺെ1ሻ௡ ቀሺെ1 ൅ ሻ௡ݔ ቀെ

1
2ቁ௡

ቁ

݊!

ஶ

௡ୀ଴

 
(8.27)

where ݊! is the factorial of the variable ݊, and ሺ. ሻ௡ is the Pochhammer function ሺݕሻ௡ ൌ

ݕሺݕ ൅ 1ሻ… ሺݕ ൅ ݊ െ 1ሻ. Thus, truncating the Taylor series of √ݔ to the third element and 

introducing the stator flux-linkage amplitude, it can be obtained: 

|࢙ࣅ|݁ ൌ หࣅ෠࢙ห െ |sࣅ| ൌ ටߣመ௦ఈ
ଶ
൅ መ௦ఉߣ

ଶ
െ ටߣ௦ఈ

ଶ ൅ ௦ఉߣ
ଶ 

(8.28)

 

|࢙ࣅ|݁ ൌ
หࣅ෠࢙ห

ଶ
െ s|ଶࣅ|

2
െ
ቀหࣅ෠࢙ห

ଶ
െ 1ቁ

ଶ
െ ሺ|ࣅs|ଶ െ 1ሻଶ

8
 

(8.29)

 

|࢙ࣅ|݁ ൌ
หࣅ෠࢙ห

ଶ
െ s|ଶࣅ|

4
െ
หࣅ෠࢙ห

ସ
െ s|ସࣅ|

8
ൌ
మ|࢙ࣅ|݁

4
െ
ర|࢙ࣅ|݁

8
 

(8.30)

The first term of (8.30) is defined as in (8.31). 

మ|࢙ࣅ|݁

4
ൌ
หࣅ෠࢙ห

ଶ
െ s|ଶࣅ|

4
ൌ
ቄቀߣመ௦ఈ

ଶ
൅ መ௦ఉߣ

ଶ
ቁ െ ൫ߣ௦ఈ

ଶ ൅ ௦ఉߣ
ଶ൯ቅ

4
 

(8.31)

where ߣ௦ఈ ൌ ௦݅ఈ௦ܮ ൅ ௠݅ఈ௥ܮ െ መ௦ఈߣ ,௦݅௙ comes from (6.8)ܮߤ2/3 ൌ ௦݅ఈ௦ܮ ൅  ௠݅ఈ௥ andܮ

መ௦ఉߣ ൌ  :௦ఉ. Thusߣ

మ|࢙ࣅ|݁

4
ൌ
௦݅௙൯ܮߤመ௦ఈ൫ߣ

3
െ
2൫ܮߤ௦݅௙൯

ଶ

9
ൌ ൬ߣመ௦ఈ െ

௦݅௙ܮߤ2
3

൰
௦݅௙ܮߤ
3

 
(8.32)

The second term of (8.30) is: 
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ర|࢙ࣅ|݁

8
ൌ
หࣅ෠࢙ห

ସ
െ s|ସࣅ|
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ൌ
ቄቀߣመ௦ఈ
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െ ௦ఈߣ
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(8.33)

Which can be further developed to: 
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Then: 
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(8.35)

The new index  ݁|࢙ࣅ| can be approximated neglecting the terms elevated to the power of 

4 as the fluxes are normally values lower than 1. Then, these terms will be smaller than 

terms elevated to the power of 2. 
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(8.36)

 
 Conclusions 

Turn faults in the stator winding of an inverter-fed IM driven by DTC was theoretically 

analyzed, studied, simulated, experimentally tested and compared. This paper enhances 

and develops novel explanations of the ITSC influence to the DTC. It is found that these 

effects are twofold: visible and invisible. Also, it is discovered that DTC reacts to the 

visible effects by compensation until its collapse. It also reacts tolerating the impacts that 

cannot detect. All these discoveries are based on the development of a current SS model of 

the faulty IM, which is presented in the literature for the first time. Also, these findings are 

attributed to the study of the DTC under its standard heuristic derivation and predictive 
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control theory. Closed-form formulas for the estimated errors were developed and they can 

be utilized in future condition monitoring techniques. The simulation and experimental 

results verified the theoretical findings. 
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 Introduction  

Early fault detection (FD) of incipient stator winding faults in induction machines (IM) 

driven by vector controllers is becoming critical in industry applications. Online condition 

monitoring of those types requires sensible techniques to detect embryonic stator 

asymmetries. Inter-turn short circuit (ITSC) faults indeed are considered one of the most 

crucial and difficult failures to detect and identify. The problem is more challenging when 

the IM is driven by a closed-loop controller, as the last one hides the signatures, typically, 

available in the flawed IM. A plethora of research has been devoted to this type of fault, 

when the IM is connected directly to the mains (direct on-line - DOL) [24], however, 

despite its seriousness and considering that nowadays the majority of the IM are inverter-

fed, few attempts exists currently in the literature to address this problem [29], [150]–[153], 

[155]–[157], [160]–[162]. Among all the IM vector controllers, Direct Torque Control 

(DTC) is the most famous, nevertheless, it has been less researched compared to Field 

Oriented Control (FOC) in the case of stator winding turn fault IM. A comparative analysis 

of the amount and type of research per vector control in IM is summarized in Table 9-1. 

Reference [156] presented two techniques to address that problem. The first one monitors 

the third order harmonic component of the supply currents (࢙࢏), based on the fact that it 

increases significantly in the case of fault. The second method is based on the multiple 

reference frame theory (MRF). 
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Table 9-1 Close-Loop Vector Controllers for IM and the References dealing with Stator 
ITSC 

Closed-Loop Vector Control 
Amount 

research 
References FDI 

Control with Impressed Currents 1 [163] 

Stator Field Oriented Control 7 
[29], [150]–[153], [155], 

[161] 

Rotor-Field Oriented Control 0 - 

Magnetizing Field Oriented Control 0 - 

Indirect Rotor Field-Oriented 

Control 
0 - 

Direct Torque Control 3 [156], [157], [162] 

Direct-Self Control 0 - 

Total 11  
 

The same authors illustrated in [157] the implementation of the later techniques using a 

digital signal processor. A Neural Network (NN) was used in [162] to detect the ITSC fault 

severity and adapt the classical DTC operation, accordingly. The proposed methodology is 

based on the fact that the ITSC will increase the magnitude of the third order harmonic in 

the stator current, while the proposed fault-tolerant system re-estimates and reconfigures 

the stator resistance. 

From the performed deep literature review, only these 3 investigations are found 

studying the detection of stator faults in IM driven by classical DTC. Reference [162] uses 

NN that requires a huge amount of experimental data for the learning, training and testing 

stages. Furthermore, it uses the third harmonic component of ࢙࢏, in the same way as the 

first approach of [156] and [157]. These last two references are from the same authors using 

frequency domain (3௥ௗ harmonic of ࢙࢏) and the MRF theory approach. Therefore, it can be 

concluded that fundamentally, only two techniques have been researched. Investigation 
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[153] uses the internal signals of the controllers to detect the ITSC fault for FOC and DTC. 

The DTC, dealt with, uses 2 proportional-integral controllers (for torque and magnitude of 

the flux), instead of the very well-known DTC look-up table (LUT), as shown in Table II 

[98]. 

It is obvious that this field has not been fully researched and there is a large necessity 

to address this problem, as the majority of the IM on the industrial, commercial, military 

and domestic fields are being controlled by classical DTC or derivatives of it, such as 

predictive DTC [106], fuzzy-DTC [113] fuzzy-predictive-DTC [164], etc. Consequently, 

in this  chapter  the  FD  procedure presented in [35], which was implemented for the DOL 

IM, is modified to be suited for an inverted-fed IM driven by classical DTC. The FD is 

based on the monitoring of the off-diagonal term of the Sequence Components (SCs) 

impedance matrix. Its advantages are that it is independent of the IM parameters, it is 

immune to the sensors’ errors, it requires a small learning stage, compared with NN, and it 

is not intrusive. Some challenges in the signal processing implementation are found for the 

afore-stated technique, however, its results are promising. Simulation and experimental 

results demonstrate that the technique is able to detect an ITSC fault on the onset (low fault 

severity factor). 

Table 9-2 Switching Look-Up Table for Classical DTC 

߬, ߰ ↓↓ ↑↓ ↓↑ ↑↑

ܴଵ ૝࢙࢜ ૛࢙࢜ ૞࢙࢜ ૜࢙࢜
ܴଶ ૞࢙࢜ ૟࢙࢜ ૚࢙࢜ ૛࢙࢜
ܴଷ ૚࢙࢜ ૝࢙࢜ ૜࢙࢜ ૟࢙࢜
ܴସ ૜࢙࢜ ૞࢙࢜ ૛࢙࢜ ૝࢙࢜
ܴହ ૛࢙࢜ ૚࢙࢜ ૟࢙࢜ ૞࢙࢜
ܴ଺ ૟࢙࢜ ૜࢙࢜ ૝࢙࢜ ૚࢙࢜
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Figure 9.1 Typical structure of a DTC with speed control of an induction motor with 
ITSC on phase “a”. 
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Figure 9.2 Estimated and actual Stator Flux ࢙ࣅሺݐ௞ሻ 
 

 Classical DTC: Structure 

The classical DTC objective is to directly control electromagnetic torque ( ௘ܶ) and the 

stator flux-linkage amplitude (|࢙ࣅ|). The DTC algorithm in our work is performed at fixed 

switching frequency ( ௦݂) and it uses a PWM for the FD. The DTC comprises the following 

stages (Figure 9.1):  
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 Acquisition: two current and one voltage sensors measure the motor stator current vector 

(ሾ࢙࢏ሿ ൌ ሾ݅௦௔ ݅௦௕ ݅௦௖ሿ௧) and the dc-link level ( ஽ܸ஼), respectively.  

 Transformation: the signals in primitive coordinates are transformed into (ߚߙ) complex 

space-vectors (SV) in the stationary frame. 

 Stator Voltage Estimation: with ஽ܸ஼  and the switching control sequence (ሾ࢏ࢊሿ ൌ

ሾ݀௜௔ ݀௜௕ ݀௜௖ሿ௧) at the previous cycle of control (ݐ௞ିଵ), where ݇  is the time sample index, 

the output voltage SV of the voltage source inverter (VSI) can be deduced (࢜ෝ࢙). 

 Stator Flux Estimation: the stator flux-linkage SV (ࣅ෠࢙) is estimated using estimated stator 

voltage SV, current SV (࢙࢏) and the stator resistance (ܴ௦). The estimated electromagnetic 

torque ( ෠ܶ௘) is computed with ࣅ෠࢙ and ࢙࢏. The estimation equations are in [98], [164]. 

 Hysteresis Control: uses two and three-level hysteresis controllers, for the stator flux-

linkage amplitude and the torque, respectively. The function of these controllers is to 

maintain the levels of the two variables within a narrow hysteresis bands (ܤܪఒ and ்ܤܪ) 

around the references ( ௥ܶ௘௙ and ߣ௥௘௙). The input of these controllers are the torque and 

flux-linkage amplitude errors δ ௘ܶ ൌ ௥ܶ௘௙ െ ௘ܶ and δ|ࣅs| ൌ ௥௘௙ߣ െ  s|. The output of theࣅ|

two hysteresis (߬, ߰ signals) results in 4 possible control actions: (1) the two variables 

increase, (2) the two variables decrease, (3) one increases and the other decreases and (4) 

vice-versa. 

 Region Detection: the location of the stator flux SV in the complex plane will indicate one 

of the 6 regions (see Table 9-2 and table at top of Figure 9.2) in which the flux-linkage 

complex plane is divided (ܴ௫ where ݔ ൌ ሼ1 െ 6ሽ). See Figure 9.2. 

 VSI switch state selection: with (߬, ߰) in conjunction with (ܴ௫), the output signals to the 

gates of the VSI can be generated from the DTC look-up table (LUT), as in Table II. 
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 IM with Inter-Turn Fault: Steady-State Model 

ITSC on one of the phases (i.e. phase “a”) of an IM is shown in the Figure 9.1. Following 

[34], [36], [165], ௦ܰ௔ଶ and ௦ܰ are the numbers of shorted turns and number of turns per-

phase, respectively. While ߤ ൌ ௦ܰ௔ଶ/ ௦ܰ is the fault severity factor, ௙ܴ and  ݅௙ are the fault 

impedance and the circulating current in the short-circuit path, respectively. From [165], 

the steady state model and equivalent circuits (EC) in SC are presented in (9.1) and (9.2), 

and Fig. 3. In (9.1) and (9.2), തܸ௦௉, തܸ௦ே, ܫ௦̅௉ and ܫ௦̅ே  are the positive and negative SC of the 

steady-state stator voltage and current, respectively. 

൤
തܸ௦௉
0
൨= ൥

ܴ௦ ൅ ݆߱௘ܮ௦ ݆߱௘ܮ௠

݆߱௘ܮ௠
ܴ௥
ݏ
൅ ݆߱௘ܮ௥

൩ ൤
௦̅௉ଵܫ
௥̅௉ܫ

൨

൤
തܸ௦ே
0
൨ = ൥

ܴ௦ ൅ ݆߱௘ܮ௦ ݆߱௘ܮ௠

݆߱௘ܮ௠
ܴ௥
2 െ ݏ

൅ ݆߱௘ܮ௥
൩ ൤
௦̅ேଵܫ
௥̅ேܫ

൨

ሺߤ തܸ௦௉ ൅ തܸ௦ேሻ ൌ ൫ ௙ܴ ൅ ܴ௦௙ ൅ ݆߱௘ܮ௟௦௙൯ܫ௙̅

 
(9.1) 

 

൤
௦̅௉ܫ
௦̅ேܫ

൨= ൤ ௉ܻ௉ ௉ܻே

ேܻ௉ ேܻே
൨ ൤
തܸ௦௉
തܸ௦ே

൨ (9.2) 

 

where ߱௘ is the electrical frequency, ܮ௦ and ܮ௥ are the self-inductances of the stator and 

rotor, respectively, ܮ௠ is the magnetizing inductance, ܮ௟௦ is the leakage inductance of the 

stator, ݏ ൌ ఠ೐ିఠೝ

ఠ೐
 is the slip, ߱ ௥ is the mechanical speed in the shaft, ܻ ௉ே ൌ

ଵ/ଷఓమ

ோ೑ାఓሺோೞା௝ఠ೐௅೗ೞሻ
, 

௉ܻ௉ ൌ
ଵ

ோೞା௝ఠೞ௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
ೞ శೕഘೞಽೝ

൅ ௉ܻே, ேܻே ൌ
ଵ

ோೞା௝ఠ೐௅ೞା
ሺഘ೐ಽೞሻమ
ೃೝ
మషೞశೕഘ೐ಽೝ

൅ ௉ܻே, ௉ܻே ൌ ேܻ௉, and  ܮ௟௦௙ ൌ

௟௦ܮߤ ቀ1 െ
ଶ

ଷ
 .ቁߤ
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Figure 9.3 Sequence-components EC of Asymmetric IM (a) Positive Sequence (b) 
Negative Sequence (c) Faulty Circuit. 

 
 Influence of IM Stator Fault in DTC 

When there is no fault (ߤ ൌ 0), the estimated stator flux-linkage SV (ࣅ෠࢙) and the 

estimated electromagnetic torque ( ෠ܶ௘) are the true values. However, on the fault onset, if 

the degree of fault is small and the short circuit is not bold ( ௙ܴ ൐ 0), the DTC continues its 

apparent normal operation. In this situation, the estimated flux and electromagnetic torque 

is evaluated as if the IM would be healthy and no information is provided about the faulty 

quantities (see Figure 9.3(c) and the current sources in Figure 9.3(a) and (b)). The flux and 

torque estimation would be erroneous and they will differ from the actual values. The only 

correct information gathered by the DTC is the stator currents and voltages, however, it 

has been proven and found in the literature and by their own simulations and 

experimentations that the controller keeps its normal operation under a certain range of 

fault severity fault. Reference [156] explains that in order to keep the DTC operation, the 

control has to compensate for these error components in the electromagnetic torque and 

amplitude of the flux. Two options can be possible: (a) the introduction of negative SC in 
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the flux-linkage (and consequently in the voltages) and (b) the injection of a positive 

sequence component in the stator flux-linkage at the frequency of 3 ௦݂. It is concluded that 

there is not too much room for introducing a negative sequence voltage, as this is limited 

by ܤܪఒ. The second possibility (preferred by the authors of [156]) is the introduction of 

third harmonic component in the flux-linkage and by consequence in the stator currents 

and voltages by the torque hysteresis controller to compensate the double frequency torque 

component. All this without major restrictions.   

The first option requires an unbalanced behavior of the VSI, which is not achieved easily 

in the case of the DTC.  It requires uneven selection, per electric cycle, of the VSI states, 

that depend on the flux-linkage position and signals ߬ and ߰. In this work, this option is 

discarded, following the results from [156], as well. The second option has a more physical 

meaning, however, by a different explanation that is the injection of a zero sequence 

voltage component instead of a positive sequence component in the stator flux. The zero 

sequence component is introduced by the no neutral connection of the wye center in the 

inverter-fed IM. An alternative third explanation to the DTC reaction is that the controller 

is not compensating, yet tolerating the asymmetries due to its robustness.  

In conclusion, DTC is not able to observe the stator anomalies. Consequently, many 

signatures in the stator current, torque, speed, etc, are hidden. However, the off-diagonal 

term of the SC impedance matrix signature is revealed. Indifferent of the DTC operation 

and its reaction to the ITSC, the FD technique is able to discriminate the abnormal behavior 

of the IM as the technique is based on the impedance change, which is a ratio between SC 

voltages and currents, as shown in the next section. 
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 Fault Detection Technique 

The SC voltage equation of an IM can be expressed as in (9.3) [35], where the subscripts 

 and ݊ represent the positive, negative SCs of the stator voltage and current phasors. As ݌

the analysis will be only considering the measured variables (stator), the following analysis 

will drop the subscript ݏ, referred to the stator. Furthermore, as the IM is wye-connected, 

the zero sequence component does not need to be considered. 

ቈ
തܸ௣
തܸ௡
቉ ൌ ൤

ܼ௣௣ ܼ௣௡
ܼ௡௣ ܼ௡௡

൨ ቈ
௣̅ܫ
௡̅ܫ
቉ 

(9.3) 

For a symmetrically constructed machine, the off-diagonal terms of the impedance 

matrix are zero. Moreover, the SCs are independent from each other. Nevertheless, in a 

real IM, imperfections in the motor structure cause asymmetry and therefore the off-

diagonal SCs terms exist. These off-diagonal impedance terms are slip dependent. From 

(9.3), the negative sequence voltage can be written as (9.4).  

തܸ௡ ൌ ܼ௡௣ܫ௣̅ ൅ ܼ௡௡ܫ௡̅ (9.4) 

Assuming ܼ௡௣ ൌ ܼ௣௡, the focus of the fault detection is based on the computation of one 

of these two off-diagonal terms of the SC impedance matrix. In the fault onset, the value 

of ܼ௡௣ varies, compared with the healthy value of the off-diagonal term (ܼ௡௣௛), as the 

motor becomes unsymmetrical differently. A stator fault, such as ITSC can be detected by 

continuous monitoring of ܼ௡௣. The monitoring is based on the deviation between ܼ௡௣ and 

ܼ௡௣௛. The FD indicator is as in (9.5). 

∆ܼ௡௣ ൌ ܼ௡௣ െ ܼ௡௣௛ (9.5) 

Calculation of ܼ௡௣ at any given slip condition requires two data points, since (4) 
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comprehends two unknowns (ܼ௡௣ and ܼ௡௡). Assuming 2 linearly independent sets of data 

at the same slip condition, ܼ௡௣ can be calculated as (9.6).  

൤
ܼ௡௣
ܼ௡௡

൨ ൌ ቈ
௣̅ଵܫ ௡̅ଵܫ
௣̅ଶܫ ௡̅ଶܫ

቉ ൤
തܸ௡ଵ
തܸ௡ଶ

൨

ܼ௡௣ ൌ
௡̅ଶܫ തܸ௡ଵ െ ௡̅ଵܫ തܸ௡ଶ
௡̅ଶܫ௣̅ଵܫ െ ௡̅ଵܫ௣̅ଶܫ

 
(9.6) 

The data-set is defined as ܵ௫ ൌ ሼܫ௣̅௫, തܸ௡௫, ݔ ௡̅௫ሽ, whereܫ ൌ ሼ1, 2ሽ represents the first and 

second data-set of measurements, which are obtained at different unbalanced supply 

voltage to avoid singular matrix in (9.6). It is noteworthy to mention that sensor errors 

would give non-zero ܼ ௡௣, however this does not affect the technique, as the indicator works 

with the change of ܼ௡௣.  

 Procedure Stages of the Fault Detector 

The implementation technique consists of two stages: learning and monitoring, as shown 

in Figure 9.4. Z-LUT stands for the impedance look-up table to avoid confusion with DTC 

LUT. 
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Sb, Su
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Su, Znph
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Sm

Calculate
Znp

Search Z-LUT
Su, Znph
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Calculate
ΔZnp
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Figure 9.4 Fault Detection Technique (a) Learning Stage (b) Monitoring Stage. 

 
9.6.1 Learning Stage:  

The calculation of ܼ௡௣ requires two data points, defined before (ܵ௫) at different 

unbalanced supply voltage. The data-set 1 is for the balanced voltage condition ( ଵܵ ൌ ܵ௕) 
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and data-set 2 is for unbalanced supply voltage (ܵଶ ൌ ܵ௨). These two data-sets are defined 

per-slip value. For this purpose, two procedures can be performed: (a) The DTC output 

voltage is unbalanced by means of the use of the modulation strategy. Using the pulse width 

modulation, the output in one phase can be set to a lower value than 100% of the duty-

cycle. For instance: ሾ࢏ࢊሿ ൌ ሾ݀௜௔ ݀௜௕ 0.8 ∗ ݀௜௖ሿ௧, where ݀௜௫ only takes values of 0 and 1 

(see Figure 9.5). (b) Inclusion of a physical resistance (ܴ௨) between the VSI and the IM, 

as in Figure 9.5. 

To obtain different slip conditions, the torque reference of the DTC is changed assuming 

that the mechanical load in the IM is rigorous to follow any reference and keeping the flux 

amplitude constant. With those data, the Z-LUT ܼ௡௣௛ െ  is elucidated and stored ݌݈݅ݏ

together with ܵ௨ െ  ,This technique was originally designed for a DOL IM. However .݌݈݅ݏ

the technique has been adapted to inverter-fed IM in this research. For the latter, the IM 

does not behave similarly to the DOL IM. When the machine is controlled by DTC, the 

voltage and frequency in the stator change to comply with the torque and flux references. 

In the DOL machine, the voltage and frequency are kept fixed and the mechanical loading 

makes the slip changes.    

9.6.2 Monitoring Stage:  

Once all the data is stored in Z-LUT from the learning stage, the ܼ௡௣ value is 

continuously evaluated with 2 new data-sets: ଵܵ ൌ ܵ௠ that is the actual measurements 

during normal operation and the stored unbalanced data ܵଶ ൌ ܵ௨ at the slip condition 

measured in the learning stage. Each ܵ௨  is paired with a ܼ௡௣௛, which is used by the fault 

detector, as in (9.5). 
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Figure 9.5 Implementation of the Fault Detection Technique for an inverter-fed IM under 
DTC. 

 
 Implementation of the FD on DTC 

For the implementation of the fault detection technique, some signal processing hurdles 

were overcome: (a) the computation of the electric frequency, which varies with the 

operational point in DTC, (2) the estimation of the stator voltages and (c) the calculation 

of the phase-angle of the voltage and current phasors. 

Prior to the computation of these signals, a buffer stage of enough data points is required 

to be programmed. The buffer needs to be filled cyclically for the continuous monitoring.  

9.7.1 Computation of the Electric Frequency in DTC 

The first challenge, for the adaptation of the FD technique to the DTC, is to compute the 

SC for which the fundamental stator electric frequency ( ௘݂) is required. It is well-known 

that DTC varies this frequency to achieve its control goal. There are many techniques to 

estimate the frequency: a phase lock loop (PLL) is proposed in [166], a Discrete Fourier 

Transform (DFT) has been widely adopted due its inherent harmonic rejection [167], 
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however it presents accuracy problems. Other techniques like Kalman filters [168], least 

square mean methods [169], Newton type methods [170] and wavelet transforms [171] are 

proposed. Nevertheless, the convergence speed and bulk processing are the main problems 

in real-time applications. Soft computing techniques, such as neural networks [172] and 

genetic algorithms [173], have been utilized for frequency estimation, however, these 

techniques require a trade-off between accuracy and computational complexity. In this 

chapter, the frequency estimation proposed in [174] is used.  

A small adaptation to the technique is performed as the method requires the nominal 

frequency ( ௢݂), which is obtained by the Fast Fourier Transform (FFT), as shown in Figure 

9.5. The first step is to implement a Fast Fourier Transform (FFT) to the stator currents. 

The current FFT will discover the nominal frequency. With this information, a filter stage 

in the stator voltage and currents is conducted. A digital second-order low-pass filter is 

designed with a natural frequency from the FFT and damping ration of 0.707 (see Figure 

9.5). With ௢݂, then the estimator is programmed to obtain ௘݂. 

9.7.2 The Estimation of the Stator Voltages 

The second complication faced was the absence of the stator voltages in the DTC. The 

DTC does not require the stator voltages in the primitive coordinate frame and they are 

square waves that come from the output of the VSI. Therefore, measuring these voltages 

would require high sampled acquisition frequency. The DTC in question here is working 

at fixed switching frequency of 10 kHz, thus, an acquisition of at least 100 kHz would give 

some resolution.  To avoid additional cost, the voltages were estimated in a similar way 

DTC does for the calculation of the stator flux-linkages. However, typically, DTC 

estimation is performed in the complex-vector notation and we required the voltages in 
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primitive coordinates. Using the information of the sequence switching of DTC (ሾ࢏ࢊሿ) and 

the dc-link voltage ( ஽ܸ஼), the line-to-neutral voltage can be deduced as in (9.7). In Figure 

9.5 the procedure is depicted. 

ሾ࢜ෝ࢙ሿ ൌ ൥
ො௦௔ݒ
ො௦௕ݒ
ො௦௖ݒ

൩ ൌ ஽ܸ஼

3
൥
2 െ1 െ1
െ1 2 െ1
െ1 െ1 2

൩ ൥
݀௜௔
݀௜௕
݀௜௖

൩ (9.7) 

where ݀௜௫ ൌ ቄ0   off
1   on

 . 

With, the electric frequency and the filtered signals (current and voltage), the sequence 

components of the voltage and currents are calculated as in (9.8) [175]. 

൥
௭ݔ
௣ݔ
௡ݔ
൩ ൌ

1

√3
൥
1 1 1
1 ߙ ଶߙ

1 ଶߙ ߙ
൩ ൥
௔ݔ
௕ݔ
௖ݔ
൩ 

(9.8) 

where ߙ ൌ ݁௝
మഏ
య  and ݔ ൌ ሼݒ, ݅ሽ. 

9.7.3 Calculation of the Phase Angle of Phasors 

Although, the symmetric components’ transformation is a straightforward procedure, 

before it, the stator voltage and current are required to be transformed to phasor variables 

with a magnitude and a phase-shift angle. The amplitude is easily found with the maximum 

of the signal in one period. The third challenge is in the phase angle. For purposes of 

discovering these angles, a phase lock loop (PLL) is proposed. Many types 

(analog/continuous, digital/discrete, linear, nonlinear, etc) and plenty of literature is found 

for the design of PLLs [176], however, we programmed a digital PLL (DPLL) in which 

the electric frequency can be varied automatically as input.  The designed DPLL is shown 

in Fig. 6.  The DPLL consists of several stages:  
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9.7.3.1 Conditioning 

In this stage, the input signal (in our case the filtered stator current vector ൣࢌ࢙࢏൧) is 

transformed to the complex vector notation in ߚߙ reference frame. Then, the signal is 

normalized (݁௝ఏ). See Figure 9.6. 

9.7.3.2 Phase Error Detector 

This stage is for the discovery of the phase. It is composed of a multiplier block that 

conducts the product of the conjugate feedback signal (݁௝ఏ෡) and the input signal (݁௝ఏ), 

where ߠ෠  is the estimated phase. Thus, the output of this product is ݉ ൌ ݁௝ఏ ∗ ݁ି௝ఏ෡ ൌ

݁௝ఏି௝ఏ෡ . There are two techniques to obtain the phase after the multiplication: (1) using the 

inverse tangent (Δߠ ൌ tanିଵ൫݁௝ఏି௝ఏ෡൯) of the complex signal or (2) using the imaginary 

component of the complex signal (Δߠ ൌ Imag൫݁௝ఏି௝ఏ෡൯ ൌ sin൫ߠ െ ෠൯ߠ ≃ ߠ െ  ෠). We choseߠ

the first method. 

9.7.3.3 Loop-Filter 

A plethora of different types of loop-filters can be implemented. The most common are: 

(1) designing an analog loop-filter and then converting it into a digital equivalent, 

following the procedure in [177] and (2) designing a proportional-integral (PI) controller 

plus a discrete time integrator. The PI controller is designed heuristically, while the 

integrator is the simple transfer function 1/ݏ , where ݏ is the Laplace complex variable. 

9.7.3.4 Oscillator 

The simplest method to develop a digital oscillator is by introducing the estimated phase 

 .෠ into an exponential function, as shown in Figure 9.6ߠ
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Figure 9.6 Fault Detection Technique (a) Learning Stage (b) Monitoring Stage. 

 
This implementation can be applied to any of the closed-loop vector controllers of Table 

9-1, as well as closed-loop scalar controllers. Furthermore, it can be used on any inverter-

fed IM, in open-loop mode or no control at all, only using PWM and a sinusoidal reference. 

This technique only requires 3 sensors: two currents and one voltage. 

 Simulation Test-Benches  

Two simulation test-benches (coded and circuit based) are built in MatLab environment 

to study the transient and steady state regime of any IM with stator ITSC.  In these 

simulations the IM can be started up with any type of drive. It can be used to study grid-

connected IM (also named connected directly on-line (DOL)) and/or inverter-fed IM driven 

by any controller in open and/or closed-loop condition. Both are open simulations (it means 

that can be modified) for research purposes, however, the coded-based can be cumbersome 

while the circuit-based is simple to use and hides all mathematical complexity. 

The coded test-bench is based on pure MatLab script coding, where the ODE of the 

faulty IM is solved by a 4th order Runge-Kutta (RK) method. The RK was programmed by 

the authors to have internal access to the integration and thus provide dynamic changes 



 

261 

 

through the simulation. Vector controllers require instantaneous control changes of the 

voltage source inverter. The programming levels, organization and filing are shown in 

Figure 9.7. 

 

Figure 9.7 Coded Simulation Test-bench programming levels, organization and filing. 
 

The circuit-based test-bench was built in Simulink SimpowerSystems, where the faulty 

IM is programmed as a block similar to the existing symmetrical ones in the Simulink 

Library. Among the several ways to approach the modelling of the ODE and its 

transformation to circuit analysis are: Thevenin equivalent circuit (EC), Norton EC and 

voltage behind reactance [178].  For simplicity, due to the way the faulty IM ODE was 

formulated, a Norton EC is selected. The block diagram of the Simulink block is as in 

Figure 9.8(a). In Figure 9.8(b) the three-phase Norton EC per-phase can be observed. Each 

phase consists of a current controlled source with a high value resistance in parallel. The 

voltage of the current controlled sources are fed-back to the Subsystem (ݒ௦௔, ݒ௦௕ and ݒ௦௖). 

The load torque and the fault severity factor are inputs of the subsystem (they are defined 

by the user). Inside the subsystem, a 4th order Runge-Kutta with the dynamic equations of 
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the faulty IM model are programmed to produce the outputs that will control the current 

sources plus the electromagnetic torque and speed. 

   

(a)                                                                             (b) 

Figure 9.8 (a) Simulink block of the damaged IM (b) Norton EC based Simulation Test-
bench. 

 

The coded test-bench simulation is the classical way to implement ODEs, not 

significant contribution is claimed here, howbeit, the circuit test bench software is an 

original development not available in Simulink or other similar simulation software 

platforms, to the best of the author’s knowledge. The difference of the circuit-based test-

bench respect to the coded one is that the variables (current, voltage, flux-linkage, torque 

and speed signals) have units while the in the coded test-bench all the variables are 

dimensionless data quantities. In this sense, the benefits of the circuit-based test-bench are: 

 It can be used to easily test the ITSC phenomena in an IM. 

 It can be utilized to test the damaged IM under any type of drive, i.e. pre-existing 

Simulink IM drives or any other driver in general.  
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 It can be effortlessly applied to investigate ITSC in IM with different ratings and 

parameters.  

 The impact on the educative community is that it can be utilized by non-expert 

practitioners in the area of faulty IM (such as undergraduate or master students). 

This circuit block hides the complexity of the model and it only requires a user 

configuration (see Figure 9.8(a)) in a friendly environment. 

Two simulation test-benches are built in the MatLab environment to study the transient 

and steady state regime of any IM with ITSC driven by any controller in open and/or 

closed-loop condition. The first test bench is based on pure MatLab script coding, where 

the ordinary differential equations (ODEs) of the faulty IM are solved by a 4th order Runge-

Kutta (RK) method, also programmed by us to have internal access to the integration and 

to give dynamic changes to the simulation during the processing time.  The programming 

levels, organization and filing are shown in Figure 9.7. 

 Simulation and Experimental Results 

The simulation and experimental test are performed for an 1	ܲܪ IM. Table 9-3 shows 

the nameplate ratings and parameters of the motor. For the purpose of creating the ITSC, 

8 taps were placed in the phase “a” [179], [180]. Figure 8.5 shows the experimental test 

platform. The IM shaft is mechanically coupled to a 250 W and 42	ܸ dc permanent magnet 

(PM) machine. The dc PM machine is acting as a generator with variable load. The sensor 

board is based on LEM transducers and a dSpace 1104 board is used for the control and 

condition monitoring. The motor angular speed is measured with a 1000 ppr coupled to the 

PM machine. The ௙ܴ ൌ 1	Ω and ௦ܰ ൌ 510. Nine cases of ITSC were studied and they are 

shown in Table 9-4. The first case (c1) is the healthy IM. 
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Table 9-3 Parameters and Nameplate Rating for The IM Weg. 
Param. Value Param. Value Rating Value Rating Value 

௟௦ 32.1 10ିଷܮ ܪ ܴ௦ 9.292 Ω ௥ܲ 746 W  0.8 ܨܲ

௟௥ 37.0 10ିଷܮ ܪ ܴ௥ 7.231 Ω ௥ܸ 460 V Poles 2 

ଶ݉݃ܭ ௠ 0.053ܬ ௠ 0.895 Hܮ ௥ 1.47 Aܫ ݊௥ 1730 rpm

 

Table 9-4 ITSC Test Cases for the Faulty IM 
ITSC ࢇ࢙ࡺ૛ Cases (%)ࣆ ITSC ࢇ࢙ࡺ૛ Cases (%)ࣆ

ܷହ െ ܽଵ,ଶ 6 1.08 c2 ܽଷ െ ܽସ   28 5.55 c6 

ܽଵ െ ܽଶ 14 2.68 c3 ܽଷ,ଶ െ ܽସ   42 8.25 c7 

ܷହ െ ܽଶ 20 3.98 c4 ܽଶ,ଶ െ ܽଷ,ଶ  47 9.31 c8 

ܽଵ െ ܽଶ,ଶ 24 4.70 c5 ܽଶ,ଶ െ ܽଷ  61 12.01 c9 

 

9.9.1 Simulation Results 

The simulations are divided into three parts: (1) Transient Operation of the Faulty IM 

under DTC, (2) Study of two fault severity factors under DTC and (3) Fault Detection 

Demonstration. 

9.9.1.1 Transient Operation of the Faulty IM under DTC 

Two cases of ITSC are shown: case 3 (c3) has a ߤ ൌ 2.68	% and case 9 (c9) ߤ ൌ

12.01	%. The transient (start-up) and steady-state performance are shown. The entire time 

for the test is 2 sec. The simulation integration step time is 10ିହsec. The simulation 

comprises the comparison of the estimated and actual ܶ ௘ and |ࣅs| for the two cases of study. 

Figure 9.9 presents |ࣅs| and Figure 9.10 shows ௘ܶ. The estimation problem is depicted in 
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Figure 9.9 and Figure 9.10, where the estimated values tracked and achieved the references 

( ௥ܶ௘௙ and ߣref), while the actual values do not. Case 9 presents large deviations out of the 

both hysteresis bands. The actual values of case 2 track the references, as the fault severity 

is small. Also, the double electrical frequency component is observed for c9.  

 

Figure 9.9 Estimated and actual Stator flux amplitude for the two cases of study (case 3 
and 9). Simulation Results. 

 

 

 

Figure 9.10 Estimated and actual Electromagnetic Torque the two cases of study (case 3 
and 9). Simulation Results. 
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9.9.1.2 Study of two Fault Severity Factors under DTC 

In this section, two fault severity factors (case 3 (c3) with ߤ ൌ 2.68	% and case 9 (c9) 

ߤ ൌ 12.01	%.) are examined, prior to the demonstration of the fault detector. For each 

ITSC, 8 machine operative points are investigated at different torque references (from 

௥ܶ௘௙_௜ ൌ 0.6	Nm to ௥ܶ௘௙_௙ ൌ 2	Nm in steps of 0.2	Nm).  The actual electromagnetic torque 

and actual flux-linkage (not the estimated ones) for the 8 operative points of the 2 cases are 

shown in Figure 9.11, Figure 9.12, Figure 9.13 and Figure 9.14. Figure 9.11 shows that the 

actual electromagnetic torque for case 3 follows the 8 torque references in the same fashion 

that would be the healthy IM. In Figure 9.12, which shows the same plot as before for the 

case 9, even when the actual electromagnetic torque follows the torque reference, there is 

an abnormal torque ripple due to the ITSC (for the 8 torque references), however, it is more 

evident for the ௥ܶ௘௙ ൌ 2	Nm. From the comparison of the electromagnetic torques, for the 

two cases on Figure 9.11 and Figure 9.12, it is obvious that for a small ߤ the DTC is not 

strongly affected by the ITSC, and the double frequency component coming from the 

negative sequence magnetic field is small. This double frequency component is more 

noticeable for the ௥ܶ௘௙ ൌ 2	Nm, as well. On the other hand, when ߤ reaches a level of 

12.01%, the fault severity is not considered small anymore (the fault has evolved) and the 

double torque ripples are significant. However, keep in mind Figure 9.10, which shows 

that the estimated torque is still close to the reference with not double torque ripple coming 

from the faulty behavior of the IM.  
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Figure 9.11 Actual Electromagnetic Torque for the 8 machine operative points of the case 
3. Simulation Results. 

 

Figure 9.12 Actual Electromagnetic Torque for the 8 machine operative points of the case 
9. Simulation Results. 

 

The flux-linkage magnitudes for case 3 is shown in Figure 9.13. Closer study of the flux-

linkages indicates that while the torque reference decreases, the fault effect increases. This 

detail could not be seen at 2 Nm in the previous analysis (sub-section IX-A-1).  The same 

behavior is noticed in Figure 9.14 for case 9. Nevertheless, case 9 presents bigger 

disturbances due the larger severity of the fault. 

Table 9-5 shows a numerical comparison between the dynamic behaviors of the two 

cases. The mean absolute error (MAE) is calculated for the torque between the 
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instantaneous torque reference ( ௥ܶ௘௙_௞) and the instantaneous actual electromagnetic torque 

௘ܶ_௞ and for the flux-linkage between the magnitude of the flux-linkage reference (ߣref_k) 

and magnitude of the flux-linkage (ห࢑_࢙ࣅห). As follows, the instantaneous errors are 

computed as (9.9) and MAE (9.10). 

݁௞_் ൌ
௥ܶ௘௙_௞ െ ௘ܶ_௞

݀݁ݐܴܽ ݁ݑݍݎ݋ܶ
݁௞_ఒ ൌ

௥௘௙_௞ߣ െ ห࢑_࢙ࣅห
௥௘௙_௞ߣ

 
(9.9) 

 

ܧܣܯ ൌ
1
ܰ
෍ห݁௞_௫ห

ே

௞ୀଵ

ݔ ൌ ሼܶ,  ሽߣ
(9.10)

It is observed, from Table 9-5, that the MAE torque values for the case 9 are more than 

3 time larger than the ones for the case 3. The MAE flux values are similar for both cases. 

 

Figure 9.13 Flux-linkages for the 8 machine operative points of the case 3. Simulation 
Results. 
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Figure 9.14 Flux-linkages for the 8 machine operative points of the case 9. Simulation 
Results. 

 

Table 9-5 Actual Torque and Flux MAE for the eight ITSC Test-Cases of Study at the 
eight Operational Points of the Faulty IM Driven by DTC 

MAE ߤ Case 3 Case 9
0.0286 0.1201

Variables MAE ௘ܶMAE |࢙ࣅ|MAE ௘ܶMAE |࢙ࣅ| 

Operative 
Point   ௥ܶ௘௙ 

(Nm) 

0.6 1.73 2.59 3.11 2.41 
0.8 1.75 2.28 3.33 2.49 
1.0 2.11 2.08 4.43 2.53 
1.2 2.44 1.87 5.64 2.44 
1.4 2.62 1.84 6.96 2.39 
1.6     2.90 1.79 8.50 2.31 
1.8 3.18 1.72 10.22 2.19 
2.0 3.47 1.78 12.50 2.21 

 

9.9.1.3 The Fault Detection Demonstration. 

For the study of the fault detection, 8 cases of ITSC were tested under 8 torque 

references. Thus, the off-diagonal term of the SC impedance matrix for 64 points are 

presented in Table 9-6, Figure 9.15 and Figure 9.16. In a similar fashion to the previous 

simulation results, per each fault severity factor, 8 operational points were investigated for 

variation of the torque reference from ௥ܶ௘௙_௜ ൌ 0.6	Nm to ௥ܶ௘௙_௙ ൌ 2	Nm in steps of 

0.2	Nm. In Table 9-6 and Table 9-7Table 9-7 Off-Diagonal Term of the Impedance Matrix, 
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Mechanical Speed And Electrical Frequency for the 64 ITSC Test Cases of the Faulty IM 

Driven by DTC: From 1.2 to 2 Nm, 3 variables are presented for each case: the fault 

detector (ܼ௡௣	ሺΩሻ) in magnitude and angle, the electrical frequency ( ௘݂ (Hz)) and the 

rotational mechanical speed (߱௥ (rad/sec). From the table, it can be noted that for each 

torque reference, the electrical frequency and mechanical speed have similar values (same 

operational point), however, the fault detection increases with ߤ. Figure 9.15 shows the 

locus of the off-diagonal impedance component for the 64 cases. Two characteristics can 

be recognized: (1) the spiral trend feature of the fault detector per fault severity factor in 

similar pattern as the ones presented for the DOL IM in [35]. Nonetheless, the spiral is not 

as clear in some cases due to the transient dynamics of the DTC (2) the amplitude of the 

off-diagonal impedance component separates more from the locus origin as the fault 

severity factor increases. Observing Figure 9.16, these results indicate that หܼ௡௣ห is affected 

by the ITSC severity, but not significantly by the operational point of the IM. Additionally, 

the success of the FD to the ITSC faults can be noticed. In the case of the simulation, the 

healthy off-diagonal impedance (หܼ௡௣௛ห ൌ 0) is zero, as no construction asymmetries were 

considered.  
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Table 9-6 Off-Diagonal Term of the Impedance Matrix, Mechanical Speed And Electrical 
Frequency for the 64 ITSC Test Cases of the Faulty IM Driven by DTC: From 0.6 to 1.2 

Nm 
௥ܶ௘௙ 

(Nm) 
0.6 0.8 1 1.2 

 ሺΩሻ ௘݂	௡௣ܼ ߤ
(Hz) 

߱௥ 
(rad/sec) 

ܼ௡௣ ሺΩሻ ௘݂ 
(Hz)

߱௥ 
(rad/sec)

ܼ௡௣ ሺΩሻ ௘݂ 
(Hz)

߱௥ 
(rad/sec) 

ܼ௡௣	ሺΩሻ ௘݂ 
(Hz)

߱௥(rad/sec)

0 0  264.8 0  357.6 0  445.0 0  534.5 

0.0108 
0.034∠
െ 1.99 

6.55 286.6 
0.016∠
െ 1.60

8.72 380.9 
0.003∠
െ 2.05

10.9 474.6 0.010∠	1.71 13.15 570.8 

0.0268 
0.097∠
െ 2.25 

6.5 284.7 
0.089∠
െ 2.44

8.68 379.1 
0.092∠
െ 2.45

10.83 472.2 
0.109∠
െ 2.43 

13.2 575.1 

0.0398 
0.158∠
െ 2.35 

6.47 283.0 
0.170∠
െ 2.58

8.6 377.0 
0.221∠
െ 2.61

10.8 469.7 
0.256∠
െ 2.63 

13.02 565.1 

0.0470 
0.168∠
െ 2.47 

6.42 281.7 
0.170∠
െ 2.67

8.58 375.5 
0.218∠
െ 2.75

10.7 467.7 
0.283∠
െ 2.70 

12.96 562.7 

0.0555 
0.367∠
െ 2.53 

6.38 280.0 
0.334∠
െ 2.81

8.52 373.6 
0.378∠
െ 2.72

10.75 470.8 
0.397∠
െ 2.68 

12.96 566.3 

0.0825 
0.557∠
െ 2.87 

6.25 275.1 
0.566∠
െ 3.00

8.35 365.6 
0.604∠
െ 2.90

10.4 455.3 
0.567∠
െ 2.82 

12.55 547.2 

0.0931 0.800∠2.92 6.18 271.5 0.893∠3.03 8.25 361.9 
0.874∠
െ 3.10

10.3 450.6 
0.925∠
െ 3.08 

12.41 540.6 

0.1201 1.068∠3.05 5.98 263.4 1.163∠2.88 8 351.3 1.301∠2.88 9.94 436.6 1.253∠2.94 12 524.0 

 
 
Table 9-7 Off-Diagonal Term of the Impedance Matrix, Mechanical Speed And Electrical 

Frequency for the 64 ITSC Test Cases of the Faulty IM Driven by DTC: From 1.2 to 2 
Nm 

௥ܶ௘௙ 
(Nm) 

1.4 1.6 1.8 2 

 ሺΩሻ ௘݂	௡௣ܼ ߤ
(Hz) 

߱௥ 
(rad/sec) 

ܼ௡௣ ሺΩሻ ௘݂ 
(Hz)

߱௥ 
(rad/sec)

ܼ௡௣ ሺΩሻ ௘݂ 
(Hz)

߱௥ 
(rad/sec) 

ܼ௡௣	ሺΩሻ ௘݂ 
(Hz)

߱௥ 
(rad/sec)

0 0  616.6 0  706.0 0  789.9 0  889.8 

0.0108 0.042∠2.93 15.5 668.6 
0.052∠
െ 2.26

17.82 764.0 
0.040∠
െ 1.34

20.25 860.4 0.047∠0.78 22.72 955.6 

0.0268 
0.113∠
െ 2.36 

15.55 673.9 
0.122∠
െ 2.24

17.9 770.9 
0.114∠
െ 2.29

20.3 868.5 
0.109∠
െ 2.33 

22.84 966.0 

0.0398 
0.247∠
െ 2.51 

15.3 661.6 
0.242∠
െ 2.37

17.62 758.1 
0.212∠
െ 2.35

20 855.3 
0.229∠
െ 2.46 

22.55 952.6 

0.0470 
0.298∠
െ 2.17 

15.25 659.5 
0.213∠
െ 2.42

17.5 755.1 
0.232∠
െ 2.46

19.95 852.5 
0.2347∠
െ 2.45 

22.45 950.2 

0.0555 
0.409∠
െ 2.60 

15.25 663.2 
0.419∠
െ 2.55

17.6 760.2 
0.41∠
െ 2.52

20 858.1 
0.406∠
െ 2.58 

22.5 957.3 

0.0825 0.503∠3.05 14.75 640.3 0.656∠2.89 17 734.9 
0.627∠
െ 2.69

19.3 829.5 
0.591∠
െ 2.77 

21.75 926.2 

0.0931 
0.872∠
െ 2.87 

14.56 633.3 
0.975∠
െ 2.81

16.8 726.4 
0.944∠
െ 2.86

19.07 819.8 
0.788∠
െ 2.97 

21.48 916.0 

0.1201 1.171∠3.14 14.07 612.4 
1.424∠
െ 3.11

16.2 701.0 1.042∠3.12 18.4 791.4 1.348∠3.136 20.7 883.9 
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Figure 9.15 Locus of the Off-diagonal Term of the Sequence Component Impedance 
Matrix for the 64 cases of study. Simulation Results. 

 

Figure 9.16 Simulation results of the proposed FD technique for the 64 cases of study. 
Fault detector versus number of experiments. 

 
9.9.2 Experimental Results 

The experimental results are composed of 2 parts: (1) Study of eight Fault Severity 

Factors under DTC for one operative condition and (2) Fault Detection Corroboration. For 

the experimental results, the 8 cases of fault severity factor were tested under one operative 

point ( ௥ܶ௘௙ ൌ 2	Nm) as from the simulation results is was demonstrated that the operative 
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point (torque reference) does not affect the FD. Furthermore, the torque ripple behavior of 

the experimental results is larger than the simulation ones, leading to a hiding consequence 

of the ITSC effects.  Typically, there are several reasons for which the estimated torque in 

the experimental results has higher ripple: 

- The torque ripple is being estimated and not measured in the experimental test. 

- This variable depends on the shape, geometry and position of the rotor bars in the 

IM, which are not considered in the simulated model.  

- The dc-link voltage in the experimental test presents variations with the switching 

activities and the operative point of the IM under DTC. In the simulations, the dc-

link voltage is always constant, as an infinite dc power source is considered. 

- Typically, a real IM has small asymmetries inherent to its construction. Some of 

the asymmetries are static eccentricity, different values of stator resistances per-

phase, deformation and defects in the stator windings, etc [149]. 

 

9.9.2.1 Study of eight Fault Severity Factors under DTC for one operative condition 

In Figure 9.17, the estimated electromagnetic torque is depicted for the healthy and 8 

ITSC cases of the IM driven by DTC. In the experimental results, the only available torque 

is the estimated one. The actual torque should be measured with a torque meter or a force 

meter not accessible in the lab. The increment on the torque ripple can be noted while the 

fault severity factor increases, however, the differential is not significant due to the nature 

of the signal (estimated). From the simulations, it was demonstrated that the DTC has no 

access to the faulty circulating current that creates a large double torque ripple frequency, 

as shown in Fig. 10 and 12. In [34], [180], the modelling of the faulty IM indicates that the 
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electromagnetic torque has two components: (1) the healthy torque and (2) faulty torque 

term, which is enabled by the circulating current in the faulty part of the winding.  

Therefore, the estimated torque and flux will not show the effects of the ITSC as clearly 

as the actual real values. Notice in Table 9-8, that the MAE for the estimated torque and 

flux are similar values, where no conclusion can be obtained about the faulty behavior of 

the IM.  

 

 

 

Figure 9.17 Estimated Electromagnetic Torque for the 8 cases of ITSC fault and the 
healthy IM at ௥ܶ௘௙ ൌ 2	Nm. Experimental results. 

 
Table 9-8 Estimated Torque and Flux MAE for the eight ITSC Test-Cases for the one 

operational Point ( ௥ܶ௘௙ ൌ 2	Nm) of the Faulty IM driven by DTC 
) MAE ߤ ෠ܶ௘)MAE หࣅ෠࢙ห
0 12.87 1.88 

0.0108 12.32 1.89 
0.0268 13.73 1.87 
0.0398 12.83 1.88 
0.0470 12.22 1.88 
0.0555 12.25 1.87 
0.0825 12.45 1.87 
0.0931 13.73 1.86 
0.1201 14.42 1.86 
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9.9.2.2 Fault Detection Corroboration 

For the experimental verification, 8 fault cases are studied, as in the simulation part, but 

only for one operative point of the DTC ௥ܶ௘௙ ൌ 2	Nm, as the simulation demonstrated that 

the FD technique is not affected by it. In Table 9-9, 3 variables are presented for each case: 

the fault detector (ܼ௡௣	ሺΩሻ) in magnitude and angle, the electrical frequency ( ௘݂ (Hz)) and 

the rotational mechanical speed (߱௥ (rad/sec). From the table, it can be noted that for each 

torque reference, the electrical frequency and mechanical speed have similar values (same 

operational point), however, the fault detection increases with ߤ.  

Table 9-9 Secuence Components and Off-Diagonal Term of the Impedance Matrix for the 
eight ITSC Test Cases of the Faulty IM driven by DTC at ௥ܶ௘௙ ൌ 2	Nm 

௡௣ܼ ߤ ሺΩሻ ௘݂ (Hz)߱௥ (rad/sec)

0 0.1812∠2.7827 78.88 1087.5 

0.0108 0.3325∠1.2360 78.12 1093.3 

0.0268 0.5519∠2.5925 77.20 1078.0 

0.03980.6861∠ െ 2.5001 78.73 1097.0 

0.0470 1.9924∠0.7039 73.85 1039.4 

0.05552.3123∠ െ 0.3244 73.54 1022.6 

0.0825 3.4273∠2.5778 74.00 1026.0 

0.0931 5.7418∠0.4975 69.42 967.9 

0.120111.7956∠ െ .4217 68.81 963.6 

 

Comparing simulation and experimental results from Table 9-6 and Table 9-9 at ௥ܶ௘௙ ൌ

2	Nm, the mechanical speeds are correlated, but the electrical frequency is 4 times faster 

from the experiments than from the simulations. Figure 9.18 shows the locus of the off-

diagonal impedance component for the 9 cases. The amplitude of the off-diagonal 

impedance component separates more from the locus origin as the fault severity factor 

increases, in the same way as the simulations do. Figure 9.19 shows the fault detector for 
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the healthy case and the 8 faults. Notice that the FD increases with the ߤ. In this case, the 

healthy off-diagonal impedance ܼ௡௣௛ ് 0, as the IM has construction asymmetries.  A 

comparison between the simulation and experimental results remarks a significant 

difference in absolute values of the FD but not in the trend of them. It is obvious that the 

FD has a great sensitivity and it has been able to detect incipient turn faults at least as low 

as 1.08% (the minimum ߤ  tested), which means 6 turns out of 510.  

 

Figure 9.18 Locus of the Off-diagonal Term of the Sequence Component Impedance 
Matrix for the 64 cases of study. Experimental Results. 
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Figure 9.19 Experimental results of the proposed FD technique for the 8 fault test-cases 
of study and the healthy IM at ௥ܶ௘௙ ൌ 2	Nm. Fault detector versus number of experiments. 

 

 
 Conclusion 

An online, not intrusive and robust fault detector of stator turn faults for DTC driven IM 

is presented. The fault detector is based on the continuous monitoring of the off-diagonal 

term of the SC impedance matrix. The FD is adapted to suit DTC controlled IM, where 

many hurdles were overcome for its implementation. The implementation of the FD is 

explained in detail. Two simulation test-benches were developed for initial testing of the 

FD. The simulations provide insights on the DTC functioning and the effects of the ITSC 

on it. Evidence of the signatures hiding phenomena by the closed-loop control were 

demonstrated, as well as the DTC estimation errors due to the missing terms appearing in 

the onset of the fault. Finally, experimental test results demonstrate the effectiveness, 

capabilities and sensitivity of the FD for the DTC driven IM. 

 

 

 

 

 

0 1 2 3 4 5 6 7 8 9

0

2

4

6

8

10

12

Fault Severity
Factor = 12.01%Fault Severity

Factor = 9.31%
Fault Severity
Factor = 8.25%Fault Severity

Factor = 5.55%Fault Severity
Factor = 4.70%Fault Severity

Factor = 3.98%
Fault Severity
Factor = 2.86%

Fault Severity
Factor = 1.08%



 

278 

 

 

 Introduction  

 Although power electronic drives are widespread and are used in a variety of 

applications, they are prone to several failures. As [12] notes, the two components that are 

most likely to fail in switch-mode drives are electrolytic filtering capacitors and power 

semiconductors. Among the latter, the most typical power semiconductor faults are short 

circuit-and open-circuit faults. Although most of the works in the power converter FD area 

address ac–dc or ac–ac converters, an increasing number of recent papers are focused on 

FD in dc–dc converters.  

 A detailed review of the recent literature on inverter FD is developed in [181]. Reference 

[182] notes the characteristics of each of the two main types of switch failures in inverters: 

while short-circuit fault are typically very destructive and require the adoption of actions 

to shut down the drive immediately, open-circuit faults do not necessarily lead to system 

shutdown and can remain undetected for a long time (however, such faults can lead to 

secondary faults in other converter components that can eventually lead to high repair 

costs). 

 Several recent works have addressed the FD of different faults in power electronics 

components. In this regard, the FD of IGBTs is studied in [183], [184]. In [184], the authors 

propose a new on-board CM of the aging of solder layers in IGBTs for electric vehicle 

applications, while [183] proposes an online principal component analysis  based algorithm 

for early fault detection in IGBT switches. The fault detection and degradation of other 
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components, such as MOSFETs, is studied in [185]. Despite there is a number of papers 

describing and analyzing the physics of the failure in power components as MOSFETs or 

IGBTs, there is still a lack of works proposing the use of the device features (e.g. on-state 

resistance, threshold voltage…) for on-line switch CM. This deficiency is partially due to 

the difficulty in obtaining the required signals that are often small and susceptible to 

corruption from noise [183]. 

 With the evolution of the semiconductor technology, the trend power electronic 

converters is turning its view to the new and so-called wide band gap devices such as 

Silicon Carbide (SiC) or Gallium Nitride (GaN) switching devices. Power GaN transistors 

have recently demonstrated to be excellent devices for application in power electronics. 

The high breakdown field and the superior mobility of the 2-dimensional electron gas allow 

to fabricate transistors with low resistive and switching losses that permit to increase the 

efficiency of switching mode power converters beyond 99 %. GaN-based transistors are 

currently supposed to be adopted in KW-range power converters; 650 V transistors are 

already available on the market, and 1200 V devices are currently under development. 

 During operation, GaN power transistors can reach critical conditions, especially in the 

off-state (with a high ௗܸ௦, in excess of 650 V), during hard-switching (where high current 

and voltage can be simultaneously present), and for high positive gate voltages (in the case 

of normally-off devices). This chapter reports the most recent results on the gradual and 

catastrophic degradation of GaN-based power HEMTs. The degradation mechanisms that 

take place in a GaN power HEMT can be under the following states of the device: off-state, 

on-state and semi-on state conditions. The phenomenon interested in this chapter is the off-

state. Thus, the degradation mechanisms of the HEMT under off-state are [186]: 
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1. Off-state (Degradation mode/process) 

a. Dynamic-Ron increase: the physical origin can come from: 

i.  buffer trapping, due to: 

1. Ionization of buffer acceptors. 

2. Injection of electrons from the substrate.  

ii. Or Surface trapping due to injection of electrons from gate to drain, 

due to poor passivation. 

b. Threshold Voltage shift: the physical origin can come from -

trapping/detrapping of electrons in the gate area. 

c. Time-dependent degradation: the physical origin can come from:  

i. Generation of source-drain current paths. 

ii. Short circuits between gate and channel. 

iii. Vertical (drain to substrate) breakdown. 

 These degradation phenomena appears as a consequence of high ௗܸ௦ stress on the 

HEMT. Thus, this chapter is dedicated to investigate the voltage breakdown mechanics 

that will be the commencement stage or the cause of the degradation process.  

 Breakdown Voltage Assessment of GaN HEMT Devices through Physics-

Based Modeling 

GaN HEMTs have gained a great deal of attention within the power electronics industry 

as a result of their capability of operating at higher temperatures, higher switching 

frequencies, and increased voltage. Theoretical limits lines (ݎ௢௡ െ  for lateral HEMT (ܸܤ

are better than vertical GaN devices as the mobility of the electrons in the two-dimensional 

electron gas (2DEG) is huge [187]. However, HEMTs are susceptible to surface breakdown 
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and are not easily scalable to higher voltages and currents. Thus, there is a necessity to 

investigate how the BV of the HEMT can be increased. This question can be answered by 

delving deep into the physics of the HEMT operation. Physics-based models (PBM) can 

provide us with a specialized set of tools based on the geometry, materials, and physics of 

HEMT to evaluate mechanisms that can increase the BV [188], [189]. 

 There are several BV mechanisms such as:  

 Source-drain breakdown due to short-channel effects, and/or punch-through.  

 The presence of relatively high breakdown current components at the gate, which 

can be either related to the leakage through the Schottky junction, or to surface-

related conduction.  

 Vertical breakdown, which can be due to a poor compensation of the buffer, to the 

use of a conductive substrate, and can be limited by the adoption of suitable back 

barrier or heterostructure configurations. 

 Impact ionization mechanisms, that may induce a significant increase in drain 

current due to the generation of electron–hole pairs close to the gate [190]. 

 In the last case, the BV depends on the material critical electric field (ܧ௖௥௜௧), or the field 

needed to initiate the impact ionization causing an avalanche breakdown [191]. Thus, there 

are 2 ways to avoid the BV: ensuring that the electric field (ܧ௙)	൏  ௖௥௜௧ at the operatingܧ

point of the HEMT or enlarging the drift distance. However, the drift distance is kept fixed 

as a constraint. Thus, the only solution available is to redistribute ܧ௙. From the literature 

review, there are 3 solutions to improve the BV: varying passivation material, changing 

the substrate material, and applying a field plate structure.  
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Table 10-1 GAN-FET Design Parameters and Cases of Study 
Name Value Name Value 

Substrate Thickness 13.98 μm AlGaN Composit. x  = 20% 

Source/Drain Width 1 μm   

Gate Width 3 μm Case of Study Fig. 1 - Passiv. – Subst.

Active GaN Layer Thickness 1 μm Original Fig. 1(a)-SiOଶ - Si 

AlGaN Thickness 0.02 μm Passivation Fig. 1 (a)-SiN – Si 

Doping Original Light GaN Substrate Fig. 1 (a)-SiN - GaN 

GaN Layer (Acceptor) 2	x	10ଵ଻ cmିଷ 2 x 10ଵସ cmିଷ Light Doping Fig. 1 (a)-SiN – GaN

GaN Layer (Donor) 2	x	10ଵ଺ cmିଷ 2 x 10ଵଷ cmିଷ Ge Substrate Fig. 1 (a)-SiN – Ge 

AlGaN Layer (Donor) 1	x	10ଵ଻ cmିଷ 1 x 10ଵସ cmିଷ Field Plate Fig. 1 (b)-SiN - GaN 

 

 

Figure 10.1 Schematic layer structure (a) Base (b) Field Plate. 
 

Different materials and geometric changes have been applied on a single HEMT. The 

passivation material, substrate, and doping level have been evaluated as well as the impacts 

of a FP inclusion. For each case, the BV progression and ܧ௙ distribution is discussed. A 

comparison of 6 different structures (Table 10-1) is presented. The schematic layers of 

these cases are shown in Figure 10.1 with the dimensions described in Table 10-1. Table 

10-1 indicates the structure for each case of study. For the final case shown in Figure 10.1 

(b) [188], a FP is added to reshape the ܧ௙ distribution in the channel and reduce its peak at 

the point of interest [192]. 
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10.2.1 Electric Field by FEA of all the Cases 

In this section, a detailed study of all the performed modifications are presented. The 

strucutres schematics, the true actual dimenstions, its material specfications, the drain 

current versus the drain-source voltage characteristics and the 2D electric field in the 

HEMT are presented. 

10.2.1.1 Base Structure 

The schematic of the base structure, which has not been drawn at scale is shown in 

Figure 10.1(a). The specifications of this structure are as follows:  

Characteristics of the base case: 

 Substrate material: Silicon (Si) 

 Passivation material: SiO2 

 No Field plate 

 Dimentions: as shown in Table 10-1. 

The proportional real dimentions of the base case HEMT are shown in Figure 10.2(a) 

where it is observe that the biggest region is the substrate. In Figure 10.2(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 366.5V. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.3. In this 

figure it can be observed the zones where the electric field is more intense. Two zones are 

of interest: in the vicinity of the gate and drain. However, the intensity on the gate vicinity 

is superior. A zoom of the electric field near the gate is illustrated at the top of Figure 10.3. 

In here, the right lower corner of the gate contactor indicates a spike of field. This spike is 
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the one responsible for the voltage breakdown mechanism producing a huge gate current 

that travels to the drain causing the knee point observed in Figure 10.2.  

  
Figure 10.2 (a) True dimentions of the base case HEMT (b) Drain current versus Drain-

source voltage characteristic of the base case HEMT. 

 

 
Figure 10.3 Two dimentional electric field forth the base case HEMT. 
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10.2.1.2 Changing the Passivation Layer 

The schematic of this case is the same as the base structure as in Figure 10.1(a). The 

specifications of this structure are as follows:  

 Same structure than the base 

 Substrate material: Silicon (Si) 

 Passivation material: SiN 

 No Field plate 

The proportional real dimentions of this case HEMT are shown in Figure 10.4(a). In 

Figure 10.4(b) the characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curveݒ

it is noted that the breakdown voltage starts at 384.3V. 

 

 
Figure 10.4 (a) True dimentions of the case HEMT with SiN in the passivation (b) Drain 

current versus Drain-source voltage characteristic of the case HEMT with SiN in the 

passivation. 
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The 2D electric field of the base case of the HEMT is shown in Figure 10.15. In this 

figure it can be observed the zones where the electric field is more intense, similar to the 

base case. The electric field in the vicinity of the gate is more intense. The zoom of the 

electric field at the top of Figure 10.15 shows that the right lower corner of the gate 

contactor has a spike. This spike is the one responsible for the voltage breakdown 

mechanism in the same way as the base case. The difference here is that the SiN, respect 

with SiO2, presents a better electric field critical and thus more tolerance to the breakdown 

mechanism.   

 

 
Figure 10.5 Two dimentional electric field forth the case HEMT with SiN in the 

passivation. 
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10.2.1.3 Altering the Doping Profile 

The schematic of this case is the same as the base structure as in Figure 10.1(a). The 

specifications of this structure are as follows:  

 Same structure than the base 

 Substrate material: Silicon (Si) 

 Passivation material: SiN 

 No Field plate 

Table 10-2 Doping Parameters for the GaN and AlGaN layers 

Name Value

Doping Original Light 

GaN Layer (Acceptor) 2 x 10ଵ଻ cmିଷ 2 x 10ଵସ	cmିଷ 

GaN Layer (Donor) 2 x 10ଵ଺ cmିଷ 2 x 10ଵଷ	cmିଷ 

AlGaN Layer (Donor) 1 x 10ଵ଻ cmିଷ 1 x 10ଵସ	cmିଷ 

 

 
Figure 10.6 Drain current versus Drain-source voltage characteristic of the case HEMT 

with SiN in the passivation. 
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In this subsection, the HEMT GaN and AlGaN layers have been modified. The dopin 

profile has been increased respect with the previous cases. In Table 10-2 the doping profile 

is shown. In Figure 10.6 the characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. Fromݒ

this curve it is noted that the breakdown voltage starts at 368.7V. With this study, it has 

been corroborated that the ideal case is the best one. Thus, the inclusion of impurities is the 

simulation of the true conditions, however, the desired output in this chapter is the 

maximum theoretical breakdown voltage possible.  

 
Figure 10.7 Two dimentional electric field forth the case HEMT with SiN in the 

passivation. 

 
The 2D electric field of this case is shown in Figure 10.7. In this figure it can be 

observed the zones where the electric field is more intense, similar to the previous cases. 

The electric field in the vicinity of the gate is more intense. The zoom of the electric field 
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at the top of Figure 10.7 shows that the right lower corner of the gate contactor has a spike. 

This spike is the one responsible for the voltage breakdown mechanism in the same way 

as the previous case. The difference here is that the doping profile reduce the breakdown 

voltage due to the inclusion of the impurities in the GaN and AlGaN layers, which reduce 

the mobility on the 2DEG and increase the on-resistance.   

10.2.1.4 Replacing the Subtrate with Germanium 

The schematic of this case is the same as the base structure as in Figure 10.1(a). The 

specifications of this structure are as follows:  

 Same structure than the base 

 Substrate material: Germanium (Ge) 

 Passivation material: SiN 

 No Field plate 

 
Figure 10.8 (a) True dimentions of the case HEMT with Germaium as substrate (b) Drain 

current versus Drain-source voltage characteristic of the case HEMT with Germaium as 

substrate. 
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In this subsection, the HEMT substrate have been replaced with Germanium. Figure 

10.8(a) shows the geometry of the HEMT while Figure 10.8(b) depicts its characteristic 

curve (݅ௗ െ  .ௗ௦). From this curve it is noted that the breakdown voltage starts at 353.7Vݒ

It was expected that the breadown voltage decrease as the energy band gap of the Ge is 

lower than the Si. 

 

 
Figure 10.9 Two dimentional electric field forth the case HEMT with Germaium as 

substrate. 

 
The 2D electric field of this case is shown in Figure 10.9. In the same fashion that the 

previous cases, this figure shows two zones where the electric field is more intense. The 

electric field in the vicinity of the gate is more intense. The zoom of the electric field at the 

top of Figure 10.9 shows that the right lower corner of the gate contactor has a spike. This 

spike is the one responsible for the voltage breakdown mechanism in the same way as the 

previous cases.  
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10.2.1.5 Etching of the Gallium Nitride 

The schematic of this case is the same as the base structure as in Figure 10.1(a). The 

specifications of this structure are as follows:  

 Same structure than the base 

 Substrate material: NA 

 Passivation material: SiN 

 No Field plate 

 

 
Figure 10.10 (a) True dimentions of the case HEMT with etched substrate (b) Drain 

current versus Drain-source voltage characteristic of the case HEMT with etched 

substrate 

 
In this subsection, the HEMT substrate have been etached. Figure 10.10(a) shows the 

geometry of the HEMT while Figure 10.10(b) depicts its characteristic curve (݅ௗ െ  .(ௗ௦ݒ

From this curve it is noted that the breakdown voltage starts at 769.2V. The significant 

increase of the BV due to substrate removel is explain in [193]. However, a simple 
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explanation is that now the substrate is the same GaN, which has a larger energy band gap 

value. 

The 2D electric field of this case is shown in Figure 10.11. In the same fashion that the 

previous cases, this figure shows two zones where the electric field is more intense. The 

electric field in the vicinity of the gate is more intense. The zoom of the electric field at the 

top of Figure 10.11 shows that the right lower corner of the gate contactor has a spike. This 

spike is the one responsible for the voltage breakdown mechanism in the same way as the 

previous cases. From this figure it is observed that the intense point is spread. 

  

 
Figure 10.11 Two dimentional electric field forth the case HEMT with etched substrate. 

 
10.2.1.6 Applying Field Plate Contact 

The schematic of this case is shown in Figure 10.1(b). The specifications of this 

structure are as follows:  
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 Substrate material: NA 

 Passivation material: SiN 

 Field plate inclusion 

 
Figure 10.12 (a) True dimentions of the case HEMT with Field plate (b) Drain current 

versus Drain-source voltage characteristic of the case HEMT with Field plate. 

 
In this subsection, a field plate has been included over the gate of the HEMT. This field 

plate has been contected to the source voltage (ground). Figure 10.12(a) shows the 

geometry of the HEMT while Figure 10.12(b) depicts its characteristic curve (݅ௗ െ  .(ௗ௦ݒ

From this curve it is noted that the breakdown voltage starts at 1092.1V. The significant 

increase of the BV due to inclusion of the field plate is well-known as it shift the Electric 

Peak field in the gate to the field plate that is actually above the passivation layer. The 

passivation layer has a large voltage breakdown standing larger voltages than the GaN and 

AlGaN layers. 

The 2D electric field of this case is shown in Figure 10.13. In the different fashion that 

the previous cases, this figure shows one zone where the electric field is more intense (in 
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the vicinity of the gate). The zoom of the electric field at the top of Figure 10.13 shows that 

the right lower corner of the FP contactor has a spike. This spike is the one responsible for 

the voltage breakdown mechanism in the same way as the previous cases. Notice that the 

intense peak at the bottom of the gate has disappeared. 

 
Figure 10.13 Two dimentional electric field forth the case HEMT with Field plate 

 
10.2.2 Comparative Results Analysis of GaN HEMT 

Results of the BV progression at ݒ௚ ൌ 0	V and ܧ௙ distribution at 2 heights (ݕଶ ൌ

ସݕ  and	mߤ	0.721 ൌ  m) are shown in Figure 10.14 and Figure 10.15 where the BVߤ	1.02

is defined as the maximum slope of the I-V curve. Notice that changing the passivation 

from silicon dioxide (SiO2) to silicon nitride (SiN) has a small positive effect on the BV 

and ܧ௙௠௔௫ (Figure 10.14(a) and Table 10-3), thus SiN is kept as the insulator. The next 

change is the removal of the Si substrate by etching. This results in a huge increase in the 

BV. This is an expected result as mentioned in [193]. The 4th case is the study of a doping 



 

295 

 

variation as stated in Table 10-1 (Light doping). In this case, the variation is not favorable, 

presenting one of the smallest BV and largest ܧ௙௠௔௫ (Figure 10.14(a) and Table 10-3). 

Next, another change of the substrate from Si to germanium (Ge) in the base HEMT also 

was not positive. Finally, the addition of a FP to the current best case (Si substrate removal) 

yields the best results as it distributes the ܧ௙ (Figure 10.15) in a way that does not allow an 

early BV. Figure 10.14(b) demonstrates that the origin of the BV for the FP case is a drain-

source sub-threshold leakage [190]. In Figure 10.15 the ܧ௙ distribution along the ݔ axis is 

presented at ݕଶ and ݕସ which correspond to the surface of the device and the 2DEG channel, 

respectively, for all cases of study. Distance ݕଶ is the height where the ܧ௙௠௔௫ appears for 

the FP case and ݕସ is where the  ܧ௙௠௔௫ appears for the remaining cases. For a fair 

comparison, Figure 10.15 is performed at the lowest BV for all structures which occurs in 

Ge substrate case (353.7 V). For each case, the drain voltage is as indicated in Table 10-3 

which is approximately equal to the Ge BV. Thus, from Figure 10.15 (a) and Table 10-3, 

it can be noted that as ܧ௙௠௔௫ decreases the BV increases in all the cases (as expected). 

However, ܧ௙௠௔௫ is the highest for the FP device which appears to be contradictory. This 

can be explained noticing that this ܧ௙௠௔௫ is located at ݔ ൌ  m which is at the end ofߤ	0.5

the FP contact and separated from the 2DEG by the passivation layer (SiN insulator) with 

very high dielectric strength of 10MV/cm. From Figure 10.15(b), which corresponds to the 

cross section along the 2DEG, it is clear that the ܧ௙௠௔௫ of the FP is the minimum. 

10.2.3 Analysis of the Field Plate Case 

For the final FP case, the ܧ௙ distribution along the ݔ-direction at different heights (at 

ௗܸ௦ ൌ ܸܤ ൌ 1092.1	V) is shown in Figure 10.16 and also as a 2D map in Figure 10.17. 
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Figure 10.16 shows the key advantage of the FP layout as it redistributes the field and 

relocates the peak electric field along the ݔ and ݕ plane keeping it below the critical value 

and hence increasing the BV. The same behavior is more clearly observed in Figure 

10.17(a) and (b). It is shown that the highest field strength is present right at the corner of 

the FP-SiN interface on the drain side of the gate, where a field of 20.7 MV/cm is 

experienced.  

Table 10-3 BV and Maximum E Field for all Cases at 2 Heights 

 Original Passivation
Light 

Doping

Ge 

Substrate 

GaN 

Substrate 

Field 

Plate 

 ௬మሺMV/cmሻ  8.02 7.07 6.83 7.23 8.08 20.7	௙௠௔௫ܧ

BV (V) 366.5 384.3 368.7 353.7 769.2 1092.1

ௗܸ௦ (V) 354.6 351.9 354.4 353.7 354.3 350.5 

  7.35 6.17 6.67 7.15 4.41 4.21		௬రሺMV/cmሻ	௙௠௔௫ܧ

 

 
Figure 10.14 (a) BV curves for all cases of study (b) Drain, source and gate currents for 

the FP case 
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Figure 10.15 E field distribution along x axis at (a)  y_2=0.721 μm  (b) y_4=1.02 μm 

 

 

 

Figure 10.16 E field distribution along the x axis at 4 y distances for the FP case. 
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Figure 10.17 2D electric field distribution for the case of the FP. 

 

 

 Field-Plate Length Variation on GaN Devices for BV and On-Resistance 

Characterization 

Single heterojunction field effect transistors (SHFETs) have gathered great attention due 

to the fact that they can operate higher in temperature, switching frequencies, and voltage, 

within minimum volumetric dimensions. This miniaturization is enabled by their wide 

band-gap characteristic, and by higher performance and a lower figure of merit (ܯܱܨ ൌ

ܴௗ௦ሺ௢௡ሻ[194] (ீܳݔ. The most famous single heterojunction is the AlGaN/GaN, which 

renders a two-dimensional electron gas (2DEG) layer [187] with very low on-resistance 

(ܴௗ௦ሺ௢௡ሻ) as compared to silicon. However, GaN devices have to overcome some hurdles 

(a) 

(b) 
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before they can completely replace silicon including: cost-reduction in their fabrication, 

their susceptibility to the surface breakdown, their scalability to higher power and their 

reliability.  

Therefore, there is a necessity to investigate strategies to improve the performance of 

GaN SHFET by increasing its BV, reducing the FOM and augmenting its reliability. Three 

solutions have been suggested in literature in an effort to improve the these characteristics 

and mainly the BV: 1) a variation of the passivation material, 2) changing the substrate 

material, and 3) the application of a FP on either the source or gate [195]. The purpose of 

this work is to investigate a FP inclusion on the gate conductor. A variation of the FP length 

is performed to determine the optimum length, as well as to study its on-resistance. 

In this work, a depletion-mode device is used because of its simplicity and the findings 

for this type of transistor can be extended to the enhancement-mode device without major 

complications. The dimensions and material properties used are provided in Table 10-4 

[196], [197]. The device simulation is performed using commercial Silvaco software for 

the Finite Element Analysis. The structure schematic is shown in Figure 10.18. 

Table 10-4 GAN-FET Design Parameters and Cases of Study 
Name Value Name Value 

Source – to – Gate Distance 1.70 μm Si Substrate Thickness 2.98 μm 

Gate – to – Drain Distance 6.60 μm GaN Layer Thickness 1.00 μm 

Source/Drain Length 1.00 μm AlGaN Layer Thickness 0.02 μm 

Gate Width 3.00 μm AlGaN Composition x  = 20% 
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Figure 10.18 Schematic layer structure (a) Gate FP (G-FP) (b) Varying the G-FP. 

 
10.3.1 Analysis of FP Length on GaN Performance 

 The FP is placed directly atop of the gate, stretching toward the drain with a length of 

 m stepsߤ	m, beginning from the center of the gate. The length is then increased in 0.5ߤ	0.6

until it approaches closer to the drain. For each step, the GaN device is swept in off-state 

௚ݒ) ൌ െ2V), where the I-V characteristic curve for each case is shown in Figure 10.19. 

Figure 10.19 suggests the FP length modulation has only a minor impact on the BV. 

However, to more clearly demonstrate the progression of the BV versus the FP width, the 

BV is calculated by pinpointing the voltage, where the I-V slope is at its maximum. Figure 

10.20 reveals that despite the fact all I-V curves appear similar, there are minute differences 

in where the breakdown occurs. Initially, an increase in the FP length results in an increase 

of the BV, approaching a maximum value at 3.1	ߤm. Following this point, the BV slowly 

begins to fall, until a drop of 20 V occurs after the length exceeds 4	ߤm. Some fluctuations 

occur past this point, until a collapse occurs following 5	ߤm, as only a small isolation gap 

remains between the FP and drain contacts after this point. 

To gain a better insight into the performance associated with each case, an electric field 

 ଵݕ .analysis was conducted at two important heights across the length of the structure (௙ܧ)
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corresponds to the surface of the device (0.721	ߤm) and ݕଶ corresponds to the 2DEG 

channel (1.020	ߤm) as shown in Figure 10.18(b). For each case, the maximum ܧ௙ at each 

height is summarized in Table 10-5. Table 10-5 reveals a desirable range for the device 

operation, where the FP length is between 1.1	ߤm to 3.1	ߤm. The lowest ܧ௙ peaks are 

observed in ݕଶ. This is particularly of interest, because the breakdown typically occurs near 

or along the 2DEG. As the FP width increases, initially ܧ௙௠௔௫	௬భ and ܧ௙௠௔௫	௬మ are inversely 

correlated until 4.1	ߤm, where both peaks rapidly increase. Based on our definition, the 

best BV occurs with a FP width of 3.1	ߤm. 

 
Figure 10.19 Characteristic Curves for all Cases. 

 

 
Figure 10.20 Breakdown Voltage versus the Gate-FP Width. 
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Table 10-5 BV and Maximum E Field for all Cases at 2 Heights 
.ሻ ૙࢓ࣆሺ	ࡼࡲࡸ ૟ 1.1 1.6 2.1 2.6 3.1 3.6 4.1	 4.6	 5.1

BV (V) 855.6 853.4 854.5 859.9 861.0 861.5 858.9 838.3 839.6 840.1

௬భሺMV/cmሻ 13.07	௙௠௔௫ܧ 15.36 14.03 12.96 9.83 8.22 8.91 9.88 10.78 21.31

 12.20		௬మሺMV/cmሻ	௙௠௔௫ܧ 9.89 9.79 9.93 10.04 10.74 12.18 13.87 15.77 21.54

ܴௗ௦ሺ௢௡ሻሺμΩ/cmଶሻ 22.17 - - - - 22.34 - - - 22.33

 

10.3.2 Closer Analysis of Three Cases  

A deeper analysis has been conducted for three important cases in particular: the shortest 

 FP width. For these cases, new I-V (mߤ	5.1) and longest ,(mߤ	3.1) optimal ,(mߤ	0.6)

characteristic curves were generated with the device under on-state (ݒ௚ ൌ 0	V) with a drain 

voltage of 10 V, where the ܴௗ௦ሺ௢௡ሻ of the device was taken. An area factor (AF) was used 

to generate a normalized resistance based on the area of the device. As can be seen from 

Table 10-5, all three values produce similar performance. The electric field distribution 

across each of the three structures is shown in Figure 10.21 and as a 2D map in Figure 

10.22. In the 0.6	ߤm case, the FP width is too small, thus the peak is not well-distributed, 

resulting in concentrations at the edge of the gate facing the drain. Once the FP width 

increases to 3.1	ߤm, the peak field is distributed and a wide isolation to the drain results in 

the lowest value. For the final case of 5.1	ߤm, although the peak is widely distributed, its 

proximity to the drain results in a higher bias across most of the device as well as significant 

increases in the peaks along both ݕଵ and ݕଶ. 
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Figure 10.21 ܧ௙ distribution along the x axis at 2 y distances for the FP case. Simulation 

performed at ௗܸ௦ ൌ 853ܸ. 

 

 

 Breakdown Voltage Improvement and Analysis of GaN HEMTs through Field 

Plate Inclusion and Substrate Removal 

 Transistors based on GaN material are extremely promising devices in the area of 

microwave circuits and power systems because its material properties such as high peak 

electron velocity, saturation velocity and thermal stability. Theoretical ݎ௢௡ െ  limits for ܸܤ

lateral HEMT are better than Vertical GaN (VGaN) devices as the mobility of electrons in 

the two-dimensional electron gas (2-DEG) is higher than the mobility in the VGaN [187]. 

Notwithstanding, HEMTs are sensitive to surface breakdown and are not easy to scale to 

higher power. Therefore, there is a need to study the breakdown voltage (BV) mechanism 

of the HEMT and investigate strategies to increase it. The BV mechanisms are: source-

drain breakdown (punch-through), gate-drain breakdown (leakage through the Schottky 

diode), vertical breakdown (poor compensation of the buffer layer) and impact ionization 
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(an electron-hole pair generation close to the gate) [190]. The latter depends on the critical 

electric field (ܧ௖௥௜௧) of the material, or the field strength required to initiate impact ionization 

causing an avalanche breakdown [191].  

         
 

 
 

 
 

 
Figure 10.22 2D ܧ௙ Distribution at ௗܸ௦ ൌ 853ܸ (a) schematic (b) shortest ܮி௉ ൌ  mߤ	0.6

(c) optimal ܮி௉ ൌ ி௉ܮ m (d) longestߤ	3.1 ൌ  .mߤ	5.1

 
There are 2 ways to avoid the BV: ensuring that the electric field is smaller than the 

material ܧ௖௥௜௧ at the operating point of the HEMT or enlarging the drift distance (ܮ௚ௗ). The 
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drift distance is held constant as a constraint, thus, the only solution available is to 

redistribute the electric field (ܧ௙). Three solutions have been suggested in literature in an 

effort to improve the BV: a variation of the passivation material, changing the substrate 

material, and the application of a field plate (FP) structure on either the source or gate 

[195].  

 The use of the FP in GaN-based heterostructure field-effect transistors (HFET) enhances 

both dc and microwave performance by improving the parameters such as [198]: 

- Breakdown voltage  

- Current voltage swing 

- Linearity 

- Efficiency 

- Stability 

- Reliability 

 And suppressing phenomena, namely:  

- surface trap effects  

- Current collapse 

- Gate leakage 

- Dc-to-RF dispersion. 

 The electric field in the HFET channel peaks at the gate edge, which serves as a vortex 

for the electric field streamlines. A FP causes another electric field peak at its edge dividing 

most of the voltage drop between the two peaks and thus reducing the maximum electric 

field. As shown in [199] this reduction can be further enhanced by using multiple FPs. It 

is found that significantly higher BV can be achieved by raising the dielectric constant (ߝ௜) 



 

306 

 

of the insulator beneath the FP. Also the BV is dependent of the 2-DEG concentration (݊௦) 

[200].  

 Different BV improvement if found in reference [193]. It proposed the etching of the 

silicon (Si) substrate which resulted in a significant increase in the BV. Following these 

two ideas: substrate removal and FP addition, we propose to study the progressive etching 

of the Si substrate to obtain the optimum Si thickness that results in a higher BV. 

Subsequently, a FP inclusion investigation is conducted with diverse structures.  An initial 

theoretical study of the FP effects and its modelling is performed continuing with the 

subsequent research for different FP configurations. 

10.4.1 Field Plate Effects and Modelling  

10.4.1.1 Field Plate Effects 

 A general structure of the FP is shown in Figure 10.23. The specific geometrical 

parameters and material variables crucial for the FP analysis are [200]: 

- Field plate length (ܮி௉) 

- Insulator thickness (ݐ௜) 

- Gate-drain separation (ܮௗ௚) 

- Channel electron concentration (݊௦) 

- Insulator dielectric constant (ߝ௜) 
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Figure 10.23 Cross-section of the HEMT with a Field Plate (FP-HEMT). 

 Without a FP the breakdown field distribution along the 2-DEG over ܮௗ௚ is confined 

over a small distance from the gate edge [200]. So, a high field is reach even for small 

values of ௗܸ. Inclusion of FP reduces and spread the field along the 2DEG. It is possible to 

predict qualitatively several important trends in the behavior of FP-HEMT as a function of 

these 5 variable aforementioned. 

1. Maximum BV is obtained for an optimum ݐ௜. For large ݐ௜ the FP effect vanishes 

and for ݐ௜ ൌ 0 the same response is obtained. Optimal ݐ௜ is in between. 
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2. Optimum ݐ௜ will increase with the increase of ߝ௜ because the electric field is 

influence by the capacitance action of the FP. 

3. Optimum ݐ௜ reduce with increase of ݊௦ on account of the same capacitive action. 

4. The BV will decrease with the increase of ݊௦. 

5. The BV will not increase for increase ܮி௉ beyond certain point. This is because the 

field distribution along the 2-DEG consist on two triangular lobes with peaks near 

the gate edge and the FP edge (see Fig. 1). 

10.4.1.2 Theoretical Model of HEMT with Field Plate  

 A simple model of the complex charge distribution within the AlGaN donor layer 

determining ݊௦ is proposed in  [200]. The components of the charge distribution are as 

shown in Figure 10.24(a), the polarization dipole charge, ݊௣ା and ݊௣ି, at opposite faces 

of the donor layer, the insulator-donor layer interface charge,  ݊௧௜, and the ionized 

unintentional doping change, ݊ௗ, all per cmଶ. Hence the donor layer charge distribution is 

equivalent to a single positive sheet change located along the heterojunction (see Figure 

10.24(b)). The sheet concentration ݊௙ is the algebraic sum of the donor layer charges and 

so, equals to ݊௦. Note that ݊௙is sensitive to charges ݊௧௜. 

 A more accurate but complex model of the charge distribution is presented in [201]. In 

fact, in the reference, it is proposed the electrostatic potential of the total AlGaN layer as: 

߶஺௟ீ௔ேሺݕሻ ൌ ቀ
௉ೞ೛ಲ೗ಸೌಿି௉ೞ೛ಸೌಿ

ఌ
൅ ௫௫ߛߦ2 െ

௤௡ೞ
ఌ
ቁ ሺݕሻ    (10.1)

where ൌ ஺௟ீ௔ேߝ ൅
௘యయమ

஼యయ
ߦ ,  ൌ ௘యభି௘యయ஼భయ

ఌ஼యయ
௫௫ߛ ௫௫ is a strain constant defined asߛ , ൌ

௔ಸೌಿି௔ಲ೗ಸೌಿ
௔ಲ೗ಸೌಿ

 and remaining parameters are summarized in Table 10-6. 
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Figure 10.24 Illustration of the modelling (a) actual complex picture of the charges in the 
AlGaN layer (b) Simplified model of (a). 

 
Table 10-6 Polarization Parameters for the Electrostatic Potential on AlGaN Devices. 

Variable Description 

௦ܲ௣஺௟ீ௔ேሺ݉ሻ ൌ െ0.052݉ െ 0.029 C/m2 Spont. pol. AlGaN 

௦ܲ௣ீ௔ே ൌ െ0.029 C/m2 Spont. pol. GaN 

ܽீ௔ே ൌ 3.189 Հ Lattice constant 

ܽ஺௟ீ௔ேሺ݉ሻ ൌ െ0.77݉ ൅ 3.189 Հ Lattice constant 

݁ଷଵሺ݉ሻ ൌ െ0.11݉ െ 0.49 C/m2 Piezoelectric cons. 

݁ଷଷሺ݉ሻ ൌ 0.73݉ ൅ 0.73 C/m2 Piezoelectric cons. 

ଷଵሺ݉ሻܥ ൌ 5݉ െ 103 GPa Elastic constant 

ଷଷሺ݉ሻܥ ൌ െ32݉ ൅ 405 GPa Elastic constant 

 

 Now, the Fig. 1 illustrates a cross-section of the HEMT structure with a FP, passivated 

with SiN in order to reduce the traps. The field plate is deposited like a second gate 

electrode above the passivation layer. This study follows [192], however some 

inconsistences are found which did not let to finish the analytical investigation. Here we 

establish the formulation of the problem for a future resolution. The origin of the 
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coordinates are placed in the surface of the AlGaN (see Figure 10.23) with a FP length of 

ଵܮ ൌ ௘௙௙ܮ ଶ, the effective length of the insulator layer is thenܮ ி௉, insulator length ofܮ ൌ

ଶܮ െ  ଵ, the applied drain voltage is ௗܸ, the total thickness of the AlGaN material layer isܮ

்݀ and the thickness of the insulator is ݐ௜. Assuming a linear distribution of the potential 

along the insulator, we can write [202]: 

߮௙ሺݔሻ ൌ ൞

0 ݔ ൑ ଵܮ
௏೏ሺ௫ି௅భሻ

௅೐೑೑
ଵܮ ൑ ݔ ൑ ଶܮ

ௗܸ ݔ ൒ ଶܮ

    (10.2)

where ߮௙ሺݔሻ represents the potential distribution along the insulator. The potential 

distribution in the semiconductor AlGaN ߶ሺݔ,  ሻ must satisfy Poisson’s equation as inݕ

(10.3). 

డమథሺ௫,௬ሻ

డ௫మ
൅ డమథሺ௫,௬ሻ

డ௬మ
ൌ െ ௤௡ೞ

ఌಲ೗ಸೌಿ
    (10.3)

 Assuming that the drain region of the structure is complete depleted at the breakdown, 

the potential function ߶ሺݔ,  ሻ can be approximated [192], [202], [203] by the expressionݕ

as in (10.4) for the 2D distribution as a parabolic approximation. 

߶ሺݔ, ሻݕ ൌ ߶଴ሺݔሻ ൅ ߶ଵሺݔሻݕ ൅ ߶ଶሺݔሻݕଶ ൅ ߶஺௟ீ௔ேሺݕሻ (10.4)

where the coefficients ߶଴ሺݔሻ, ߶ଵሺݔሻ and ߶ଶሺݔሻ are functions only of x. These coefficients 

are determined by the boundary conditions as follows: 

,ݔ௬ሺܧ 0ሻ ൌ െ
߲߶ሺݔ, ሻݕ
ݕ߲

ฬ
௬ୀ଴

ൌ ݇
߮௙ሺݔሻ െ ߶௙ሺݔሻ

௜ݐ
 (10.5)
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߶ሺݔ, ்݀ሻ ൌ ߶௖ሺݔሻ (10.6)

where ݇ ൌ  ሻ is the potential distribution along he two dimensional electronݔ஺௟ீ௔ே, ߶௖ሺߝ/௜ߝ

gas channel, ߶௙ሺݔሻ is the potential distribution along the AlGaN surface. 

 At ݕ ൌ 0, ߶ሺݔ, 0ሻ ൌ ߶଴ሺݔሻ ൌ ߶௙ሺݔሻ from Figure 10.23. From (10.5) it results: 

߶ଵሺݔሻ ൌ െ݇
߮௙ሺݔሻ െ ߶௙ሺݔሻ

௜ݐ
൅
߲߶஺௟ீ௔ே
ݕ߲

 (10.7)

From (10.6) it is obtained ߶ଶሺݔሻ as: 

߶ଶሺݔሻ ൌ
1

்݀
ଶ ቀ߶௖ሺݔሻ െ ߶௙ሺݔሻ െ ߶ଵሺݔሻ்݀ െ ߶஺௟ீ௔ேሺ்݀ሻቁ (10.8)

 Introducing ߶଴ሺݔሻ, ߶ଵሺݔሻ and ߶ଶሺݔሻ back to (10.4) and solving Poisson’s equation, it 

results two ordinary differential equations (ODE) to find the 2D potential distribution. 

10.4.2 Cases of Study and Simulation Results 

 Two investigations are proposed in this article: (1) Varying of the thickness of the silicon 

substrate (2) Field plate inclusion. In general there are two types of FP: source FP (S-FP) 

and gate FP (G-FP). Two different S-FP are studied as shown in Figure 10.25(b) and (c). 

The studies performed in this article are based on physics based model (PBM) simulated 

on Silvaco which can provide us with a specialized set of tools to evaluate mechanisms 

that can increase the BV [188], [189].  A comparative analysis is carry among all these 

cases:  

- Original (base case) – Figure 10.25 (a) 

- Optimal substrate – Figure 10.25 (a) 

- FP1 (S-FP) with SiO2 passivation – Figure 10.25 (b) 
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- FP1 (S-FP) with SiN passivation – Figure 10.25 (b) 

- FP2 (S-FP) with SiN passivation – Figure 10.25 (c) 

- FP3 (G-FP) with SiN passivation – Figure 10.25 (d) 

 

Figure 10.25 Schematic layer structure (a) Base (b) S-FP1 (c) S-FP2 and (d) G-FP3. 

 
10.4.2.1 Varying Thickness of the Silicon Substrate  

 In the first study, multiple etching depths of the Si substrate are performed in the 

structure shown in Figure 10.25(a). Dimensions of the HEMT under study are as shown in 

Table 10-7, where initially a silicon dioxide (SiO2) passivation layer is used as well as a 

13.98 µm Si substrate thickness. This thickness is then reduced in 1 µm steps terminating 

at 0.98 µm where the BV progression is shown in Figure 10.26. From this study, the 

optimum substrate is identified to be is 2.98 µm and is used for each of the FP cases. The 

BV on Figure 10.26 are calculated by developing the I-V characteristic curve for each of 

the etched cases by finding their maximum slope. The HEMT is swept in off-state (ݒ௚ ൌ

െ2V). 
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Table 10-7 GaN-FET Design Parameters and Cases of Study 
Name Value Name Value 

GaNFET 

Thickness 

Initial: 16.00 μm 

Optimized: 5.00 μm
Total Width 11.00 μm 

Substrate  

Thickness 

Initial: 13.98 μm 

Optimized: 2.98 μm
AlGaN Composition x  = 20% 

 ௚ௗ 6.90 μmܮ ௦ 1.00 μmܮ

 ௦௚ܮ 1.70 μm ܮ௘௙௙ 5.50 μm 

 ௗ 1.00 μmܮ ௙௣ 1.40 μmܮ

݀௧ 0.02 μm ݀ீ௔ே 0.98 μm 

 ௗ 8.82ߝ ௚ 0.70 μmܮ

ௗܰ 0 (ideal) ܮଵ 0.50 μm 

 ௜ 0.30 μmݐ ଶ 6.00 μmܮ

Meshing 

Elements 

Initial: 55552  

Optimized: 51520
 ௧௜ߝ 7.50 

 

Table 10-7 provides all the geometrical and material parameters for the performed 
simulations. 

 

 

Figure 10.26 BV against the Si substrate thickness for the etching reduction. 

 
10.4.3 Detailed Study of all the Cases  

In this chapter it is investigated 5 cases of study. The structures of the schematics are 

shown in  Figure 10.25. The details of all the cases are as follows: 
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10.4.3.1 Base Case 

The schematic of the base structure, which has not been drawn at scale is shown in 

Figure 10.25(a). The specifications of this structure are as follows:  

Characteristics of the base case: 

 Substrate material: Silicon (Si) 

 Passivation material: SiO2 

 No Field plate 

 Dimentions: as shown in Table 10-7. 

 
Figure 10.27 (a) True dimentions of the base case HEMT (b) Drain current versus Drain-

source voltage characteristic of the base case HEMT. 

 
The proportional real dimentions of the base case HEMT are shown in Figure 10.27(a) 

where it is observe that the biggest region is the substrate. In Figure 10.27(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ
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breakdown voltage starts at 610.9V in this new definition. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.28. In this 

figure it can be observed the zones where the electric field is more intense. Two zones are 

of interest: in the vicinity of the gate and drain. However, the intensity on the gate vicinity 

is superior. A zoom of the electric field near the gate is illustrated at the top of Figure 10.28. 

In here, the right lower corner of the gate contactor indicates a spike of field. This spike is 

the one responsible for the voltage breakdown mechanism producing a huge gate current 

that travels to the drain.  

 

 
Figure 10.28 Two dimentional electric field forth the base case HEMT. 

 
10.4.3.2 Optimum Substrate 

The schematic of the HEMT structure with optimum substrate is the same as the base 

case on Figure 10.25(a). The specifications of this structure are as follows:  

 Substrate material: Silicon (Si) Optimum 
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 Passivation material: SiO2 

 No Field plate 

 Dimentions: as shown in Table 10-7. 

      
Figure 10.29 (a) True dimentions of the HEMT with optimum substrate (b) Drain current 

versus Drain-source voltage characteristic of the HEMT optimum substrate. 

 
The proportional real dimentions of this HEMT case are shown in Figure 10.29(a) 

where it is observe that the the substrate has been etched. In Figure 10.29(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 836.48V in this new definition. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.30. In this 

figure it can be observed two zones where the electric field is more intense. The intensity 

on the gate’s vicinity is superior. A zoom of the electric field near the gate is illustrated at 

the top of Figure 10.30. In here, the right lower corner of the gate contactor indicates a 

spike of field.  
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Figure 10.30 Two dimentional electric field forth the HEMT optimum substrate. 

 
10.4.3.3 Source Field Plate 1 

The schematic of the HEMT structure with source field plate 1 is shown in Figure 

10.25(b). The specifications of this structure are as follows:  

 Substrate material: Silicon (Si) Optimum 

 Passivation material: SiO2 

 Field plate: Source FP1 

 Dimentions: as shown in Table 10-7. 
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Figure 10.31 (a) True dimentions of the HEMT with Source FP1 (b) Drain current versus 

Drain-source voltage characteristic of the HEMT Source FP1. 

 

 
The proportional real dimentions of this HEMT case are shown in Figure 10.31(a) 

where it is observe that the the substrate has been etched. In Figure 10.31(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 866.65V. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.32. In this 

figure it can be observed two zones where the electric field is more intense. The intensity 

on the gate’s vicinity is superior. A zoom of the electric field near the gate is illustrated at 

the top of Figure 10.32. In here, the right lower corner of the field plate contactor indicates 

a spike of field. In this case, the same situation as explained before in Sub-Section 10.2.1.6. 
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Figure 10.32 Two dimentional electric field forth the HEMT Source FP1. 

 
10.4.3.4 Source Field Plate 1 with SiN Insulator 

The schematic of the HEMT structure with source field plate 1 and SiN insulator is 

shown in Figure 10.25(b). The specifications of this structure are as follows:  

 Substrate material: Silicon (Si) Optimum 

 Passivation material: SiN 

 Field plate: Source FP1 

 Dimentions: as shown in Table 10-7. 

The proportional real dimentions of this HEMT case are shown in Figure 10.33(a) 

where it is observe that the the substrate has been etched. In Figure 10.33(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 880.63V. 



 

320 

 

 
Figure 10.33 (a) True dimentions of the HEMT with Source FP1 and SiN insulator (b) 

Drain current versus Drain-source voltage characteristic of the HEMT Source FP1 and 

SiN insulator. 

 

 
Figure 10.34 Two dimentional electric field forth the HEMT Source FP1 and SiN 

insulator. 
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The 2D electric field of the base case of the HEMT is shown in Figure 10.34. In this 

figure it can be observed two zones where the electric field is more intense. The intensity 

on the gate’s vicinity is superior. A zoom of the electric field near the gate is illustrated at 

the top of Figure 10.34. In here, the right lower corner of the field plate contactor indicates 

a spike of field. In this case, the same situation as explained before in Sub-Section 10.2.1.6. 

10.4.3.5 Source Field Plate 2 with SiN Insulator 

The schematic of the HEMT structure with source field plate 2 and SiN insulator is 

shown in Figure 10.25(b). The specifications of this structure are as follows:  

 Substrate material: Silicon (Si) Optimum 

 Passivation material: SiN 

 Field plate: Source FP2 

 Dimentions: as shown in Table 10-7. 

 
Figure 10.35 (a) True dimentions of the HEMT with S-FP2 and SiN insulator (b) Drain 

current versus Drain-source voltage characteristic of the HEMT S-FP2 and SiN insulator. 
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Figure 10.36 Two dimentional electric field forth the HEMT Source FP2 and SiN 

insulator. 
 

The proportional real dimentions of this HEMT case are shown in Figure 10.35(a) 

where it is observe that the the substrate has been etched. In Figure 10.35(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 875.41V. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.36. In this 

figure it can be observed two zones where the electric field is more intense. The intensity 

on the gate’s vicinity is superior. A zoom of the electric field near the gate is illustrated at 

the top of Figure 10.36. In here, the right lower corner of the field plate contactor indicates 

a spike of field. In this case, the same situation as explained before in Sub-Section 10.2.1.6. 
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10.4.3.6 Source Field Plate 3 with SiN Insulator 

The schematic of the HEMT structure with source field plate 3 and SiN insulator is 

shown in Figure 10.25(b). The specifications of this structure are as follows:  

 Substrate material: Silicon (Si) Optimum 

 Passivation material: SiN 

 Field plate: Source FP3 

 Dimentions: as shown in Table 10-7. 

 

 
Figure 10.37 (a) True dimentions of the HEMT with Source FP3 and SiN insulator (b) 

Drain current versus Drain-source voltage characteristic of the HEMT Source FP3 and 

SiN insulator. 
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Figure 10.38 Two dimentional electric field forth the HEMT Source FP3 and SiN 

insulator. 

 
The proportional real dimentions of this HEMT case are shown in Figure 10.37(a) 

where it is observe that the the substrate has been etched. In Figure 10.37(b) the 

characteristic curve (݅ௗ െ  ௗ௦) of the HEMT is plotted. From this curve it is noted that theݒ

breakdown voltage starts at 880.60V. 

The 2D electric field of the base case of the HEMT is shown in Figure 10.38. In this 

figure it can be observed two zones where the electric field is more intense. The intensity 

on the gate’s vicinity is superior. A zoom of the electric field near the gate is illustrated at 

the top of Figure 10.38. In here, the right lower corner of the field plate contactor indicates 

a spike of field. In this case, the same situation as explained before in Sub-Section 10.2.1.6. 
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10.4.4 Comparative Results among all Studied Cases  

The structure in Figure 10.25(a) is then modified to evaluate the BV performance with 

the application of different FP configurations and a modified passivation material. The BV 

progressions (Figure 10.39(a)) and electric field (ܧ௙) distribution at 4 heights (yଵ ൌ

0.535	μm, yଶ ൌ 0.721μm surface of the device, yଷ ൌ 0.870	μm and yସ ൌ 1.040	μm 

channel) as shown in Figure 10.40 along the x axis have been conducted at ௗܸ௦ ൌ 610	ܸ 

which is the smallest BV for the original case (Figure 10.41). 

First, substrate etching of the original to the optimal thickness results in a dramatic 

increase of the BV by 226.3 V. Two S-FP architectures are then tested as modifications to 

the optimal Si substrate thickness case. A two-part staircase S-FP1 as shown in Figure 

10.25(b) results in an immediate 30 V increase of the BV. The SiO2 passivation layer is 

then replaced with Silicon Nitride (SiN) resulting in a further increase of 14V. Next, an 

alternative single part S-FP architecture (FP2) is evaluated as shown in Figure 10.25(c) 

keeping SiN as the passivation layer which results in a slight drop in the BV versus FP1. 

However, it should be mentioned the BV is only around 5V lower with a potential trade-

off in easier fabrication of a single-part structure. A summary of the results are shown in 

Table III. 

Next, a single-part G-FP structure (FP3) is evaluated as depicted in Figure 10.25(d) 

which results in almost the same performance as FP1. Figure 10.39(b) demonstrates the 

origin of the BV for the optimal Si substrate thickness case (FP1 with SiN passivation) 

which points toward drain-source sub-threshold leakage [190]. From Figure 10.41(b) and 

Table 10-8, it can be noted that as ܧ௙௠௔௫ decreases the BV increases in all the cases (as 
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expected). However, ܧ௙௠௔௫ is the highest for the FP1-SiN device which appears to be 

contradictory. This can be explained noticing that this ܧ௙௠௔௫ is located at x = 0.5 μm, at 

the end of the S-FP contact and separated from the 2-DEG by the SiN passivation layer 

with very high dielectric strength of 11MV/cm. 

 

Figure 10.39 (a) BV curves for all cases (b) Drain, source and gate currents for the best 
Case of Si substrate thickness with FP1 and SiN. 
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Figure 10.40 Locations of Electric Field Cross Sections. 

 

0 100 200 300 400 500 600 700 800 900 1000
0

10

20

30

40

50

60

0 100 200 300 400 500 600 700 800 900 1000
0

10

20

30

40

50

60



 

327 

 

Even when the electric field peaks appear to be huge, two points need to be clarify: 

1. The electric field peak is not in the AlGaN material if not it is over the insulation 

layer. 

2. The simulation where performed with sharp edges in all the metal conductors. It is 

well known that sharp edges of the conductors crowd the electric field. Practical 

implementations required round edges. 

3. The simulation were carry out without impurities.  

 
From Figure 10.41(d), which corresponds to the cross section along the 2-DEG (yସ ൌ

1.040	μm), it is clear that the ܧ௙௠௔௫ of the FP1-SiN is the minimum. 

10.4.5 Analysis of the Best Case with Field Plate  

For the best FP case, the electric field distribution along the x-direction at 4 different 

heights (at BV=880.61 V) is shown in Figure 10.42 and also as a 2D map in Figure 10.43. 

Figure 10.42 shows the key advantage of the FP layout as it redistributes the field and 

relocates the peak electric field along the x and y plane keeping it below the critical value 

and hence increasing the BV. The same behavior is more clearly observed in Figure 

10.43(c). It is shown that the highest field strength is present right at the corner of the FP-

SiN interface on the drain side of the gate at 11.4 MV/cm.  
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Figure 10.41 Electric field distribution along x axis for all cases (a) yଵ ൌ
0.535	μm, ሺbሻ	yଶ ൌ 0.721μm		 (c) yଷ ൌ 0.870	μm, (d) yସ ൌ 1.040	μm. 
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Table 10-8 GaNFET Design Parameters and Cases of Study 

 Base 
Optimum 
Substrate

Optimum 
Substrate
FP1 

Optimum 
Substrate 
FP1 SiN 

Optimum 
Substrate 
FP2 SiN 

Optimum Substrate
FP3 SiN 

BV  
(V) 

610.19 836.48 866.65 880.63 875.41 880.60

௬భ	௙௠௔௫ܧ  
ሺMV/cmሻ 

2.476 2.391 4.534 4.295 4.059 4.350

௬మ	௙௠௔௫ܧ  
ሺMV/cmሻ 

3.754 3.387 12.154 10.775 3.549 10.888

௬య	௙௠௔௫ܧ  
ሺMV/cmሻ 

4.302 3.653 5.544 4.421 3.234 4.463

௬ర	௙௠௔௫ܧ  
ሺMV/cmሻ 

17.291 8.319 7.959 8.290 9.412 8.145

 

 

Figure 10.42 E field distribution along the x axis at 4 y distances for the FP case. 
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Figure 10.43 2D Solution for the FP1 with SiN Case. (a) Solid Material Model (b) 2D 
Electric Field Distribution Full View, (c) 2D Electric Field Zoom 

 

 Conclusion 

In order to increase the BV, it can be concluded that the best way is through a 

combination of the three well-known techniques: passivation, substrate removal, and a FP 

(c) 

(a) (b) 
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addition. FP modulation has only a small effect on the BV and ܴௗ௦ሺ௢௡ሻ, but the ܧ௙ stress 

can be reduced with the optimal selection of the FP length. 

In this chapter a general theoretical analysis of a heterostructure (AlGaN) with a gate 

field plate (G-FP) is carry out. A comprehensive comparative study among different field 

plate configuration was performed. Finite element simulations corroborate the theoretical 

findings. Furthermore, it is demonstrated that the Si substrate reduction plus the addition 

of field plate improve the BV in classical HEMTs. Future investigations should focus more 

in the theoretical solution of the electric field for better insights. Additional FP cases such 

as multiple FP, dual and double could lead to further increase in the BV mechanism. Future 

investigation will be performed to explain the physical mechanism behind the optimum 

substrate removal. 
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 Conclusions 

From this Chapter 2, it can be concluded that some research topics based on the 

selection of power electronics, with no order or importance of apparition, are as follows: 

 Active regenerative rectifier research: modelling, design and control. 

 DC-DC converter research: PCB design for EMI reduction. 

  Plug-in battery charger control for electric vehicles.  

For the case of the condition monitoring in electrical machines, we have selected the 

three phase squirrel cage induction machine. Under this machine, the type of failure 

covered was the inter-turn short-circuit in one phase. The research englobes: 

 Modelling. 

 Signature discovery for fault detection and identification. 

 Developing an online fault detection for inverter-fed IM driven by close loop 

vector controllers.  

A comprehensive study of the ARR was performed in chapter 3, starting with an 

exhaustive literature review, classification and summarization of the control and design 

strategies. On top of that, this chapter proposed an improved and general design 

methodology for the passive components of the ARR. The novelty of the L-filter design 

strategy lies on the consideration of the modulation technique (centered-SPWM) in a 

simple manner to reach convergence with the current harmonic analysis in frequency 

domain. The dc-link capacitor design was based on the dc-link voltage ripple and power 

balancing. Both design strategies (L-filter and dc-link capacitor) were demonstrated and 
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verified by means of simulation and experimental results. All these tests were performed 

under the ARR being controlled by a deadbeat-type predictive controller (OVC-DCC). 

Based on non-linear theory, a complete analysis of the OVC-DCC for a typical VSC was 

developed for the first time in the literature to the best of the author’s knowledge. The 

dynamic performance and accuracy of the proposed controller was tested and corroborated 

also by means of simulations and experimental results where indices, such as MAE and 

RMSE, were computed. Two modulation strategies were compared (SPWM and SVM) 

under 3 criteria: dynamic performance, current THD and losses, finding that SVM 

performs better. A sensitivity study was performed to test the ARR parameter 

independency under diverse operating conditions. It was concluded that the OVC-DCC is 

highly robust to parameter uncertainty of ±50 %.   

Chapter 4 presented an optimization technique for the PCB design based on the 

arrangement of the passive components. A software platform was developed to perform 

the optimization using GA and 3D-FE. The proposed procedure for PCB design was 

verified by simulation and experimental results. The results show a significant reduction in 

the radiated electromagnetic field at a susceptible device in a PCB. Even when the 

optimization procedure was applied only for the sensor’s center, the field reduction was 

extended for a wide region around the sensor. Moreover, the proposed technique not only 

reduces the fundamental field component, but also all the harmonic contents for the 

electromagnetic field. 

An innovative and simple control strategy based on the integration of a FLC algorithm 

with minimum and linear MF with a predictive methodology was presented. The 

advantages of both techniques are exploited to improve the drawbacks and performance of 
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the direct torque controller. Simulations and experimental results show an improvement in 

the control performance of the torque, including ripple and steady state error reduction, and 

a satisfactory performance at the low-speed region.  The proposed control was tested under 

േ50% variation of the IM parameters, obtaining similar results and validating its low 

dependency. Different modulation strategies were studied, and it was found that SVM 

presents the best performance for the drive application under the proposed controller. 

The simplest state-space model for the IM with stator winding inter-turn short-circuit 

fault on one phase was developed. It was demonstrated that this model can be separated in 

two modes: “common mode” and “differential mode,” representing the healthy and faulty 

part of the IM. Complex vector and operational EC are derived to obtain the steady state 

component-sequence EC. Complete fault IM admittance deductions are developed and 

presented. Simulation for the transient and steady state behavior of the machine under fault 

condition are performed. Furthermore, SC analysis of the stator current and the torque 

ripple are studied to evaluate, compare and find usable signatures for FDI of stator 

windings faults in IM. Finally, torque slip characteristics are analyzed under voltage and 

frequency variation. 

 Inter-turn short-circuits in the stator winding of a three-phase IM was fully theoretically 

analyzed, studied, modelled, simulated, experimentally tested and compared. This work 

proposes an alternative faulty leakage inductance approach with additional physical 

meaning compared with the ones presented in the literature. This leakage inductance model 

has more accurate behavior with respect to the linear one, keeping simplicity of the 

modelling. The faulty model was completely deduced and verified by comparing 

simulation with experimental tests under different load conditions, regimes and variation 
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of the fault severity factor and faulty resistance. These two variables define the magnitude 

of the faulty leakage current and thus the damaging of the IM. From the results, it can be 

concluded that the faulty model is accurate and behaves similarly to the real asymmetric 

IM. Also, the chapter collects a series of EC that are useful for future FDI techniques, 

however, they are more utilizable for improving some MRA techniques, such as: off-line 

impedance signature, parameter estimation and observer-based techniques. 

Inter-turn short-circuits in the stator winding of a three-phase squirrel-cage IM driven 

by a VSI under a DTC was theoretically analyzed, studied, simulated, experimentally tested 

and compared. This chapter points out the influence of ITSC on the two controlled 

variables of DTC: electromagnetic torque and stator flux-linkage vector amplitude. From 

the mathematical models of the asymmetric IM and using the theory of predictive control, 

a theoretical hypothesis was developed for the DTC reaction to the ITSC fault. Errors in 

the estimated variables are found throughout the mathematical modelling that explains the 

DTC compensation and robustness to the ITSC effects. The simulation and experimental 

results verified the theoretical thesis. 

An online, not intrusive and robust fault detector of stator turn faults for DTC driven IM 

was presented. The fault detector was based on the continuous monitoring of the off-

diagonal term of the SC impedance matrix. The FD is adapted to suit DTC controlled IM, 

where many hurdles were overcome for its implementation. The implementation of the FD 

was explained in detail. Two simulation test-benches were developed for initial testing of 

the FD. The simulations provide insights on the DTC functioning and the effects of the 

ITSC on it. Evidence of the signatures hiding phenomena by the closed-loop control were 

demonstrated, as well as the DTC estimation errors due to the missing terms appearing in 
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the onset of the fault. Finally, experimental test results demonstrate the effectiveness, 

capabilities and sensitivity of the FD for the DTC driven IM. 

In order to increase the BV, it can be concluded that the best way is through a 

combination of the three well-known techniques: passivation, substrate removal, and a FP 

addition. FP modulation has only a small effect on the BV and ܴௗ௦ሺ௢௡ሻ, but the ܧ௙ stress 

can be reduced with the optimal selection of the FP length. This is studied in chapter 10. 

In this chapter a general theoretical analysis of a heterostructure (AlGaN) with a gate field 

plate (G-FP) was carried out. A comprehensive comparative study among different field 

plate configuration was performed. Finite element simulations corroborate the theoretical 

findings. Furthermore, it was demonstrated that the Si substrate reduction plus the addition 

of field plate improve the BV in classical HEMTs. Future investigations should focus more 

in the theoretical solution of the electric field for better insights. Additional FP cases such 

as multiple FP, dual and double could lead to further increase in the BV mechanism. Future 

investigation will be performed to explain the physical mechanism behind the optimum 

substrate removal. 

 Recommendations for Future Research 

 This dissertation presented contributions to various aspects of CM of electric machines, 

there are several directions in which further research could build upon the results presented 

in this work. Recommendation for the future research on the modelling of the damaged 

machine, as well some advices of future research on the detection methods. The need to 

continue working on the modelling will open the possibilities to improve and enhance the 

methodologies of fault detection and condition monitoring that are based on model 

reference approaches, which are the most promising techniques. 
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 Additionally, some recommendations for the condition monitoring and performance 

improvement in power electronic converters are presented. 

11.2.1 Recommendations for the Modelling of IM with ITSC 

 Based on the definition of the stator leakage inductance of the faulty winding part in the 

induction machine with stator turn-to-turn fault, the models of the IM can be categorized 

in three types:  

 The model of [34] which considers the stator leakage inductance of the faulty 

winding part linearly dependent of the fault severity factor. 

 The model of [144] which considers the stator leakage inductance of the faulty 

winding part quadratic dependent of the fault severity factor. 

 The model of [179] which considers the stator leakage inductance of the faulty 

winding part is neither linear nor quadratic fault severity factor and a function 

indicating the relationship was developed. 

 Further focus needs to be paid to compare the above-mentioned models in simulations 

throughout an assessment study.  Observe their correlation with the experimental results of 

a real IM under ITSC for different cases of fault severity factor, fault resistance and loading 

condition. For the assessment purposes, the three models should be expressed in the same 

reference frame, possible the best option is to use the multiple reference frame (MRF) or 

the arbitrary reference frame (ARF), ergo all the others reference frames would be also 

available with some small mathematical manipulation. Once the models are in the same 

reference frame, their transformed voltage equations required to be fully developed until 

the SS form was reached. Thus, the models can be easily simulated by RK ODE integrators. 
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 Based on the previous results, comparing simplicity and accuracy, there is a need for 

developing a general model for the IM with stator ITSC. This general model has the 

capabilities to help the fault detector to locate the phase of the failure. The model will be 

more cumbersome than the pre-existing ones. Two approaches to develop the general 

model, that they should be transformed in the ARF, are as follows:  

1. Build a model of the IM where each phase of the stator presents an ITSC. Thus, a 

space vector of the fault severity factor can be used as ሾࣆሿ ൌ ሾߤ௔, ,௕ߤ  ௖ሿ [152]. Theߤ

drawback is that the model is obviously more complex, however, when transformed 

for instance to the stator reference frame (ߚߙ) then the fault severity factor vector 

would be ሾࣆሿ ൌ ሾߤఈ,   .ఉሿߤ

2. The models presented in [34], [144], [179] they assume that the fault is going to be 

in phase a. For the case of the stator reference frame, the transformation was 

concibed respect the ߙ axis, which transform the voltage equations in certain way, 

which would be different if the fault is in phase b or c. It would be interesting to 

solve the transformation assuming that the ITSC is on phase b and then c. It was 

obvious that the difference among the models will be a rotation of 
ଶగ

ଷ
 and 

ସగ

ଷ
, but 

the specifics of the analytical calculation are necessary to conclude how the model 

was modified under fault on phase b or c. Similar idea was proposed in [8] which 

use an angle with 3 options, 0, 
ଶగ

ଷ
 and 

ସగ

ଷ
 to decipher the location of the failure. The 

drawback in this model is that it does no have a complete physical meaning. 

 There is a need for further Investigate the bold ITSC, when ௙ܴ ൌ 0,  and very low fault 

severity factor. Some research [8], [144] indicates that the faulty circulating current 
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increases with the fault severity factor, but subsequently decreases with it. The only manner 

to verify this hypothesis are throughout numerical analysis: finite element analysis or use 

of winding functions [125] to obtain the full detailed model of a faulty IM and perform the 

normal ODE integration. The drawback of these two approaches is the time consumption 

which reduces the possibility of long time runs in simulation time (tens of seconds) and/or 

connection with power electronic converter with controllers. 

 Finally, there is also a need for research and develop models for the following different 

cases of IM, such as:  

 Phase-to-phase SC 

 Phase-to-core SC 

 ITSC in one of the parallel connected windings (IM with low voltage connection) 

 ITSC in between the parallel connected windings (IM with low voltage connection) 

 Same combinations of faults in the IM connected in delta. There is an approach for 

this model in [146]. 

These models should be generalized and transformed to the ARF. 

11.2.2 Recommendations for Online Condition Monitoring of IM 

 Chapter 10 proposes and implement a fault detection technique based on the off-

diagonal terms of the admittance sequence components matrix. This technique was 

implemented on an inverter-fed faulty IM driven by DTC. The analyses in this chapter may 

need to be extended to achieve further deductions of the equivalent circuits and transducer 

errors or technique sensitivy in a similar way as the reference [35].  

New and modern methodologies of fault detection should be developed, compared and 

assessed for the case when the IM is inverter-fed and drive by the most famous controller 
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DTC. Few research has been devoted to this matter and therefore further investigation is 

required. Among the most promising FD techniques, on DOL IM, the model reference 

based approach hold the first place. Ergo, these methods must be investigated: 

1. Parameter Estimation: this strategy is studied for the DOL IM in [8]. It can be 

extended for its use in inverter-fed IM. Moreover, the model used in this estimation 

is a model that lack of physical meaning. Therefore, using the future developed 

general model the parameter estimation technique can be greatly enhanced. The 

complication here is in the manipulation of the model to be expressed in only stator 

quantities such as: stator currents and stator fluxes. 

2. Observers: with the SS model of the abnormal IM many observer’s techniques can 

be implemented. The most famous one is the Kalman filter used for the DOL IM. 

Extension of this technique to inverter-fed IM would be a high contribution to the 

field of condition monitoring. 

Two additional techniques also deserve attention in the case of the faulty IM driven by 

DTC: 

1. Frequency domain analysis has been researched in [156], [162], however, only the 

third harmonic component in the flux-linkage was investigated. Further analysis is 

required, for instance the study of the inter-harmonics injected by the DTC, by the 

fault and by the machine. Their origin discrimination would lead to effective fault 

detection techniques. This need the study of harmonics that came from IM MMF, 

slots, rotor bars, skew, etc plus the harmonics from the DTC or the inverter. 

2. Power Analysis: the complex power inputted to the IM can be calculated to find the 

instantaneous active and reactive power. With a power comparative analysis 
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between the healthy and faulty IM can be conducted. The input average power and 

output average power can be computed from the symmetric components equivalent 

circuits published on [165]. Thus a distribution of the power lost and the reactive 

power consumption in the ITSC can be identified. 

 
11.2.3 Recommendations for the Condition Monitoring and Performance 

Enhancement of Power Electronic Stages 

In Chapter 3, it was studied the design and control of active regenerative rectifier. Some 

future work in the area is: 

1. Investigate the ARR inductor and capacitor design technique for other types of 

modulations. Specifically, SVM appears to be promising. Implement the L-design 

strategy based on the current error area for SVM. 

2. Improve the capacitor design methodology with a similar concept of voltage area 

error or energy area error. 

3. Study the control of the ARR for other cases that are not only power factor 

corrector. Adapt and modify OVS-DCC for control of the reactive power. 

4. Extend the study the control of the ARR to Active Power Filter for the design and 

control. 

5. Investigate the stability of the ARR based on Lyapunov criteria.  

In Chapter 4, it was studied the design a dc-dc converters. The study of the synchronous 

buck-boost converter for purposes of interconnecting the machine drive to a batterie plus a 

battery charger stage could be interesting topics of research. In this matters: 
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1. Investigate the design and dimensioning of the battery charger compoused by a 

bidirectional synchronous buck-boost converter and a VSI connected to the grid. 

2. Research the control of the previous topology based on power control. For that 

reason investigate DPC for the VSI. In this stage, study the ancilliary services of 

the system to the mains. 

In Chapter 5, the control of induction machines was investigated. Not too much room 

was left in this chapter, however, studying alternatives of improving the Fuzzy controller 

with the weaking field approaches or with some FOC strategies. 

For the last chapter, about the study of the breakdown voltage in HEMTs, more 

investigion is need, even though many research has been devoted. The recommendations 

in this field are: 

1. Study the field plate modelling of the HEMT to find a closed-form formula that 

indicates how the electric field behavies in the device. 

2. Study the modelling of the field plate for different topologies: source FP, gate FP, 

dual FP, double FP, etc. Compare the analyses and corroborate this findings with 

FEA. 

3. The FEA should be performed for more realistics conditions. For instance, the 

bordes in this dissertation were perfectly squared. That means 90 degrees of change 

in the geometry. Typically, experimental HEMTs do not have so sharp edges. They 

are rounded to avoid peak and electric field concentrations. 
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