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Introduction 

Researcher A randomly assigned forty members of a convenience sample of middle 

school students to one of five different amounts of remedial reading instructional 

minutes (eight students for each amount), determined the number of books each 

student subsequently chose to read, and carried out a test of the significance of the 

difference among the five mean numbers of books read. Researcher B had access 

to the school records for a random sample of forty middle school students, 

determined the number of minutes of remedial reading instruction each student 

received, the number of books that each student read, and calculated the correlation 

(Pearson product-moment) between number of minutes and number of books. 

Researcher A's study has a stronger basis for causality (internal validity). 

Researcher B's study has a stronger basis for generalizability (external validity). 

Which of the two studies contributes more to the advancement of knowledge? 

Do you need to see the data before you answer the question? The raw data are 

the same for both studies: 
 
 

ID Minutes Books  ID Minutes Books 

1 75 5  6 75 15 

2 75 10  7 75 15 

3 75 10  8 75 20 

4 75 10  9 125 10 

5 75 15  10 125 15 
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ID Minutes Books  ID Minutes Books 

11 125 15  26 225 25 

12 125 15  27 225 25 

13 125 20  28 225 25 

14 125 20  29 225 30 

15 125 20  30 225 30 

16 125 25  31 225 30 

17 175 15  32 225 35 

18 175 20  33 275 25 

19 175 20  34 275 30 

20 175 20  35 275 30 

21 175 25  36 275 30 

22 175 25  37 275 35 

23 175 25  38 275 35 

24 175 30  39 275 35 

25 225 20  40 275 40 

 

Here are the results for the two analyses (using Excel and Minitab): 

 

SUMMARY 

 

 Group Count Sum Mean Variance 

 75 mins 8 100 12.5 21.43 

 125 mins 8 140 17.5 21.43 

 175 mins 8 180 22.5 21.43 

 225 mins 8 220 27.5 21.43 

 275 mins 8 260 32.5 21.43 

 

 

ANOVA  

 

Source of Variation SS df MS F 

Between Groups 2000 4 500 23.33 

Within Groups 750 35 21.43 

Total 2750 39 

 

 

Correlation between Minutes and Books = 0.853 

 

The regression equation is: 

Books = 5.00 + 0.10 Minutes 
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Predictor Coef Standard error t-ratio 

Constant 5.00 1.88 2.67 

Minutes 0.10 0.0099 10.07 

 

s = 4.44 R-sq = 72.7% R-sq(adj) = 72.0% 

 

Analysis of Variance Table 

 

SOURCE DF SS MS 

Regression 1 2000 2000 

Error 38 750 19.7 

Total 39 2750 

 

The results are virtually identical. (Given that both approaches are subsumed 

under the general linear model, that is not surprising.) There is only that tricky 

difference in the dfs associated with the fact that hours is discrete in the ANOVA 

(its magnitude never entered the analysis) and continuous in the correlation and 

regression analyses. 

But What About the Assumptions? 

Here is the overall frequency distribution for Books: 
 
 

Books Count 

5 1 

10 4 

15 7 

20 8 

25 8 

30 7 

35 4 

40 1 

 
 

It appears normally distributed. Here is the frequency distribution of number 

of books read for each of the five groups: (This is relevant for homogeneity of 

variance in the ANOVA and for homoscedasticity in the regression.) 
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Books Count Mins = 75 n = 8 

5 1   

10 3   

15 3   

20 1   

    

Books Count Mins = 125 n = 8 

10 1   

15 3   

20 3   

25 1   

    

Books Count Mins = 175 n = 8 

15 1   

20 3   

25 3   

30 1   

    

Books Count Mins = 225 n = 8 

20 1   

25 3   

30 3   

35 1   

    

Books Count Mins = 275 n = 8 

25 1   

30 3   

35 3   

40 1   

 

Those distributions are as normal as they can be for eight observations per 

group. (They're actually the binomial coefficients for n = 3.) 

So What? 

The "So what?" is that the conclusion is essentially the same for the two studies; 

i.e., there is a strong linear association between minutes of remedial reading 

instruction and number of books read. The regression equation for Researcher B's 

study can be used to predict books from minutes quite well for the population from 

which their sample was randomly drawn. They are likely to be only off by 5-10 

books in number of books read, since the standard error of estimate, s, = 4.44. Why 

do we need the causal interpretation provided by Researcher A's study? Isn't the 

greater generalizability of Researcher B's study more important than whether or not 

the effect of minutes on books is causal for the non-random sample? These data are 
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admittedly artificial (for illustrative purposes). Real data are never that clean, but 

they could be. 

What is Typically Stated Regarding Causation, Correlation, and 

Prediction? 

The sources cited most often for distinctions among causation (using the terms 

“causality” and “causation” interchangeably), correlation, and prediction are 

classics written by philosophers such as Mill (1884) and Popper (1959); textbook 

authors such as Pearl (2000); and journal articles such as Hill (1965) and Holland 

(1986a) (with comments Rubin, 1986; Cox, 1986; Glymour, 1986; Granger, 1986; 

and rejoinder Holland, 1986b). However, consider Frakt (2009) and White (2010): 

Frakt (2009) 

In an unusual twist, Frakt (2009) argued causation may exist without correlation. 

(The usual minimum three criteria for a claim that X causes Y are strong correlation, 

temporal precedence, and non-spuriousness.) An example was given in which the 

true relationship between X and Y is mediated by a third variable W, where the 

correlation between X and Y is equal to zero. 

White (2010) 

White (2010) decried the endless repetition of “correlation is not causation.” 

He argued most knowledge is correlational knowledge; causal knowledge is 

only necessary when control is needed. Causation is a slippery concept, and 

correlation and causation go hand-in-hand more often than imagined. 

In the spirit of this distinction between correlational knowledge and causal 

knowledge, can it be agreed the focus of research efforts should be on two non-

overlapping strategies: true experiments (randomized controlled trials) carried out 

on non-random samples, with replications wherever possible; and non-

experimental correlational studies carried out on random samples, also with 

replications? 

What about the effect of smoking (firsthand, secondhand, thirdhand...) on 

lung cancer? It may be necessary to give up on causality even there. There are 

problems regarding the difficulty of establishing a causal connection between the 

two, even for firsthand smoking. See, for example, Spirtes, Glymour, and Scheines 

(2000, pp. 239-240). 
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