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CHAPTER 1: INTRODUCTION

Wireless networks are increasingly being explored for mission-critical sensing and con-

trol in emerging domains. For instance, in connected and autonomous vehicle, information

from roadside unit and other cars must be delivered to the car in order to perform path

planning and motion control in a timely manner. If the transmission fails or if the packets

are not delivered on time, a car accident may well happen. For Industrial 4.0, reliable and

timely communication between distributed sensors and controller plays a crucial role for the

control decision. Out-of-date information will often be irrelevant and even leads to negative

effects to the system. Therefore, the timely detection, processing, and delivery of informa-

tion are often indispensable requirements in wireless networked sensing and control (WSC).

However, WSC differs dramatically from the traditional real-time (RT) systems due to its

wireless nature. New design objective and perspective are necessary to achieve real-time

guarantees.

1.1 Our Contributions
Towards providing guaranteed reliability and timeliness for wireless sensing and con-

trol, we have made the following contributions.

• Optimal Node Activation Multiple Access (ONAMA) scheduling protocol.

As the first step, we addressed the problem of predictable reliability (in terms of packets

delivery ratio). We proposed the ONAMA protocol that schedules maximal number

of concurrent transmissions while ensuring reliability. ONAMA has two pillars: a

distributed MIS algorithm tailored to wireless characteristics and the pipelined pre-

computation technique to reduce DMIS’s long delay. Extensive experiments on two

testbeds, each with 127+ nodes, have independently shown that it increases concur-

rency by a factor of 3.7, increases throughput by a factor of 3.0, and reduces delay by

a factor of 5.3 compared to the state of the art, while still catering to links’ reliability

requirements. .
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• Optimal request clustering algorithms for heterogeneous link reliability re-

quirements. In previous work, we assumed that each link only has one reliability

requirement. In practice, however, each link may need to support various applica-

tions that require heterogeneous link reliability. One challenge for resource-constraint

embedded devices is that they may only be able to maintain a limited number of re-

quirements. Then, the problem is how to map heterogeneous reliability requirements

into a limit set of service levels. We proposed two algorithms and formally proved their

optimality.

• A framework for probabilistic per-packet real-time guarantees. After the

predictable link reliability can be ensured, we continued to pursue the timeliness of

transmissions. A probabilistic framework for per-packet real-time wireless communica-

tion guarantees was therefore proposed. Our notion of real-time differs fundamentally

from existing work in the sense that it ensures in an arbitrarily long execution history,

a randomly selected packet will meet its deadline in a user-specified probability. By R3

mapping, the upper-layer requirement and the lower-layer link reliability are translated

into the number of transmission opportunities needed. By optimal real-time communi-

cation scheduling as well as admission test and traffic periods optimization, the system

utilization is maximized while the schedulability is maintained. The proposed admis-

sion test is proved to be both sufficient and necessary. The simulation results show that

the proposed scheme can meet the probabilistic real-time communication requirement.

• Wireless probabilistic per-packet real-time guarantees with jitter control.

Message transmissions in wireless network may not only experience delay but delay

variations (i.e., jitter) due to various factors such as scheduling algorithm, online traffi-

cload changes, channel fading, and environment dynamics. Besides meeting the dead-

lines of packets delivery, smaller delay jitter is often favorable since it means more

stable transmissions. To achieve this goal, we proposed a two-level solution: the offline

component explores the extra capacity by optimizing the deadlines, while the online
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component further reduces the jitter by carefully considering the transmission order

between different links.

1.2 Organization
The rest of this dissertation is organized as follows. In Chapter 2 we present the

ONAMA protocol and experimental results. In Chapter 3, we propose two algorithms for

optimal request clustering to guarantee heterogeneous link reliability requirements. A prob-

abilistic framework for per-packet real-time wireless communication guarantees is then pro-

posed in Chapter 4. We further investigate the problem of jitter control while ensuring

deadlines in Chapter 5. We discuss the research plan and conclude the dissertation in Chap-

ter 6.
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CHAPTER 2: A MAXIMAL CONCURRENCY AND LOW
LATENCY DISTRIBUTED SCHEDULING PROTOCOL FOR

WIRELESS SENSOR NETWORKS

2.1 Introduction
Due to the broadcast nature of wireless communication, access to the shared wireless

channel has to be coordinated to avoid interference. There are generally two ways to achieve

this, contention-based [10][11][12][14] and TDMA-based [6][8][9][13].Contention-based pro-

tocols are easy to realize, but their performance can be highly dynamic and unpredictable

owing to collision and random backoff, especially when node density is high and traffic load

is heavy. This explains the prevalence of TDMA-based protocols in scenarios where quality

of service (e.g., high throughput, high reliability, and low delay) has to be provided. For

instance, the WirelessHART [19] and ISA SP100.11a [18] standards defined for industrial

monitoring and control are both TDMA-based.

Conflict graph has been used to model wireless interference between neighboring

nodes [7]. In a conflict graph, a node represents a contention entity. It can be either a

node or a transmission link in the original network. A link between two nodes exists if data

transmissions of the two represented contention entities interfere with each other according

to an interference model (e.g., the Physical-Ratio-K model [36]). Once we acquire scheduling

for a conflict graph, it is straightforward to translate it to the corresponding wireless network.

From now on, graph is synonymous with conflict graph.

To avoid collision, a series of protocols have been proposed to schedule concurrent

transmissions conflict-free in multi-hop wireless networks. In the Node Activation Multiple

Access protocol (NAMA)[6], a node only accesses the channel if its priority is higher than

all of its conflicting neighbors’, where the priority is a hash function of its unique ID and

the current time slot. While NAMA ensures no two nodes transmit simultaneously if they

interfere with each other, it can lead to severe concurrency loss and channel underutilization.

This work is supported in part by NSF awards CNS-1136007, CNS- 1054634, GENI-1890, and GENI-
1633.
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Figure 2.1 illustrates such an example. In the conflict graph below, the number inside each

node represents its priority. There is a link between two nodes if their transmissions collide.

According to NAMA, only node with priority 7 can be active although nodes with priority

1, 2, 3, and 4 can transmit as well without causing collision.

Figure 2.1: NAMA’s concurrency loss.

Given the growing spectrum deficit resulted from ever-increasing demands and fixed

amount of spectrum, we aim to squeeze the most capacity out of the limited spectrum. And

we propose the Optimal Node Activation Multiple Access (ONAMA) scheduling protocol that

activates as many nodes as possible while ensuring collision-free scheduling. It formulates

the scheduling problem into finding a maximal independent set in the conflict graph. In

graph theory, an independent set is a set of nodes in a graph, none of which are adjacent.

An independent set is maximal if adding any other node makes it no longer an independent

set. ONAMA includes the distributed maximal independent set (DMIS) algorithm, which

identifies a maximal independent set (MIS) of a graph given all node priorities, calculated

the same way as NAMA does.

NAMA can compute the schedule for each slot on the fly because it requires no packet

exchange. By contrast, it takes multiple rounds of packet exchange for DMIS to find the

schedule (i.e., MIS) for a slot. What’s worse, the wireless channel is susceptible to packet
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loss. If ONAMA also computes the schedule on the fly, it introduces significant delays for

data delivery, especially in large networks. To reduce delay incurred by MIS computation

while activating as many nodes as possible, we decouple the computation of MIS from data

transmission by precomputing it in advance. When a certain slot comes, ONAMA simply

looks up the precomputed MIS on the fly and activates a node if and only if it is in the MIS.

To further reduce delay, we organize the precomputation of MISs for consecutive slots in a

pipeline.

Contributions of this paper. (1) We develop a distributed scheduling protocol ONAMA

that attains maximal activation in a multi-hop wireless network while causing no collision,

even if the network is dynamic. It greatly enhances channel spatial reuse compared to the

state of the art. (2) We devise a novel technique called pipelined precomputation to address

the excessive delay in basic ONAMA. (3) We implement ONAMA on extremely resource-

constrained TelosB [2] motes using TinyOS [3]. Evaluation in two independent testbeds has

verified it increases concurrency by a factor of 3.7, increases throughput by a factor of 3.0,

and reduces delay by a factor of 5.3 compared to existing work while maintaining reliability.

Organization of this paper. Section 2.2 details the ONAMA protocol. We evaluate it

comprehensively in Section 2.3. Section 3.6 discusses related work. We wrap up the article

by drawing some conclusions and pointing out some future directions.

2.2 The ONAMA Protocol
We elaborate on the design and implementation of the ONAMA protocol in this

section. First we introduce the baseline version of ONAMA, namely the distributed MIS

(DMIS) algorithm, to compute the MIS of a graph in a fully decentralized way. Next, we

reduce DMIS’s excessive delay by a novel approach called pipelined precomputation. Finally

we tackle some challenges in implementing ONAMA on resource-scarce embedded devices.

We assume time on all nodes is synchronized and divided into slots. This can be

attained by, for example, running a time synchronization protocol [37]. We also assume each

node has a unique ID.
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2.2.1 Distributed MIS

Inspired by the observation that NAMA can severely underutilize the channel, we

decide to activate as many nodes as possible while still ensuring no two neighboring nodes

are active together. In other words, we activate a maximal independent set of a graph in each

slot through the following distributed MIS algorithm. Even though it resembles some other

existing distributed MIS algorithms in appearance, especially the FastMISv2 algorithm [5],

it is essentially different from them to factor in the peculiarities of wireless sensor networks,

i.e., limited bandwidth, memory, and computational power.

In DMIS, a node stays in one of three states below at any given time:

• UNDECIDED: it has not decided whether to join the MIS or not.

• ACTIVE: it joins the MIS.

• INACTIVE: it does not join the MIS.

Initially, all nodes are UNDECIDED. In any slot t, each node computes the priority of itself

and its neighbors according to Equation 2.1

pi = Hash(i⊕ t)⊕ i. (2.1)

i is the node id, Hash(x) is a fast message digest generator that returns a random integer

by hashing x, and pi is i’s priority. ⊕ concatenates its two operands. Note the second ⊕ is

necessary to guarantee all nodes’ priorities are distinct even when Hash() returns the same

number on different inputs. Based on the priority for each node, DMIS computes a MIS for

slot t in multiple phases. Each phase consists of three steps:

1. Node v exchanges nodal states with its neighbors.

2. If node v’s priority is higher than all its ACTIVE and UNDECIDED neighbors’, it

enters the MIS by marking itself ACTIVE; conversely, if any of its higher priority

neighbors is ACTIVE, it marks itself INACTIVE.

3. Node v proceeds to the next phase only if its state is UNDECIDED.
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When no node is UNDECIDED, the algorithm terminates. Theorem 2.2.1 shows DMIS does

terminate in finite phases.

Theorem 2.2.1. DMIS terminates in finite phases.

Proof. Given a graph G and distinct priorities for all its nodes, in the first phase, there are

a set of nodes A going from UNDECIDED to ACTIVE because their priorities are higher

than all of their neighbors’. In the following phase, all neighbors of A, denoted as I, become

INACTIVE. Removing all nodes in {A ∪ I} and their adjacent links from G, we denote the

resulting subgraph as G′ and the node set of G′ as V (G′). No node in A is adjacent with

any node in V (G′) because otherwise that node in V (G′) would be INACTIVE and in I. So

removing all nodes in A and their adjacent links from G does not affect the ensuing phases.

Similarly, removing all nodes in I and their adjacent links from G does not affect neither

since a node becomes ACTIVE or INACTIVE irrespective of its INACTIVE neighbors in

phase 2. After the first two phases, we only have to run DMIS on the residual subgraph G′.

After two more phases, G′ becomes G′′. This process continues till the residual subgraph is

empty. Because some nodes are removed every time we go from a graph to its subgraph and

there are finite nodes in a graph, DMIS terminates in finite phases.

Analogous to complexity analysis in [5], it’s easy to prove that DMIS terminates in

O(log(n)) phases on average, where n is the number of nodes in the graph. Interested readers

can refer to [5] for more details of the proof. Theorem 2.2.2 shows DMIS finds a MIS of the

graph.

Theorem 2.2.2. The set S of all ACTIVE nodes is a MIS of the graph after DMIS termi-

nates.

Proof. We prove the theorem in two steps.

1. S is an independent set.

We prove this by contradiction. Suppose S is not an independent set, then there exist

two adjacent nodes u and v in S. Since a node only becomes ACTIVE if its priority is

higher than all its ACTIVE and UNDECIDED neighbors’ and u is ACTIVE, pu > pv.

Likewise, pv > pu. Contradiction. Thus S is an independent set.
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2. The independent set S is maximal.

When DMIS terminates, a node is either ACTIVE or INACTIVE. ∀u 6∈ S, it is INAC-

TIVE, which means there exists an ACTIVE neighbor v ∈ S, whose priority is higher

than u’s. {u ∪ S} is not independent since u and v are adjacent. Hence S is a MIS.

The resulting MIS is the set containing all ACTIVE nodes, which are to be activated

in slot t. It is noteworthy that exchanged nodal state does not include priority, which is

computed locally even for neighbors’.

2.2.2 Pipelined precomputation

One salient feature of NAMA is that it requires no packet exchange to compute a

schedule and can thus be called on the fly. In a TDMA setting, a node can call NAMA as a

subroutine at the beginning of a slot to instantaneously determine if it should be active in

that slot. The idea of doing the same for DMIS is enticing, but the ability to do so proves

elusive. This is because, unlike NAMA, running DMIS requires multiple phases and each

phase incurs significant delay mainly due to contention to access the shared channel and

unreliable channel in step 1. The resulting excessive delay for data delivery is detrimental

for a wide range of time-sensitive applications.

To reduce DMIS’s delay while retaining its high concurrency, we decouple it from

data transmission by precomputing MIS of a slot M slots in advance. M is chosen such

that DMIS converges within M slots, at least with high probability. Ideally, M is set as

the product of the number of phases it takes for DMIS to complete and the number of slots

needed for every node to exchanges its nodal status with all its neighbors in each phase.

To determine the former, we log the conflict graphs during runtime and execute DMIS over

them offline to see how many phases needed for its completion. The latter depends on the

control signaling scheme and qualities of links between a node and its neighbors. In reality,

M is also bounded by available memory as we will elaborate in subsection 2.2.4.
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In slot t, DMIS starts computing MIS for future slot (t + M) using nodes’ priorities

at slot (t + M). The intermediate result, i.e., the current MIS, is stored till slot (t + M).

When time reaches slot (t+M), a node simply looks up the precomputed MIS and decides

to become active or silent, without computing it on the fly like in NAMA. Since it takes M

slots to compute the MIS for each slot, in slot t, MISs for slot (t+ 1), (t+ 2), ..., (t+M) are

being computed. We organize their computation into a pipeline, where the MIS computation

of consecutive M slots overlaps. This is more efficient than computing them sequentially.

Moreover, we aggregate a vector of M states and exchange them in a single control packet

at once, other than convey each of the M states using a separate packet. This greatly saves

channel resources.

Figure 2.2 shows an example of the proposed precomputed pipeline in action when

M is 4. The x-axis denotes time in slot, the y-axis denotes the slot whose MIS is being

computed. The computation of MIS for slot 4 starts at slot 0 and continues in slots 1, 2, and

3. In slot 4, MIS for this slot has been precomputed and is ready for immediate activation.

Similarly, MIS for slot 5 is ready at slot 5, MIS for slot 6 is ready at slot 6, and so on. In

slot 3, MISs for the upcoming slots 4, 5, 6, and 7 are being computed simultaneously.

2.2.3 Dynamic graph

A graph changes over time as nodes join or leave the network, links establish or break.

This change confuses DMIS because it assumes the graph remains static before it converges.

We solve this issue by a snapshot-base approach. Specifically, when starting to compute

the MIS for a future slot (t + M) in slot t, we take a snapshot of the graph and use it for

the remaining computation even the graph changes within M slots. Hence, the graph is

consistent for each call of DMIS. One potential side effect of this approach is that ONAMA

defers the usage of the latest graph, which may degrade application performance at upper

layer. Even if this is the case, the degradation can be mitigated by making M smaller as we

shall discuss in subsection 2.2.4.
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Figure 2.2: Pipelined precomputation.

Putting all building blocks together, we present the ONAMA protocol in Algorithm 1

as follows:

2.2.4 Implementation issues

A typical embedded device is equipped with extremely limited memory. For in-

stance, a TelosB [2] mote has only 10 KB of RAM. Implementing ONAMA on such resource-

constrained devices poses an additional challenge that is not found on resource-rich ones. To

overcome this challenge, we expose several key parameters for fine tuning to let upper layer

trade off between memory usage and performance. There are two places in ONAMA that

can expend significant amount of memory, especially when the network is large.

First, each node maintains a table containing all its potential neighbors with size

L. To store graph snapshot for each slot, a node needs 1 bit for each node in its neighbor

table, indicating whether they interfere or not. It thus costs each node L ∗M bits to store

local graph snapshots. To reduce snapshot footprint, we take snapshots every other G slots,

instead of every slot. After each snapshot, DMIS uses it to compute the MIS of the next
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Algorithm 1 Pipelined precomputation for M slots ahead
1: /* Pipelined precomputation for M slots ahead */
2: for i ∈ [t+ 1, t+M ]
3: call DMIS to precompute state for future slot i;
4: end for
5: Procedure DMIS
6: /* Keep on computing my state until it is decided */
7: while my state is UNDECIDED
8: Exchange nodal states with my neighbors;
9: Compute priorities for myself and my neighbors using Eq. 1;

10: if my priority is higher than all ACTIVE and UNDECIDED neighbors
11: Set my state as ACTIVE;
12: else if any of my higher priority neighbors is ACTIVE
13: Set my state as INACTIVE;
14: end if
15: end while

G consecutive slots. This reduces snapshot footprint by a factor of G. Nevertheless, larger

G is not always desirable since it makes the protocol less agile to graph change. G can be

tuned to strike a balance between memory consumption and protocol agility.

Second, in step 1 of a phase in DMIS, a node exchanges states with neighbors by

sending and receiving control packets, which can piggyback upper layer payload as well if

space permits. We further divide each slot into S subslots, out of which one is reserved

for data packets and the rest for control packets. Only one data or control packet can be

transmitted by a node in each subslot. In total, each node stores L ∗M intermediate states

for pipelined precomputation. On the one hand, because a fixed number of control packets

are needed for the convergence of DMIS for a slot on a given graph, a larger S packs more

control packets into a slot and thus lessens M and memory expenditure. On the other hand,

a larger S also increases control overhead and lowers channel utilization for data delivery. A

judicious selection of S again depends on memory consumption and performance tradeoff.
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2.3 Evaluation

2.3.1 Methodology

We test ONAMA as a component of the PRK-based scheduling (PRKS) protocol.

PRKS [37] is a TDMA-based distributed protocol to enable predictable link reliability

based on the Physical-Ratio-K (PRK) interference model [36]. The PRK model marries

the amenability to distributed protocol design of the ratio-K model (i.e., interference range

= K * communication range) and the high fidelity of the signal-to-interference-plus-noise

ratio (SINR) model. Through a control-theoretic approach, PRKS instantiates the PRK

model parameters according to in-situ network and environment conditions so that each link

meets its reliability requirement after convergence. As stated in Section 2.2, PRKS essen-

tially defines a conflict graph for a given wireless network: a node in the graph denotes a

link with data transfer in the network, and a link exists between two nodes in the graph if

the corresponding links in the network interference with each other according to the PRK

model and its instantiated parameters. It is noteworthy that even the underlying network

is (semi-)static, the conflict graph is dynamic due to the constantly changing PRK model

parameters. Under the condition that link reliability is ensured, PRKS schedules as many

nodes as possible in the conflict graph, which is exactly what ONAMA intends to do. Be-

sides ONAMA, PRKS contains many other components such as link estimator, controller,

forwarder, time synchronization, and logging. The runtime interactions and resource sharing

between ONAMA and them can cause undesirable effects that do not manifest when running

ONAMA in isolation. By integrating ONAMA as a part of complex applications like PRKS,

we can test the robustness of its design and implementation under dynamic conflict graphs.

To demonstrate the benefits of ONAMA, we compare the following two PRKS vari-

ants:

• PRKS-NAMA: PRKS running on top of NAMA.

• PRKS-ONAMA: PRKS running on top of ONAMA.
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At the beginning of a time slot, every node calls the NAMA or ONAMA component to

decide whether any incident links shall be active in this slot. We measure their performances

in two sensor network testbeds, NetEye [4] and Indriya [1]. Indriya is a wireless sensor

network deployed across three floors of the School of Computing at the National University

of Singapore, while NetEye is a wireless sensor network testbed on the third floor of the

Department of Computer Science at Wayne State University. In both testbeds, we set M ,

G, and S to be 112, 16, and 10, respectively.

Network and traffic settings. In NetEye and Indriya, we choose each node with prob-

ability 0.8 and 0.5, respectively, and the resulting set of nodes forming a random network.

NetEye deploys 130 TelosB motes in a grid with every two closest neighboring motes sep-

arated by 2 feet. The random network is generated by using a subset of the 130 motes in

experiment, in particular, using each node in NetEye with a probability of 0.8. Similarly,

nodes in Indriya are chosen with a probability of 0.5. For each chosen node A, another node

B (also in the random network) is chosen such that the packet delivery ratio (PDR) of the

link from A to B is at least 95% in the absence of interference. For each link, the sender

transmits a 128-byte packet to the receiver every 20 ms. Data transmission power is fixed

at -25dBm, i.e., power level 3 in TinyOS.

2.3.2 Measurement results

NetEye testbed. For various PDR requirements, Figure 2.3 shows the mean concur-

rency (i.e., number of concurrent transmissions in a time slot) of PRKS-NAMA and PRKS-

ONAMA, as well as a state-of-the-art centralized scheduling protocol iOrder [17], which

also activates as many links as possible while ensuring each link meets its PDR require-

ment. Not only does PRKS-ONAMA significantly increase concurrency over PRKS-NAMA

by up to 270%, but also it achieves a concurrency equal or close to that of iOrder despite

its distributed nature. This clearly demonstrates the effectiveness of DMIS in ONAMA to

activate more links simultaneously. It is worthwhile to note that though ONAMA seems to

outperform iOder in some regions, they are the same statistically speaking.
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Figures 2.4 and 2.5 show the boxplots of PDR in PRKS-NAMA and PRKS-ONAMA

for different PDR requirements, respectively. We see even though PRKS-ONAMA improves

concurrency and channel reuse enormously, it still guarantees that link PDRs meet re-

quirements as PRKS-NAMA does. Because of higher concurrency without PDR sacrifice,

PRKS-ONAMA’s throughput is expected to be higher than PRKS-NAMA’s as verified by

Figure 2.6. Specifically, PRKS-ONAMA’s throughput is 3.0, 2.9, 2.7, 2.5 times of PRKS-

NAMA’s when the PDR requirement is 70%, 80%, 90%, and 95%, respectively. We also note

that as PDR requirement increases, throughputs in both protocols decrease due to lower

concurrency. Figure 2.7 shows PRKS-ONAMA reduces the mean delay of PRKS-NAMA by

a factor of 5.3, 4.6, 4.0, and 3.8 when the PDR requirement is 70%, 80%, 90%, and 95%,

respectively, where the delay is defined as the difference between the packet transmission

time and reception time. This significant improvement is due to both DMIS and pipelined

precomputation in ONAMA. Specifically, with a larger concurrency from DMIS, a node

has more transmission opportunities. Given a same PDR requirement, ONAMA has more

chances to transmit than NAMA, thus delivers data faster. In addition, ONAMA’s pipelined

precomputation does not require computing transmission slot on-the-fly as NAMA does, it

simply determines to be active or not according to the precomputed states.

Indriya testbed. Figures 2.8 and 2.9 show the link PDRs of PRKS-NAMA and PRKS-

ONAMA under different PDR requirements in Indriya, both meeting their requirements as

in NetEye.

Figures 2.10, 2.11, and 2.12 show the mean concurrency, mean throughput, and mean

delay of both protocols under different PDR requirements in Indriya, respectively. We see

similar relative performance as in NetEye but the degree of improvement is smaller. For

instance, PRKS-ONAMA’s throughput is only 1.5, 1.3, 1.3, 1.4 times of PRKS-NAMA’s

when the PDR requirement is 70%, 80%, 90%, and 95%. This is because links in Indriya are

sparser and a larger portion of them are already activated using NAMA. It is also worthwhile
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to note that though ONAMA seems to have larger concurrency than iOder in some regions

of Figure 2.10, they are the same statistically speaking.
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Figure 2.8: Packet delivery ratio (PDR) of PRKS-NAMA in Indriya.

2.4 Related Work
There are a plethora of protocols to schedule transmissions collision-free in ad hoc

networks, such as NAMA and HAMA, to name a few. In Node Activation Multiple Access
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protocol (NAMA) [6], each node generates a unique priority by hashing and only accesses

the channel if its priority is the higher than those of its one-hop and two-hop neighbors.

It achieves collision-free scheduling, but suffers from low channel utilization as some nodes

are not activated even their activations cause no collision. Hybrid Activation Multiple Ac-

cess protocol (HAMA) [16] builds upon and improves NAMA by activating non-contending

entities, both nodes and links, whenever possible, thus it utilizes channel more efficiently.

Unfortunately, it requires radios capable of code division multiplexing. In contrast with

HAMA, ONAMA fully utilizes channel without additional requirement on radios.

Orthogonally, plenty of work identifies MIS in a distributed fashion[14][15], with the

FastMISv2 algorithm in [5] being the closest to our work. Akin to DMIS in ONAMA, Fast-

MISv2 also runs in multiple phases; in each phase, FastMISv2 includes a node in the MIS

only if its priority is higher than those of all its neighbors, which are excluded from the MIS.

There are quite a few critical distinctions, though. (1) Priority is calculated from a pseu-

dorandom number generator (PRNG) with generally different seeds on different nodes, not

from a common hash function. A node obtains its neighbor’s priority by packet exchange,

unlike in DMIS where a node computes its neighbor’s priority directly, which expends pre-

cious channel resources. Additionally, a new priority is generated from PRNG in each phase,

which consumes large amount of MCU time on embedded devices, while DMIS only gen-

erates priority once before the first phase. (2) Designed for generic distributed settings,

FastMISv2 ignores control signalling and doesn’t address the unique challenge posed by un-

reliable wireless channel. By contrast, ONAMA tackles the challenge explicitly in control

signalling by incorporating wireless characteristics. (3) FastMISv2 does not handle the long

delay incurred by MIS computation, making it unsuitable for delay-sensitive applications.

(4) Lastly but importantly, FastMISv2 assumes a static graph and fails if the graph changes

over time.

Finally, unlike all the aforementioned existing work that is evaluated in simulation at

best, ONAMA is implemented on resource-limited devices and verified over two real-world

testbeds.
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2.5 Summary
In this paper, we propose the ONAMA protocol that schedules maximal number of

concurrent transmissions collision-free in a multi-hop wireless network. ONAMA has two

pillars: a distributed MIS algorithm tailored to wireless characteristics and the pipelined pre-

computation technique to reduce DMIS’s long delay. Extensive experiments on two testbeds,

each with 127+ nodes, have independently shown that it increases concurrency by a factor

of 3.7, increases throughput by a factor of 3.0, and reduces delay by a factor of 5.3 compared

to the state of the art, while still catering to links’ reliability requirements. Not limited to

PRKS, ONAMA can be used as a primitive for other applications that require distributed

MIS activation. Moreover, pipelined precomputation can be a general technique employed by

other distributed applications, where some information is needed imminently but obtaining

it requires considerable amount of time. One of the future directions is to investigate power

control mechanisms to further improve the performance of ONAMA.



23

CHAPTER 3: OPTIMAL REQUEST CLUSTERING FOR LINK
RELIABILITY GUARANTEE IN WIRELESS NETWORKED

CONTROL

3.1 Introduction
Wireless networks are increasingly being explored for real-time control of physical

processes [20] [21]. In wireless networked control systems such as those in industrial automa-

tion [22] [23], ensuring predictable communication link reliabilities (usually characterized by

packet delivery ratios) among sensors, controllers, and actuators is critical. In such scenarios,

the application layer of each sender requests a certain link reliability, and its lower layers

try to deliver the associated data packets to the receiver at the requested reliability level.

Providing reliability less than what is requested may cause control failures, while provid-

ing reliability higher than the actual need could lead to underutilization of communication

resources.

To guarantee that packets are delivered at requested reliability levels, Zhang et al.

proposed PRKS for wireless networked control [37]. PRKS is a TDMA-based distributed

protocol to enable predictable link reliability based on the Physical-Ratio-K (PRK) interfer-

ence model [36]. Through a control-theoretic approach, PRKS instantiates the PRK model

parameters according to in-situ network and environment conditions so that each link meets

its reliability requirement. In particular, PRKS defines a conflict graph for a given wireless

network: a node in the graph denotes a link with data transfer in the network, and a link

exists between two nodes in the graph if the corresponding links in the network interfere

with each other according to the PRK model. Under the condition that link reliability is

ensured, PRKS schedules as many nodes as possible in the conflict graph.

What remains open is how to guarantee heterogeneous reliability requirements for

applications. PRKS has only considered the case when there is one reliability request for

each link. In wireless networked control, however, different reliability requests from different

applications need to be satisfied. For example, safety-critical information and non-safety-
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critical information gathered at the sender may well need different reliability guarantees.

Ideally, the lower layer should maintain an infinite number of reliability levels to support

all types of applications. In practice, however, providing only a (small) set of quantized

reliability levels makes sense in many respects. Firstly, it is difficult and costly to support

infinite number of reliability levels, especially for resource-constrained embedded systems.

Secondly, performance analysis is more tractable with finite number of reliability levels. Then

an important question is as follows:

Given a set of reliability requests and the maximum number of service levels that can

be maintained, how to determine a set of service levels, and how to map each request to an

appropriate service level, such that each request is guaranteed and the total cost of mapping

is minimized?

In this paper, we formally formulate the problem as an optimal request clustering

problem in the sense that each service level acts as a cluster, while all the requests mapped

into a same service level are said to be within a same cluster. Theoretically, a service level

may pick any real number between 0 and 1 (i.e., packet delivery ratio is between 0 and

100%), making the problem intractable. Towards addressing the problem, we have made the

following contributions:

• We formulate and propose an optimal solution for the Migratory Clustering Problem,

where a request can migrate from one service level to another during its lifetime.

• We also formulate and propose an optimal solution for the Non-Migratory Clustering

Problem, where a request must stay at the same service level once it is assigned to a

certain level.

• Unlike most existing clustering algorithms that just minimize the clustering cost, our

algorithms also ensure that each reliability request is clustered to a service level no less

than it, thus the reliability is guaranteed.

• Our clustering algorithms take into account the lifetimes of requests. On the contrary,

most existing clustering algorithms did not consider the lifetimes of requests, thus a
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current optimal clustering may not be optimal in the future due to the expiration of

some requests.

3.2 Migratory and Non-migratory Clustering Problem

3.2.1 System model

We consider a transmitting node in a multi-hop wireless control network. The node

may generate or forward data to next hop. Assume that time is slotted and indexed by

t ∈ {0, 1, 2, ...}.

Request. A request ri(t) is characterized by a triple (ri, ai, ei), where ri ∈ [0, 1] is the

required reliability, ai is the time when the request arrives at the node, and ei is the time

when the request expires, respectively. The required reliability stays unchanged during the

lifetime of the request, i.e., ri(t) = ri for t ∈ [ai, ei]. Figure 3.1(a) shows an example of 4

requests. In the example, request r1(t) arrives at t = a1 = 1 and expires at t = e1 = 4,

requiring a reliability of r1 = 0.8, and so on. Note that given a time instant t, the number

of live requests gathered at the node may be less than 4. Unlike bursty data traffic in the

regular Internet, data traffic in wireless networked control tend to be periodic (e.g., periodic

sensor sampling) and predictable [41]. Thus we assume, as in many existing studies [32] [80],

that the request information is known in this study.

Service level. A service level is the actual link reliability provided to a request. In a

running system, it usually requires certain memory and computation overhead to maintain

a service level [37]. It is therefore reasonable to assume that at any time t, the node can

only maintain L service levels. Upon its arrival, each request must be assigned to a service

level sj(t) ∈ [0, 1] ( j ∈ {1, 2, ..., L}) immediately. A service level acts as a cluster and can

host multiple requests. Without ambiguity, we will use the terms service level and cluster

interchangeably in the paper.

Migratory and non-migratory clustering. We consider two types of clustering:

migratory and non-migratory clustering. The former allows a request to make a transition

to another cluster from one time instant to another, while the latter requires a request to stay
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Figure 3.1: An illustration of migratory and non-migratory clustering with 4 requests and 2

service levels. At any time t, only 2 service levels can be maintained.
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in the same cluster once assigned. Figure 3.1(b) shows an example of migratory clustering

for the requests shown in Figure 3.1(a). For instance, request 1 is assigned to service level 0.8

from t = 1 to t = 3, and assigned to service level 1 from t = 3 to t = 4. Figure 3.1(c) shows

an example of non-migratory clustering for the same requests, where request 1 must stay at

service level 1 during its lifetime due to the non-migratory constraint. In both cases, there

are only two service levels maintained at any time. Generally, migratory clustering finds its

application in scenarios where migrating a request from one cluster to another introduces

negligible overhead. On the other hand, non-migratory clustering is more suitable for cases

where migration is expensive or infeasible. Therefore, we define the clustering cost as time-

dependent as follows:

ci(t)
ri(t)→sj(t)

=


sj(t)− ri, if sj(t) ≥ ri;

+∞, if sj(t) < ri.

(3.1)

The notation ri(t) → sj(t) denotes that a request ri(t) is mapped to a service level

sj(t) at time t. The definition is quite intuitive: if the provided reliability is higher than the

request, the cost is the difference between the service level and the request, accounting for the

overprovisioning of the resource; if a service level is lower than the request, the cost is infinite,

meaning the reliability requirement cannot be met, thus the clustering is not acceptable. The

hard constraint on reliability makes sense for wireless networked control since reliability lower

than the request may well lead to control divergence or even catastrophe.

3.2.2 Problems definition

Migratory Clustering Problem (MCP).

Given a set of requests r(t) = {r1(t), r2(t), ..., rN(t)}. For any i ∈ [1, N ] and t ∈ [ai, ei],

ri(t) = ri. Let tmin = min{a1, ..., aN} and tmax = max{e1, ..., eN}. Denote a clustering

C = {s(tmin), ..., s(tmax)}, where s(t) = {s1(t), s2(t), ...} is a set of service levels at time t,

and ||s(t)|| ≤ L,∀t ∈ [tmin, tmax]. Then the problem is to find a clustering C∗ to
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Minimize

N∑
i=1

ei∑
t=ai

ci(t)
ri(t)→sj(t)

, (3.2)

where the second summation is the total cost of clustering request ri(t) during its lifetime.

Non-Migratory Clustering Problem (NMCP).

Given a set of requests r(t) = {r1(t), r2(t), ..., rN(t)}. For any i ∈ [1, N ] and t ∈ [ai, ei],

ri(t) = ri. Let tmin = min{a1, ..., aN} and tmax = max{e1, ..., eN}. Denote a clustering

C = {s(tmin), ..., s(tmax)}, where s(t) = {s1(t), s2(t), ...} is a set of service levels at time t,

and ||s(t)|| ≤ L,∀t ∈ [tmin, tmax]. Since ri(t) is mapped to a same sj(t) during its lifetime

t ∈ [ai, ei], the problem is to find a clustering C∗ to

Minimize
N∑
i=1

(ei − ai)× ci(ai)
ri(t)→sj(t)

. (3.3)

3.3 Optimal Algorithm for Migratory Clustering

3.3.1 Main idea

At first glance, the problem MCP appears very similar to the k -means clustering

problem. However, they are fundamentally different. Firstly, the directed distance between

a cluster member and the cluster center can be either positive or negative in the k -means

problem. In our problem, a service level cannot be lower than the requests assigned to it,

otherwise an infinite cost would incur. Secondly, k -means did not consider the lifetime of

the requests, thus a current optimal clustering may not be optimal in the future due to the

expiration of some members.

Minimize clustering cost at each time instant. Rewrite (3.2) into (3.4), the objective

is equivalent to minimize the total cost at each time instant.

Minimize

tmax∑
t=tmin

N∑
i=1

ci(t)
ri(t)→sj(t)

×Ii(t) (3.4)
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Ii(t) =


1, if t ∈ [ai, ei];

0, otherwise.
(3.5)

The indicator Ii(t) is introduced since a request is not necessarily alive during the

whole period of [tmin, tmax]. A request is only assigned to a service level if it is still alive.

In the following, we further discuss some observations on how to minimize the total

cost at each time t. In particular, we first prove that we can narrow down the search space

into a finite set without performance loss, and then we present a dynamic programming

algorithm to find the optimal clustering.

Pruning search space. In theory, the service levels can be any real number in the

range [0, 1], making the problem intractable. Fortunately, we can leverage properties of the

problem to shrink the search space into a finite set.

Lemma 1. For MCP, at any time t, the reliability service levels must be selected from the

set of requests in order to minimize the cost.

Proof. We prove by contradiction. Without loss of generality, let r̃(t) = {r1(t), r2(t), ..., rM(t)}

be a set of live requests at time t sorted in non-decreasing order of reliability, and s(t) =

{s1(t)∗, s2(t)∗, ..., sK(t)∗} an optimal clustering for r̃(t). Assume there is some sj(t)∗ /∈ r̃(t).

Case 1. sj(t)
∗ < r1(t). In this case, if any request is assigned to sj(t)∗, it would

introduce a cost of +∞ according to (3.1), which obviously is not optimal; if no request is

assigned to sj(t)∗, this service level would be wasted, meaning that we could have a better

clustering by choosing another service level, thus sj(t)∗ is not optimal either.

Case 2. sj(t)∗ > rM(t). In this case, if we move sj(t)∗ to rM(t), the cost would be

further reduced, meaning sj(t)∗ is not optimal.

Case 3. rm(t) < sj(t)
∗ < rn(t) for some requests rm(t) and rn(t). In this case, similar

to Case 2, we could reduce the cost by moving sj(t)∗ to rm(t). By doing this, the costs for

clustering requests lower than rm(t) would reduce, while the costs for clustering requests
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higher than rn(t) remain unchanged. Overall, the total cost would reduce, meaning sj(t)∗ is

not optimal.

Lemma 2. At any time t, the highest-reliability request from the current live set must be

selected as a service level.

Proof. This property is straightforward noting that assigning a service lower that than the

request leads to infinite cost. If we do not include a service level that equal to the highest

live request at current time, there is no service level that can host this request.

Dynamic programming. Inspired by an edge detection algorithm [29], we adopt a

dynamic programming subroutine MCP-Slot to find an optimal clustering for the live requests

at time t.

3.3.2 The algorithms

Given a set of live requests at a time slot, Algorithm 2 optimally clusters these

requests into different service levels. In the algorithm, OPT (n, l) denotes the optimal cost

for clustering the first n requests using l service levels, as shown in Figure 3.2. Line 3 of the

algorithm shows that the cost is 0 if there is no request alive at current time. Line 5 means

the clustering cost is 0 if there is no service level available thus no clustering is performed.

Line 6 denotes that only one service level is available for clustering. In this case, the highest

request, i.e., rn, is selected as the service level according to Lemma 2. Lines 7 to 12 compute

the optimal cost for OPT (n, l) for other n and l. If n ≤ l, the cost is 0 since each request

can make itself as a service level. Otherwise, dynamic programming is applied. The key idea

is, to cluster n requests into l levels, we first find the optimal cost of clustering the first k

requests into l − 1 levels, then cluster the remaining requests, i.e., {rk+1, rk+2, ..., rn}, into

the l-th level. According to Lemma 2, the l-th level must be rn. Among all possible choices

of k, we find the one leading to the least cost. This process iterates until N requests are

clustered. At last, return the optimal cost of clustering N requests into L levels.
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Note that our solution differs from the aforementioned algorithm [29] in several ways.

Firstly, rather than restricting the search space into a finite set without justification, we first

weaken this assumption and then prune the search space without any performance loss (i.e.,

Lemma 1). Secondly, the signal processing algorithm uses a cluster-wise fitness function

without the notion of cluster center, while we use a request-wise cost function and require

that the value of a cluster center is no less than all of its members. Thirdly, the existing

algorithm does not specify how to determine opt(j) for j = 0, 1, ..., n.

Algorithm 2 MCP-Slot
1: Sort current live requests in non-decreasing order of the required reliability;
2: for l = 0 to L
3: OPT (0, l) = 0;
4: end for
5: for n = 1 to N
6: OPT (n, 0) = 0;

7: OPT (n, 1) =
n∑

i=1

|rn − ri|;

8: end for
9: for l = 2 to L

10: for n = 1 to N
11: if n ≤ l
12: OPT (n, l) = 0;
13: else

14: OPT (n, l) = min
l−1≤k≤n−1

{OPT (k, l − 1) +
n∑

i=k+1

|rn − ri|};

15: end if
16: end for
17: end for
18: return OPT (N,L)

Then, we can apply Algorithm 2 to generate the clustering for each time instant

between tmin and tmax. We denote this algorithm as Algorithm 3.

3.3.3 Correctness and complexity of the algorithms

Given that the Algorithm MCP-Slot is a basic element of Algorithm MCP, we analyze

the correctness of MCP-Slot.
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Figure 3.2: The table of solutions for OPT (n, l) in Algorithm 2. Fill the table from bottom

to top, left to right. When filling in box, we only need to look at boxes we have already filled

in.
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Algorithm 3 MCP-Opt
1: tmin =min{ai}, tmax =max{ei};
2: for t = tmin to tmax

3: Current live requests set r̃(t) = ∅;
4: for i = 1 to N
5: if ai ≤ t ≤ ei
6: r̃(t) = ri ∪ r̃(t);
7: end if
8: end for
9: Call Algorithm 2 to compute a clustering for r̃(t);

10: end for

Theorem 3.3.1. Given a set of live requests at time t, Algorithm 2 gives an optimal clus-

tering for that time instant.

Proof. For l = 1, OPT (n, 1) =
n∑

i=1

|rn − ri| is the only way of clustering due to Lemma 2.

For l > 1, we just need to show that OPT (n, l) = min
l−1≤k≤n−1

{OPT (k, l− 1) +
n∑

i=k+1

|rn − ri|}

is actually optimal. To compute OPT (n, l), we only have two choices for service level l:

Case 1. Leave l: This means that the introduction of the l-th service level will not

reduce the cost obtained by clustering n requests over l − 1 levels. Thus, OPT (n, l) =

OPT (n, l − 1).

Case 2. Take l: Then we have one more service level to use. The best we can do is

to assign k requests into l − 1 levels, and n− k requests into the l-th level. In determining

what k is, we exhaustively search a k such that the cost is minimized. In this case, therefore,

OPT (n, l) = min
l−1≤k≤n−1

{OPT (k, l− 1) +
n∑

i=k+1

|rn − ri|}. Note that the term
n∑

i=k+1

|rn − ri| is

due to Lemma 2.

Taking two cases together, we have OPT (n, l) = min{ min
l−1≤k≤n−1

{OPT (k, l − 1) +

n∑
i=k+1

|rn−ri|}, OPT (n, l−1)}. Due to the cost function we use, it is clear that the clustering

cost decreases as the number of service levels increases, thus we can ignore Case 1.

The complexity of Algorithm 2 is dominated by the loop block from line 7 to line

12. Clearly, it is O(LN2). Therefore, the complexity of Algorithm 3 is O(LN2T ), where

T = tmax − tmin.
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3.4 Optimal Algorithm for Non-migratory Clustering
Unlike MCP, which finds an optimal clustering at each time instant independently,

NMCP must determine the service level for each request upon its arrival, and each request

stays at the same level during its lifetime.

3.4.1 The algorithm

We propose Algorithm 4 to solve the NMCP problem. In the algorithm, OPT (n, l)

denotes the optimal cost for clustering the first n requests using l service levels for any pos-

sible combinations of n and l. The dynamic programming procedure is similar to Algorithm

2. The major difference lies in the way of mapping a set of requests into a service level.

The function MAPPING() maps a set of input requests using one service level. Note that

there may be temporal reuse of this service level. Figure 3.3 illustrates this. In the example,

there are 7 requests and only one service level is maintained. The function MAPPING()

first partitions the requests into 2 disjoint subsets such that any request from first subset

will not overlap with any request from second subset in time. These two subsets therefore

can use their own service levels without violating the constraint of only one service level

maintained at any time. Within each subset, the highest request is selected as the service

level. In practice, the number of disjoint subsets determines the degree of temporal reuse of

a service level.

0 time

Required reliability

1

B

C

A 

D E

F

G

(a) A set of requests (b) Conflict relations of lifetimes  

Figure 3.3: An illustration of temporal reuse of a service level.
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Algorithm 4 NMCP-Opt
1: for l = 1 to L
2: OPT (0, l) = 0;
3: end for
4: for n = 1 to N
5: OPT (n, 0) = 0;
6: OPT (n, 1) =MAPPING([r1, ..., rn]);
7: end for
8: for l = 2 to L
9: for n = 1 to N

10: if n ≤ l
11: OPT (n, l) = 0;
12: else
13: OPT (n, l) = min

l−1≤k≤n−1
{OPT (k, l − 1) +

MAPPING([rk+1, ..., rN ]};
14: end if
15: end for
16: end for
17: return OPT (N,L)
18: MAPPING(r)
19: Partition set r into disjoint subsets such that requests from different subsets do not

overlap with each other in lifetime;
20: for each disjoint subset
21: Make the highest request in the subset as the center;
22: Compute the overall cost of this subset;
23: end for
24: return Total cost of all disjoint subsets;

3.4.2 Correctness and complexity of the algorithm

Theorem 3.4.1. Given a set of requests, Algorithm 4 gives an optimal clustering for NMCP.

Proof. For l = 1, OPT (n, 1) = MAPPING([r1, ..., rn]) is the only way of clustering to min-

imize cost without violating reliability requirement. For l > 1, assume we have computed

and stored the optimal clustering for the first n − 1 requests. To compute OPT (n, l), we

assign k requests into l−1 levels, and n−k requests into the l-th level. In determining what

k is, we exhaustively search a k such that the cost is minimized. We consider the following

two cases:
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Case 1. There is no overlapping in lifetime between any two of the requests in

[rk+1, ..., rn]. In this case, the function MAPPING() partitions the requests into n − k

disjoint subsets (i.e., each request make itself a cluster). Thus the cost is 0, which is optimal.

Case 2. There is overlapping in lifetime between some requests in [rk+1, ..., rn]. With-

out loss of generality, suppose the n − k requests are partitioned into m disjoint subsets.

Due to temporal reuse of one service level and exhaustive search of k, the clustering is

optimal.

The function MAPPING() can be easily implemented in O(N2), thus the complexity

of Algorithm 4 is O(LN3).

3.5 Simulation Results
In this section, we compare the proposed optimal algorithms with a variant of the

well known k -means clustering via MATLAB simulations. The k -means clustering does not

guarantee reliability by default. To allow it comparable with our algorithms, we modify it

by making the service level of each cluster be the highest request in the cluster. We also

use M-k -means and N-k -means to denote migratory and non-migratory k -means clustering,

respectively. Figure 3.4 shows the total cost of different methods when 100 requests and 100

time slots are simulated. The reliability of each request is randomly generated from [0, 1], and

the arrival time and expiration time are randomly picked from [1, 100]. The result shows that

both MCP-Opt and NMCP-Opt outperform their counterparts M-k -means and N-k -means.

The reason is because k -means clustering randomly initializes the cluster centers and does

not guarantee global optimality by design. In addition, MCP-Opt outperforms NMCP-Opt

since MCP can optimize the clustering on a time slot basis while NMCP does not have such

degree of freedom. In all cases, the cost decreases as the number of service levels increases.

However, the performance gain becomes negligible when the service level reaches certain

threshold. Figure 3.5 shows the total cost of different methods when 20 service levels and

100 time slots are used. As the number of requests increases, the cost also increases in all

cases.
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Figure 3.4: Total cost vs. number of service levels L (number of requests N = 100).

Figure 3.5: Total cost vs. number of requests N (number of service levels L = 20).
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3.6 Related Work
Clustering has been well studied in machine learning under the context of unsuper-

vised learning, where no labels (or cluster centers) are available beforehand [26]. Among all

the clustering algorithms, k -means [27] and its variants [28] are widely used. The basic idea

of k -means is to first randomly pick k cluster centers; then assign the input points to the

closest centers; update the new cluster centers as the means of the points in each cluster. Re-

peat this procedure until no further improvement can be made. The k -means algorithm has

the following drawbacks. Firstly, it does not guarantee global optimality due to the random

initialization of the cluster centers. A large gap between local optimum and global optimum

may exist. Secondly, the Euclidean distance between the point and its cluster center is used

to measure the clustering quality, which may lead to unsatisfactory clustering.

Clustering has also been considered in signal processing. Edge detection, in partic-

ular, finds a set of edge pixels within an image row (or column) as a problem of optimally

partitioning that row into a set of segmentations [29] [30]. An algorithm based on dynamic

programming is guaranteed to find the global optimum. The proposed algorithm, however,

has the following drawbacks. Firstly, it restricts the search space to a finite set assuming

that this will not result in significant resolution loss. In practice, the search space is infinite,

thus such assumption is open to justification. Secondly, the proposed algorithm does not

consider the lifetime of the input. Assuming data points never disappear after arrival, it

takes a one-shot clustering for all the input points. In reality, however, old data points may

disappear over time and should not be considered for clustering. For example, in real-time

scheduling [80], each data packet is associated with a deadline. It is either transmitted before

the deadline or discarded if the deadline has been missed.
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3.7 Summary
We have propose two algorithms to address the problem of clustering heterogeneous

reliability requirements into a limit set of service levels. Our solutions are optimal, and they

also provide guaranteed reliability, which is critical for wireless networked control. Future

work includes incorporating our algorithms into a running system by considering the wireless

channel conditions and medium access control [37].
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CHAPTER 4: PROBABILISTIC PER-PACKET REAL-TIME
GUARANTEES FOR WIRELESS NETWORKED SENSING AND

CONTROL

4.1 Introduction
Embedded wireless networks are increasingly being explored for mission-critical sens-

ing and control in many domains. In real-time augmented vision, for instance, wireless

networks can enable the fusion of real-time video streams from spatially distributed cameras

to eliminate the line-of-sight constraint of natural human vision and thus enable seeing-

through obstacles [40]. In industrial automation, wireless-enabled mobile, pervasive, and

reconfigurable instrumentation and the significant cost of planning, installing, and maintain-

ing wired network cables have made wireless networks attractive for industrial monitoring

and control; industrial wireless networking standards such as WirelessHART, ISA100.11a,

and WIA-PA have also been deployed in practice [41]. Machine-type communication for

real-time sensing and control has also become a major focus of the emerging 5G wireless

network research and development [47].

Unlike traditional, best-effort wireless networks, reliable and real-time delivery of mes-

sages is critical in wireless networked sensing and control (WSC) systems [54]. In industrial

WSC systems, for instance, the reliability and timeliness of data delivery directly impact the

safety and optimality of sensing and control tasks. Since WSC differs dramatically from the

traditional throughput-centric wireless networks due to its mission-critical nature, new de-

sign objectives and perspectives are necessary for offering real-time Quality of Service (QoS)

in WSC systems.

Per-packet real-time communication guarantee. Wireless communication inherently

introduces non-zero packet error probability due to factors such as the uncertainty of lossy

links and the contention among different nodes/links, and it introduces non-zero delay due

to shared wireless medium and the time taken to transmit each packet. There exist a

few recent studies that consider real-time communication guarantees in wireless networks
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[38, 39, 50, 51, 70, 71, 72], as shown in Table 4.1. Focusing on the long-term ratio of

packets that are delivered before their deadlines, the existing frameworks do not ensure

short-term timeliness. For example, consider the scenario shown in Table 4.2. A sensor

node periodically sends data to a controller. The controller makes control decision in each

period based on the information it collects and requires that at least 90% of the packets are

received in time. Otherwise, control failure or even catastrophe may happen. In both cases,

the average timely delivery ratios are 90%. In the second case, however, period 2 and period

4 fail to achieve the required delivery ratio due to channel fading, thus the system is subject

to transient instability.

In many real-time WSC systems, stringent per-packet real-time communication guar-

antee is important since it is needed for predictable system performance. For example, in

industrial real-time augmented reality applications [55][56][57], real-time delivery of each

packet enables seamless, naturalistic 3D reconstruction of real-world scenes (e.g., industrial

processes), and consecutive packet loss (which may happen if we only ensure long-term timely

delivery ratio) may well lead to uncomfortable human experience. In networked feedback

control, consecutive packet loss may well lead to system instability and cause safety concerns;

in addition, a packet of sample data will be dropped if the packet has not been successfully

delivered by the time a new sample data is collected, and, in this case, the probabilistic

guarantee of real-time delivery of each packet enables the modeling of the packet drop pro-

cess as a random sampling process, thus facilitating the use of random sampling theories

to characterize the impact of probabilistic wireless communication on networked control

[60][61][62][63][64][65] and facilitating the joint design of wireless networking and networked

control as well as the development of field-deployable WSC systems.

Another feature of most WSC systems is that traffic periods (i.e., inter-packet in-

tervals) are allowed to vary within a certain range as long as such changes do not affect

critical sensing and control functions [68, 69]. So there exist the challenge and opportunity
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of selecting the optimal traffic periods for optimal sensing and control performance while

ensuring that the required real-time communication requirements are satisfied.

Contributions. For ensuring probabilistic real-time communication guarantee of each

packet as required by real-time WSC systems, this work proposes a probabilistic real-time

wireless communication framework that effectively integrates real-time scheduling theory

with wireless communication. Major contributions are as follows:

• The per-packet probabilistic real-time QoS is formally modeled. To the best of our

knowledge, this paper is the first to propose such notion of timeliness. Existing for-

mulations and designs do not ensure the stringent per-packet assurance as required by

WSC systems, since improving the average performance of the network in the long-term

does not guarantee short-term QoS.

• R3 mapping is proposed to translate the upper-layer requirement and the lower-layer

link reliability into the optimal number of transmission opportunities reserved for each

packet.

• An optimal real-time scheduling algorithm and a sufficient and necessary admission

test are proposed and formally proved.

• Algorithms are proposed to select packet generation periods to maximize system utility.

Organization of the rest of paper. Section 5.2 summarizes related work. In Sec-

tion 5.3, we present the system model and problem statement. In Section 4.4, a probabilistic

per-packet real-time communication framework is proposed and an optimization problem

is formulated and solved. Experimental results are presented in Section 5.5. Section 4.6

addresses the impact of the timescales of real-time communication, multi-channel settings,

control signaling unreliability, and distributed implementations. Finally, Section 5.6 con-

cludes the paper.
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4.2 Related Work

4.2.1 Real-time scheduling

In traditional real-time systems such as computer processors, the most commonly

used scheduling policies are priority-driven, including fixed-priority and dynamic-priority

schemes. A fixed-priority algorithm assigns the fixed/same priority to all jobs (i.e., instances

of a task) in each task. For example, the Rate Monotonic algorithm [44] assigns priority based

on the rate (or period): the shorter the period of a task, the higher its priority. Another

example is the Deadline Monotonic algorithm [45], which assigns a higher priority to a job

with a shorter relative deadline. In contrast, dynamic-priority scheduling algorithms assign

priorities dynamically. The Earliest Deadline First (EDF) algorithm [44] is a preemptive

priority-based dynamic scheduling algorithm. The scheduler always schedules the active

task with the earliest absolute deadline.

Time-Sensitive-Networking (TSN) [41] has recently been proposed to enable real-time

communication in industrial networks. Focusing on extending the IEEE 802.1-standards-

based Ethernet networks, TSN-oriented work examines issues in real-time wired communi-

cation instead of real-time wireless communication.

Real-time scheduling for wireless network has drawn increasing interest recently. By

leveraging real-time scheduling theory for processors and incorporating unique wireless char-

acteristics, a Conflict-aware Least Laxity First algorithm was proposed for WirelessHART

[50]. Analysis for EDF in wireless sensor-actuator networks was investigated [51]. The key

insight from these work is to draw an analogy between wireless channel and a processor such

that the classic real-time theories can be leveraged. However, they did not reveal the inherent

relationship between the application requirement, link reliability, and resource reservation.

They also did not ensure short-term probabilistic real-time packet delivery. There also exist

other research efforts that consider real-time communication guarantees in wireless networks

[38][39]. Modeling the delivery ratio of packets that meet their deadlines as a long-term,

asymptotic average over multiple (and infinitely many) transmission periods, the proposed
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frameworks in those studies do not assure short-term timeliness either. IEEE 802.15.4 or

802.11 based real-time protocols have also been investigated for mission-critical industrial

systems. A real-time message-scheduling algorithm was proposed for IEEE 802.15.4-based

industrial WSNs [70]. An analysis of the real-time performance that can be achieved in

QoS-enabled 802.11 networks has been carried out [71]. RT-WiFi is a TDMA data link layer

protocol based on 802.11 physical layer to provide deterministic timing guarantee on packet

delivery in wireless control systems [72]. Again, these methods have not been designed for

applications that need per-packet real-time guarantees. Probabilistic real-time scheduling

methods have also been proposed for WirelessHART [34] and fault-tolerant EDF scheduling

[35], but they have not considered the real-time wireless scheduling problems studied in this

paper either.

4.2.2 Reliability-oriented wireless transmission scheduling

Providing predictable link reliability is critical in WSC systems. To guarantee that

packets are delivered at requested reliability levels, Zhang et al. proposed PRKS for wireless

networked control [37]. PRKS is a TDMA-based distributed protocol to enable predictable

link reliability based on the Physical-Ratio-K (PRK) interference model [36]. Through a

control-theoretic approach, PRKS instantiates the PRK model parameters according to in-

situ network and environment conditions so that each link meets its reliability requirement.

In particular, PRKS defines a conflict graph for a given wireless network: a node in the

graph denotes a link with data transfer in the network, and a link exists between two nodes

in the graph if the corresponding links in the network interfere with each other according

to the PRK model. Under the condition that link reliability is ensured, PRKS schedules as

many nodes as possible in the conflict graph. Based on the predictable link reliability as

ensured by algorithms such as PRKS, this paper develops the framework and algorithm for

ensuring predictable per-packet real-time communication.
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4.3 System Model and Problem Statement
This section presents the system models and real-time communication scheduling

problem considered in this paper.

4.3.1 Communication model

Similar to [52][53], the system consists of n wireless sensors and one controller, i.e.,

access point (AP), as shown in Figure 4.1. All the sensors are within the communication

1

2

3

n

AP

p1
p2

p3

pn

Figure 4.1: System model: one AP and n sensors.

range of the controller. Time is slotted and synchronized across the controller and sensors,

and the wireless transmissions between the sensors and controller are scheduled in a TDMA

manner. For simplicity of presentation, our discussion focuses on a centralized master-slave

architecture where the scheduler lies in the AP. At the beginning of each time slot, the AP

broadcasts a short control signaling message to indicate the sensor that shall transmit in

the current time slot. For simplicity of presentation, we assume that the control signaling is
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reliable (e.g., through transmission power control). (We will discuss how to address potential

unreliability in control signaling in Section 4.6.3, and we will discuss potential distributed

approaches in Section 4.6.4.) The duration of a time slot is the time required for the controller

to send the control packet plus the time for a sensor to transmit a data packet of certain

fixed length. All the time slots are of the same length. To avoid transmission collision, there

can be at most one active sensor transmitting at each time slot.

The link reliability between a sensor i and the controller is pi, meaning that a packet

transmission succeeds in probability pi. Similar to [46], the event of successful transmissions

along a link is assumed to be i.i.d. over time, thus whether a packet can be successfully

delivered at a time slot is independent of the status of earlier transmissions. Note that the

communication along a wireless link may well be i.i.d. in practice when mechanisms such as

transmission power control is used to ensure a certain communication reliability at each time

instant based on in-situ wireless channel conditions. In addition, as we will discuss in more

detail in Section 5.4.2, our methodologies of probabilistic real-time scheduling also applies

to other wireless link models such as Markovian models and links with deep fading.

4.3.2 Probabilistic QoS model

The traffic on link i is characterized by a 4-tuple (Ti, Ti,max, Di, Pi):

• Period Ti: sensor i generates one data packet every Ti time slots. Wireless networked

control can usually tolerate a flexible traffic period, provided the period is chosen below

an upper bound Ti,max, since a traffic period too large may not generate sufficient

packets for the control application. In a very general framework, Ti is the design

variable to represent the possible choices of the designer at the stage of the system

design.

• Relative deadline Di: for client i, each packet is associated with a relative deadline

Di in units of time slots. A packet arriving at time slot t should be successfully

delivered no later than time slot t + Di; otherwise, the packet is dropped. Since

the node always sends new sensing and control signal, Di ≤ Ti. In this paper, Di
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and Ti are assumed to be equal, and this scenario is usually referred to as implicit

deadline in classic real-time systems and finds its application in various areas [48]. Note

that heterogeneous deadlines across different links are considered since more stringent

deadlines are assigned to more critical sensor nodes in practice.

• Application requirement Pi: due to inherent dynamics and uncertainties in wireless

communication, real-time communication guarantees are probabilistic in nature. Thus

a probabilistic QoS metric is defined.

Definition 1 Link imeets probabilistic per-packet real-time guarantee if ∀j, Prob{Fij ≤

Di} ≥ Pi, where Fij is the delay (measured in the number of time slots) in successfully

delivering the j-th packet of link i. Intuitively, the probabilistic per-packet real-time
guarantee for link i ensures that in an arbitrarily long execution history, a randomly

selected packet of link i will meet the deadline Di at least in probability Pi.

Remarks. Considering TDMA scheduling in this work, the parameters Ti, Ti,max, and Di

are all integers for each link i. The proposed probabilistic QoS model differs fundamentally

from the classic soft-real-time model where the QoS metric is the long-term timely delivery

ratio (i.e., the long-term ratio of the number of packets successfully delivered in time to the

total number of packets transmitted).

4.3.3 Problem statement

Based on the system model, an important question to ask is as follows. Given a set of

n links with each link i having a link reliability pi and periodic traffic (Ti, Ti,max, Di, Pi), where

Di = Ti and Ti can vary in a range with an upper bound Ti,max, are the set of links schedulable

to meet the probabilistic per-packet real-time communication requirements? If yes, find a

set of optimal periods such that the system utility (to be defined precisely in Section 4.4.5)

is maximized while ensuring real-time schedulability; If no, indicate the infeasibility.

To answer this question, a probabilistic real-time wireless communication framework

is proposed in the next section.
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4.4 Wireless Scheduling Framework for Probabilistic Per-
Packet Real-Time Communication Guarantee

4.4.1 Overview

Compared with scenarios where every packet transmission is successful, probabilistic

communication errors in wireless systems lead to increased delays in delivering packets to

their destinations and thus introduce additional deadline violations and packet drops. This

additional packet drop may well cause non-negligible degradation in the quality of data

delivery. Thus, the decision regarding whether a set of links is schedulable must take into

consideration the inherent nature of probabilistic wireless communication.

For example, consider a simple case where there are two links and each link generates

one packet in a period of 3 time slots. If there are no channel errors (as assumed in classic

real-time systems), the required delay guarantee can be provided to every packet of every link

(Figure 4.2(a)). In the presence of slight channel errors (Figure 4.2(b)), the delay experienced

by each packet is increased by at most one time slot, but both links can still deliver their

packets on time. Figure 4.2(c) shows the case when the links are not schedulable. At the

third time slot, both links need to send out the packet since this is the last slot in current

period. However, only one can send, and the other has to drop its packet. Thus packet drop

happens.

For a packet that needs to be successfully delivered across a link i within deadline

Di and in probability no less than Pi, the requirement can be decomposed into two sub-

requirements: 1) successfully delivering the packet in probability no less than Pi, and 2) the

time taken to successfully deliver the packet is no more than Di if it is successfully delivered.

Given a specific link reliability pi, the first sub-requirement translates into the required

minimum number of transmission opportunities that need to be provided to the transmission

of the packet. Then, the second sub-requirement requires that these minimum number of

transmission opportunities are used within deadline Di. That is, the original problem of
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Figure 4.2: An example showing the uncertainty of wireless channel.
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ensuring probabilistic per-packet real-time delivery is decomposed into two sub-problems of

ensuring probabilistic delivery reliability and real-time packet transmission respectively.

With the above observation, an architecture for solving the probabilistic per-packet

real-time scheduling problem of Section 5.3.2 is shown in Figure 4.3. Given a set of links with

{pi, Pi}

{Ti,max}

{Ti,OPT}

{Xi}

i = 1, 2, ..., n

{Ti,max}
Feasible

Figure 4.3: Architecture of the proposed framework.

each link i having link reliability pi, application requirement Pi, and traffic (Ti, Ti,max, Di),

the “R3 Mapping" component uses pi and Pi of link i to compute Xi, i.e., the number of

time slots (i.e., transmission opportunities) needed to ensure the successful delivery of a

packet along link i in probability Pi. Then the “Admission Test" component determines

whether the links are schedulable or not based on Xi and the input Ti,max. If schedulable,

a set of optimal periods Ti,OPT are computed based on Xi, Ti, and Ti,max. Then the links

are scheduled using an optimal real-time scheduling algorithm based on the optimal traffic

periods, the transmission opportunities reserved, and delivery deadlines. In the following,

we elaborate on each component of the framework.

4.4.2 Requirement-reliability-resource (R3) mapping

R3 mapping is invoked to compute the number of transmission opportunities needed

to ensure successful delivery a packet along each link with the required probability guarantee.
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Theorem 4.4.1. Given link reliability pi and application requirement Pi, the minimum num-

ber of time slots (or transmission opportunities) needed to ensure successful delivery of a

packet for link i in probability Pi, denoted as Xi, is as follows:

Xi = dlog1−pi(1− Pi)e. (4.1)

Proof. Let

Qi = Prob{A packet delivered within Xi transmissions}

= 1− Prob{Fail all Xi transmissions}

= 1− (1− pi)(1− pi)...(1− pi)︸ ︷︷ ︸
Xi

= 1− (1− pi)Xi .

(4.2)

To achieve the application requirement Pi,

Qi = 1− (1− pi)Xi ≥ Pi. (4.3)

Thus, the minimum number of transmissions needed is Xi = dlog1−pi(1− Pi)e.

Note that the Xi reserved time slots do not have to be Xi consecutive time slots, and,

for real-time packet delivery, the Xi time slots only have to be before the delivery deadline

of the packet. By R3 mapping, the number of transmission opportunities needed to ensure

probabilistic packet delivery success (i.e., Xi) is derived from the channel statistics and the

application requirement, thus transforming the probabilistic real-time delivery requirement

into a problem involving the reservation of a deterministic number of transmission opportu-

nities for each link. This transformation facilitates the application/extension of traditional

real-time CPU scheduling theory to the real-time wireless transmission scheduling as we will

explain in Sections 4.4.3 and 4.4.4.
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The above derivation of Xi is based on the link model where the per-packet trans-

mission success probability along link i is pi, which is a valid model for cases where the

per-packet transmission reliability is controlled at a certain level (e.g., pi) using techniques

such as channel-aware transmission power control. For cases where other models such as

Markovian models or empirical models of packet transmission successes [66][67] may be more

appropriate (e.g., when no mechanism is adopted to ensure a certain per-packet communi-

cation reliability in the presence of channel deep fading), the derivation of Xi needs to be

revised accordingly, but the rest of our probabilistic real-time scheduling framework would

still apply. As a first step in studying scheduling with probabilistic per-packet real-time

guarantees, we focus on scenarios where the per-packet transmission reliability is controlled

at pi, and we relegate the detailed studies of alternative link models as future work.

4.4.3 Scheduling policy

Priority-based scheduling algorithms are usually used in real-time systems [44][45].

Consider the better resource utilization and agility that a dynamic-priority algorithm can

achieve, in this paper, a dynamic-priority scheduling algorithm based on the Earliest Deadline

First (EDF) concept is used. In the algorithm, we define the deadline of a link as the deadline

of the packet that needs to be delivered across the link; if there is no packet that is yet to

be delivered across the link at a time slot, we regard the link’s deadline as positive infinity

at the time slot. Then, at each time slot, the link with the earliest deadline is scheduled by

the algorithm. This can be represented by Algorithm 5.

In the following, the proposed scheduling algorithm is shown to be feasibility-optimal.

Theorem 4.4.2. (Feasibility Optimality of Algorithm 5) Algorithm 5 can produce a feasible

schedule for a set of links L with arbitrary deadlines Di on a single wireless channel if and

only if there exists any algorithm that can schedule the transmissions of links L to ensure

the required probabilistic per-packet real-time guarantee.

Proof. The theorem is proved by transforming the wireless packet transmission scheduling

problem into a real-time CPU scheduling problem [48] in the following manner: treat each
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Algorithm 5 Scheduling algorithm
1: for each time slot
2: target_link_index = 0;
3: min_deadline = ∞;
4: for i = 1 to n
5: if link[i].deadline < min_deadline
6: min_deadline = link[i].deadline;
7: target_link_index = i;
8: end if
9: end for

10: Schedule link[target_link_index];
11: end for

link i as a task i; then each packet j along link i corresponds to a job j of task i, and the

number of transmission opportunities Xi required to ensure the probabilistically successful

delivery of a packet corresponds to the execution time Ci in task scheduling. Accordingly,

the traffic demand {(Ti, Ti,max, Di, Pi)}i=1...n can be transformed into a task system J =

{(Ti, Di, Xi)}i=1...n of n periodic tasks, with each task i specified by its period Ti, relative

deadline Di, and execution time Xi = dlog1−pi(1 − Pi)e. In a task i (i = 1 . . . n), a job is

repeated every Ti time slots, and every instance of the repeating job has a relative deadline

of Di and an execution time of Xi. Then, Algorithm 5 is the same as the EDF algorithm for

preemptive CPU scheduling except for the following differences: 1) the task system J is such

that the units of time is a time slot, and the period of a task as well as the arrival time, relative

deadline, and execution time of each job of the task are all integers (instead of being real

numbers as in a preemptive CPU scheduling problem setup); 2) given that the transmission

of a packet in a time slot cannot be interrupted in general, the transmission along a link i can

only preempt the transmission along another link i′ at the boundary of two consecutive time

slots, thus a task in the corresponding task system can be preempted only at the boundary

of consecutive time slots (instead of being at any arbitrary point in time as in a preemptive

CPU scheduling problem setup), and the task system is a limited preemptive system. Just as

the EDF scheduling algorithm is optimal for preemptive single CPU scheduling, Algorithm
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5 is optimal for the aforementioned task system J = {(Ti, Di, Xi)}i=1...n, and the proof is

based on induction as follows.

Let ∆ denote an arbitrarily small positive number of time slots. Consider a schedule

S for J in which all deadlines are met, and let [t0, t0 + ∆) denote the first time interval over

which this schedule makes a scheduling decision different from the one made by Algorithm

5. Suppose that a job/packet j1 = (a1, e1, d1) with arrival time a1, execution time e1,

and deadline d1 is scheduled in S over this interval, while another job j2 = (a2, e2, d2) is

scheduled in Algorithm 5. Since S meets all the deadlines, it is the case that S schedules j2

to completion by the end of time slot d2. In particular, this implies that S schedules j2 for

an amount at least ∆ prior to d2. But by the definition of Algorithm 5, d2 ≤ d1; hence, S

schedules j2 for an amount at least ∆ prior to d1 as well. Now the new schedule S ′ obtained

from S by swapping the executions of j1 and j2 of length ∆ time slots each would agree

with Algorithm 5 over [0, t0 + ∆). The proof of optimality of Algorithm 5 now follows by

induction on time, with S ′ playing the role of S in the above argument.

4.4.4 Admission policy

Given an arbitrary set of links, it is not always possible to find a schedule to meet

the probabilistic deadlines. Therefore, an admission policy is needed to determine whether

the set of links is feasible. In this paper, a reservation-based admission policy is used. Since

link i generates one packet every Ti time slots, by R3 mapping, it is known that it needs

to reserve Xi time slots to ensure the probabilistic per-packet real-time delivery. Thus the

admission test is such that if the test is passed, each link is guaranteed for a certain number

of reserved transmission opportunities.

Definition 2 (Work density) The work density of link i, denoted by ρi, is defined as the

ratio of the number of transmission opportunities needed to ensure the required probabilistic

real-time communication guarantee along link i to the traffic period of link i. That is,

ρi =
Xi

Ti
. (4.4)
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Then, we have

Theorem 4.4.3. A set of n links is schedulable if and only if

n∑
i=1

ρi ≤ 1. (4.5)

Proof. As we have shown in the proof of Theorem 2 earlier, the real-time wireless transmis-

sion scheduling problem considered in this work can be transformed into a special preemptive

CPU scheduling problem, and the EDF-based Algorithm 5 is optimal just as the EDF algo-

rithm is optimal for real-time preemptive single CPU scheduling. For real-time preemptive

single CPU scheduling, Liu [48] has shown, by Theorem 6.1 of [48], that a task system is

schedulable if and only if the total work density of the task system is no more than 1. The

proof of Theorem 6.1 on pages 124-126 of Reference [48] can be directly applied to prove

Theorem 3 here, since the proof of Theorem 6.1 in Reference [48] applies to the special task

system J presented in the proof of Theorem 2 earlier. For conciseness of presentation, we

skip the detailed proof here.

Since the upper bound of period for each link is known, besides Theorem 3, a simple

infeasibility test can be applied to avoid further searching by the following lemma.

Lemma 1 Given a set of n links, if the schedulability condition from Theorem 3 is not

satisfied for Ti,max, i = 1, .., n, then it is not satisfied for any Ti < Ti,max.

Proof. If the link set fails the schedulability test in Theorem 3, then

n∑
i=1

Xi

Ti,max

> 1.

Using any Ti < Ti,max will lead to
n∑

i=1

Xi

Ti
>

n∑
i=1

Xi

Ti,max

> 1.

This concludes the proof.
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Then the admission test is summarized as Algorithm 6.

Algorithm 6 Admission test
1: total_density ← 0;
2: for i = 1 to n
3: Compute Xi = dlog1−pi(1− Pi)e;

4: total_density ← total_density +
Xi

Ti,max

;

5: if total_density > 1
6: return Infeasible;
7: end if
8: end for
9: return Feasible;

4.4.5 Selection of packet generation period

In this section, we address the issue of selecting the optimal packet generation periods

while ensuring schedulability for a set of feasible links. Without loss of generality, assume the

utility function is concave and monotonically increasing. Since Ti is an integer (i.e., number

of time slots), the optimization problem to solve becomes a discrete optimization problem.

More precisely, this problem is:

Maximize
Ti,i=1...n

n∑
i=1

Ui

( 1

Ti

)
, (4.6)

subject to:
n∑

i=1

Xi

Ti
≤ 1, (4.7)

Ti ≤ Ti,max, i = 1, ..., n. (4.8)

The maximization is with respect to Ti’s. The utility function Ui increases as the period Ti

decreases, which is quite intuitive. The optimal solution for this problem can be obtained

using Branch-and-Bound methods, especially when the problem size is small. Given that

the time complexity of branch-and-bound methods is as high as that of exhaustive search

in the worst case (i.e., O(Ti,max
n)), however, here we also turn to pursue a more efficient
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approximation algorithm for problems of larger sizes. The basic idea is to transform the

problem by replacing the discrete variable Ti with real number ti, then solve the new problem

using convex optimization technique. We first transform the problem as

Maximize
ti,i=1...n

n∑
i=1

Ui

( 1

ti

)
, (4.9)

subject to:
n∑

i=1

Xi

ti
≤ 1, (4.10)

ti ≤ Ti,max, i = 1, ..., n. (4.11)

For ease of mathematical derivation, replace
1

ti
above with fi, where fi is the sensing

frequency. Then the optimization problem can be rewritten as:

Maximize
fi,i=1...n

n∑
i=1

Ui(fi), (4.12)

subject to:
n∑

i=1

Xifi ≤ 1, (4.13)

fi,min ≤ fi, i = 1, ..., n, (4.14)

where fi,min =
1

Ti,max

is the lower bound of the sensing frequency. By transforming E.q.

(4.10) into E.q. (4.13), we perform derivation over fi rather than ti when apply the KKT

conditions.

Introducing Lagrange multipliers λ for the inequality constraints
n∑

i=1

Xifi ≤ 1, and

λi for the inequality constraints fi,min ≤ fi, it follows that

I(f1, ..., fn) =
n∑

i=1

Ui(fi)− λ(
n∑

i=1

(Xifi − 1))−

n∑
i=1

(λi(fi,min − fi)).
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Then the KKT conditions can be obtained as

∇fI(f1, ..., fn) = 0,

n∑
i=1

Xifi − 1 ≤ 0,

fi,min − fi ≤ 0, i = 1, ..., n,

λ(
n∑

i=1

Xifi − 1) = 0,

λi(fi,min − fi) = 0, i = 1, ..., n,

λ ≥ 0,

λi ≥ 0, i = 1, ..., n.

The first condition can be further expanded into n equations:

∇fI(f1, ..., fn) =



∂I(f1, ..., fn)

∂f1
∂I(f1, ..., fn)

∂f2
...

∂I(f1, ..., fn)

∂fn


=



d

df1
U1(f1)− λX1 + λ1

d

df2
U2(f2)− λX2 + λ2

...
d

dfn
U3(fn)− λXn + λn


= 0.
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For simplicity, rewrite the above equations as



d

dfi
Ui(fi)− λXi + λi = 0, i = 1, ..., n,

n∑
i=1

Xifi − 1 ≤ 0,

fi,min − fi ≤ 0, i = 1, ..., n,

λ(
n∑

i=1

Xifi − 1) = 0,

λi(fi,min − fi) = 0, i = 1, ..., n,

λ ≥ 0,

λi ≥ 0, i = 1, ..., n.

(4.15a)

(4.15b)

(4.15c)

(4.15d)

(4.15e)

(4.15f)

(4.15g)

Rewrite E.q. (4.15a) as λ =

d
dfi
Ui(fi) + λi

Xi

. Since the utility function Ui(fi) is monotonically

increasing with fi,
d

dfi
U(fi) > 0. In addition, Xi > 0 and λi ≥ 0, thus λ > 0. Then, E.q.

(4.15d) implies that
n∑

i=1

Xifi = 1. In this case, the problem becomes:

Maximize
fi,i=1...n

n∑
i=1

Ui(fi), (4.16)

subject to:
n∑

i=1

Xifi = 1, (4.17)

fi,min ≤ fi, i = 1, ..., n. (4.18)

Thus, the problem to be addressed contains only the equality and lower bound con-

straints. For many simple utility functions, closed form solutions can be obtained; in general,

a set of optimal periods ti,OPT can be obtained in time O(nlogn) by using the OPT-L algo-
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rithm [49]. Then we can approximate the optimal period Ti,OPT by taking ceiling on
1

fi,OPT

for 1 ≤ i ≤ n, that is, letting Ti,OPT = d 1

fi,OPT

e.

Algorithm 7 summarizes our approach to selecting the packet generation periods.

Algorithm 7 Selection of packet generation period
1: if problem size is small (e.g., n ≤ 30)
2: Use branch-and-bound method to solve (4.6)-(5.13).
3: else
4: Use the OPT-L algorithm [49] to solve (4.16)-(4.18);

5: Ti,OPT = d 1

fi,OPT

e, 1 ≤ i ≤ n.

6: end if

4.5 Simulation Experiment
The proposed admission control and scheduling algorithm are denoted as prob-QoS.

In this section, the performance for prob-QoS is evaluated via Matlab simulation. We first

discuss the simulation methodology and then show the results.

4.5.1 Simulation methodology

• Packet loss model. The packet reception is modeled with Bernoulli trials, i.e., a

transmission will succeed with probability p, where 0 ≤ p ≤ 1.

• Performance metrics. Regarding the performance metrics, QoS satisfaction ratio

and idleness ratio are used. First, QoS satisfaction ratio is the ratio that the required

per-packet QoS is guaranteed. It is the primary goal of this work. Second, since

the number of time slots needed Xi is estimated based on the channel statistics, it is

possible that a slot assigned to a link at certain time is not used since it has already

successfully delivered the packet. In this case, the remaining slots reserved for this link

will be idle. The idleness ratio is the ratio between the idle slots and the total slots

reserved. In the premise of QoS satisfaction, a smaller idleness ratio is favored since it

implies higher channel utilization.



61

• Application settings. For reflecting the mission-critical scenarios, consider the cases

when the application requirement Pi for each link is set to 90%, 95%, or 99% respec-

tively. To understand the impact of link reliability pi, experiments with varying pi are

also performed. The number of links n is 16, period T and deadline D are 100 time

slots. This setting is to ensure there is feasible solution for the admission test.

• Baseline algorithm. To evaluate the per-packet real-time guarantee, the proposed

scheme is compared with the state-of-the-art debt-based algorithm [38]. The debt of a

client i at time t is defined as the number of time slots needed by i minus the actual

number of time slots it has transmitted by t. At each time slot, the AP schedules the

client with largest debt.

4.5.2 Simulation results

Figure 4.4 compares the QoS satisfaction ratios of prob-QoS and debt-based algorithm

when the link reliability p = 0.6. As shown in the figure, prob-QoS can always guarantee per-

packet QoS for all requirements, while the debt-based algorithm fails all cases. The reason

is because prob-QoS reserves enough resource for each packet by R3 mapping and admission

test, while the debt-based algorithm only focuses on long-term average performance and

ignores short-term fluctuations

Figure 4.5 evaluates the QoS satisfaction ratio by fixing the application requirement

to 99% and varying the link reliability. As shown in the figure, prob-QoS always ensures

99% QoS satisfaction ratio while the debt-based algorithm fails to.

For the idleness ratio, similar experiments are conducted. Figure 4.6 shows the case

when the link reliability is 0.6 for both algorithms. As shown in the figure, prob-QoS has

a larger idleness ratio than the debt-based algorithm. This is because the primary design

objective of prob-QoS is to ensure per-packet real-time QoS. By Definition 1, such per-packet

QoS must be satisfied for a randomly picked packet in an arbitrarily long execution history.

Mission-critical applications require predictable behaviors under all possible circumstances,

thus the conservativeness of reservation is the cost that needs to be taken, otherwise the
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Figure 4.4: QoS satisfaction ratio: prob-QoS vs debt-based algorithm with different appli-

cation requirements.
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Figure 4.5: QoS satisfaction ratio: prob-QoS vs debt-based algorithm with different link

reliability.
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required QoS cannot be met. Figure 4.7 shows similar results when the application require-

ment is set to 99% and link reliability varies. In Section 4.6.1, the inherent tradeoff between

throughput and real-time guarantees will be discussed in detail.

Figure 4.6: Idleness ratio: prob-QoS vs debt-based algorithm with different application

requirements.

4.6 Extensions
The previous sections have focused on centralized schemes to ensure per-packet real-

time communication guarantees in single-channel settings. In this section, we discuss the

impact of the timescale of real-time communication guarantees on system throughput, how

to leverage multiple wireless channels, how to address the impact of control signaling unre-

liability, and how to implement the proposed algorithms in a distributed manner.
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Figure 4.7: Idleness ratio: prob-QoS vs debt-based algorithm with different link reliability.

4.6.1 Impact of timescales of real-time communication guarantee

Targeting applications such as industrial control and augmented reality which are

sensitive to the delay and loss of every packet (or every few consecutive packets), the studies

in this paper have mainly focused on how to ensure probabilistic short-term, per-packet

communication delay bound. Existing studies such as those by Hou et al. [38, 39], on the

other hand, have focused on how to ensure a certain long-term, asymptotic average ratio

of packets that are delivered before deadlines, instead of ensuring probabilistic real-time

delivery of each packet. Therefore, a question worth asking is how the timescales (e.g.,

short-term vs. long-term) of real-time communication guarantees impact network behavior

such as throughput and per-packet delivery reliability.

To answer the above question, here we examine the question of how to schedule the

transmissions of packets so that, for each link i, out of every “window" of Ki consecutive

packets, the probability Pi(mi, pi, Ki, ri) for ri fraction of theKi packets to be delivered before
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deadlines is no less than qi. In this case, Ki is the “timescale of real-time communication

guarantee", and here we intend to understand the impact of Ki on network behavior such

as throughput. To facilitate the analysis, we assume that, for each link i, each period has Ti

time slots, and, as before, the per-transmission reliability along link i is pi. Figure 4.8 shows

... ...

period

time slot

timescale Ki 

per-packet reliability Pi(mi)

per-transmission reliability pi

Figure 4.8: Timescale analysis.

the setup for the analysis. (Note that, as special cases of the analytical setup, the problem

considered in the previous sections of this paper is such that Ki = 1, ri = 1, and qi = Pi,

and the problems considered by Hou et al. [38, 39] are such that Ki =∞.)

Given that, with techniques such as power control, the per-transmission reliability

can be controlled to be i.i.d., the number of transmission opportunities reserved for each

packet is assumed to be the same and denoted by mi. That is, each packet is transmit-

ted until success or up to mi times in each period, and 1 ≤ mi ≤ Ti. Let Pi(mi) ,

Prob{Per-packet delivery success}, then

Pi(mi) = Prob{A packet delivered within mi transmissions}

= 1− Prob{Fail all mi transmissions}

= 1− (1− pi)(1− pi)...(1− pi)︸ ︷︷ ︸
mi

= 1− (1− pi)mi .

(4.19)
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Let Pi(mi, pi, Ki, ri) be the probability that the real-time delivery ratio along link i

is at least ri for every Ki consecutive packets, then

Pi(mi, pi, Ki, ri)

= Prob{At least dKirie packets out of every Ki packets

are delivered before deadlines}

=

Ki∑
K′

i=dKirie

Prob {K ′i packets out of every Ki packets

are delivered before deadlines}

=

Ki∑
K′

i=dKirie

(
Ki

K ′i

)
· Pi(mi)

K′
i · (1− Pi(mi))

Ki−K′
i .

(4.20)

Given that Pi(mi) and Pi(mi, pi, Ki, ri) are non-decreasing with mi, the transmission

scheduling scheme should be such that the minimum number of transmission opportunities

are reserved for each packet to ensure that Pi(mi, pi, Ki, ri) ≥ qi, if possible. When pi and Ti

are relative small while ri and qi are large, it may be infeasible to ensure Pi(mi, pi, Ki, ri) ≥ qi

even with mi = Ti, and the problem is infeasible in this case. For understanding the impact

of the timescales of real-time communication guarantee, it is enough for the analysis in this

section to focus on cases where the problem is feasible. With this assumption, the transmis-

sion scheduling scheme reserves m∗i (Ki, pi, ri, qi) number of transmission opportunities for

each packet, with m∗i specified as follows:

m∗i (Ki, pi, ri, qi) = argmin
mi

Pi(mi, pi, Ki, ri) ≥ qi. (4.21)

It is difficult to derive the close-form, analytical solution for computing m∗i (Ki, pi, ri, qi),

but, given that Pi(mi, pi, Ki, ri) is non-decreasing with mi, m∗i (Ki, pi, ri, qi) can be found by

numerically searching from 1, 2, . . . until the first mi such that Pi(mi, pi, Ki, ri) ≥ qi.

To understand the impact of the timescales of real-time communication guarantee

(i.e., Ki), Figures 4.9 and 4.10 show the impact of Ki on m∗i for different parameter config-
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Figure 4.9: An example showing the relation betweenKi andm∗i , where ri = 0.9, qi = 0.9999,

and Ti = 100.
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Figure 4.10: An example showing the relation between Ki and m∗i , where ri = 0.99, qi =

0.9999, and Ti = 100.



70

urations. The figures show that the overall trend is such that m∗i decreases as Ki increases,

even though there exist transient perturbations (i.e., m∗i increases with Ki) embedded into

the overall trend. The overall trend is clearer when the per-transmission reliability pi is lower,

and m∗i becomes less sensitive to Ki as the per-transmission reliability pi increases. Given

that the supportable network throughput increases with decreasing m∗i , the observations

show that, when the per-transmission reliability is low (e.g., 0.1), the supportable network

throughput increases in a non-negligible manner with increasing Ki. On the other hand, as

the per-transmission reliability increases, the supportable network throughput becomes less

sensitive to Ki. (Similar phenomena have been observed for other parameter configurations,

but details are omitted here due to space constraint.)

For a given m∗i and pi, there exists a corresponding per-packet success probability

P ∗i . Note that, for a given Ki, ri, and qi, P ∗i is the same no matter what pi is; that is, pi

impacts the choice of m∗i to ensure the required P ∗i . Figures 4.11 and 4.12 show the relation

0 500 1000 1500
0.9

0.92

0.94

0.96

0.98

1

K
i

P
i*

Figure 4.11: An example showing the relation between Ki and P ∗i , where ri = 0.9, qi =

0.9999.

between P ∗i and Ki for the same parameter configurations as those for Figures 4.9 and 4.10

respectively. The figures show that, as Ki increases, P ∗i tends to decrease as an overall trend
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Figure 4.12: An example showing the relation between Ki and Pi, where ri = 0.99, qi =

0.9999.

(despite transient perturbations) and converges to ri as Ki goes to infinity. When Ki is

small, P ∗i tends to be higher than ri to ensure Pi(m
∗
i , pi, Ki, ri) ≥ qi.

4.6.2 Extension to multichannel settings

In the previous sections, single channel settings are considered. When multiple chan-

nels are available for packet transmissions, the proposed scheme can be extended. The mul-

tichannel wireless scheduling problem is similar to the multiprocessor real-time scheduling,

with each available channel treated as a processor.

In multiprocessor real-time scheduling, different tasks are assigned to different proces-

sors. At any moment in time, there is only one active task on each processor while multiple

tasks are running in parallel on different processors. Similarly, in multichannel wireless

scheduling, transmission links are assigned to different channels, and within each channel,

one link is scheduled to transmit at a time.

Then, by multi-core real-time scheduling theory [58], the P-Fair scheduling algorithm

[58] is the optimal, capacity-achieving scheduling algorithm, and the real-time communica-

tion requirements of the n mutually-interfering links (see Section 5.3.2) can be satisfied if
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the following condition holds:
n∑

i=1

ρi ≤ m, (4.22)

where ρi is the work density of link i as defined by (4.4), and m is the number of available

channels. For the usual case when Di = Ti for every link i (i.e., packet delivery deadline

equals packet generation interval), Condition (4.22) is also a necessary condition.

4.6.3 Impact of control signaling unreliability

The presentations in this paper so far have assumed that the delivery of control

signaling packets along the downlinks from the AP to sensors is perfectly reliable. When the

downlink reliability is less than 1, the loss of a control signal will lead to the situation where

no sensor transmits in the corresponding time slot, which can be treated as a packet loss.

To deal with this in our framework, we just need to reflect the downlink unreliability in the

“adjusted" uplink reliability from each sensor to AP. That is, if pdi is the downlink reliability

from the AP to sensor i, the “adjusted" uplink reliability becomes pdi ∗ pi for link i, and then

the rest of the framework applies.

4.6.4 Distributed solution

Although a centralized network with a base station is considered in this paper, it is

possible to extend the solution to a distributed scenario. Assume an ad hoc network with

multiple sender-receiver pairs. Since the traffic pattern is deterministic for each link (i.e.,

the traffic period and deadline are known), such information can be shared among links

through information exchange before transmissions. As a consequence, each link is aware of

the packet arrival and deadline requirement of other interfering links, and then a distributed

EDF scheduler can run at each link synchronously [59].

4.7 Concluding remarks
In this paper, a probabilistic framework for per-packet real-time wireless communica-

tion guarantees is proposed. The notion of real-time in this paper differs fundamentally from
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existing work in the sense that it ensures in an arbitrarily long execution history, a randomly

selected packet will meet its deadline in a user-specified probability. By R3 mapping, the

upper-layer requirement and the lower-layer link reliability are translated into the number

of transmission opportunities needed. By optimal real-time communication scheduling as

well as admission test and traffic period optimization, the system utilization is maximized

while the schedulability is maintained. The proposed admission test is proved to be both

sufficient and necessary. The simulation results show that the proposed scheme can meet

the probabilistic real-time communication requirement.

For future work, we plan to integrate the proposed probabilistic real-time framework

with PRKS [37], where the link reliability is guaranteed by PRKS and the timeliness is

provided by the proposed framework in this paper. Another interesting direction would

be to consider aperiodic traffic coexisting with real-time traffic, in which case the channel

utilization can potentially be improved by allowing the aperiodic traffic to utilize the time

slots that are left idle by the periodic, real-time traffic. We have assumed that the per-

packet transmission status (i.e., success or failure) is independent across different links in

this work, and a future direction is to consider spatial link correlation and diversity in

real-time scheduling which may increase system real-time capacity (i.e., amount of data

deliverable within certain deadlines). Detailed study of alternative link models (e.g., when

the communication reliability across a link is not i.i.d.) and distributed implementation of

the proposed scheduling algorithm is also an interesting future direction. This study has

focused on link-level scheduling, and an interesting future extension will be to consider end-

to-end real-time guarantees which address the delay introduced by computational tasks and

multi-hop communications.
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Table 4.2: Two cases with the same long-term average timely delivery ratio but different

short-term performance.

Case Period 1 Period 2 Period 3 Period 4
1 90% 90% 90% 90%
2 99% 79% 99% 83%
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CHAPTER 5: PROBABILISTIC PER-PACKET REAL-TIME
GUARANTEE WITH JITTER CONTROL

5.1 Introduction
Wireless networked sensing and control (WSC) systems typically comprise a controller

and multiple spatially distributed sensors and actuators. The sensors sense data periodically

from the physical world and send it to the controller. The controller processes the sensing

data to generate control actions for the actuators. For WSC, control performance strongly

depends on the timely delivery of the sensing information. If not delivered by a certain

deadline, it may degrade the performance of the system and even jeopardize its stability.

However, the message transmissions in wireless network may experience delay and delay

variations (i.e., jitter) due to various factors such as scheduling algorithm, online trafficload

changes, channel fading, and environment dynamics.

One interesting problem is how to reduce delay jitter while ensuring that packets are

delivered by their deadlines.

5.2 Related Work
The problem of delay jitter control has been studied for many years in real-time

systems. In the following, we will briefly review some representative work in this field.

Cervin et al. [81] proposed the concept of jitter margin and combined it with real-

time theory to guarantee the schedulability and stability of the system. A lower bound under

EDF scheduling is found by estimating the worst-case and best-case response time. However,

they did not discuss how to achieve the bound.

A indirect way of reducing jitter in real-time systems is to assign tasks tighter dead-

lines. Based on EDF scheduling, Baruah et al. [76] proposed to assign shorter relative

deadlines to a task set such that the jitter is reduced while the schedulability is maintained.

The intuition is that, as long as the schedule is feasible, the jitter will be upper bounded by

Di −Ci, where Di and Ci are the relative deadline and worst-case execution time (WCET).

A major drawback is that the task set may not be schedulable any more after advancing
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deadlines. In practice, this method only works when the system has a low utilization. Work-

ing on this line, [93] proposed an adaptive approach to minimize jitter for a set of tasks. The

approach formulates the jitter minimization problem as an optimization problem and devel-

oped a heuristic to solve the optimization problem. Instead of just reducing deadline, this

approach adaptively adjust deadlines to explore the full design space to reduce the overall

jitter. However, both methods are offline algorithms based on the WCET. In general, the

actual execution time is much less than the WCET. Thus, these algorithms leave the system

unnecessarily idle.

Another approach to reduce jitter in real-time systems is to divide each task into

three subtasks, i.e., input, processing, and output [83]. The key idea is to always execute the

input subtask at the beginning of the period and the output subtask at the end. By applying

this method, the input and output subtasks are always separated by exactly one period,

leading to fixed input-output delay thus reducing jitter. However, by inserting idleness

between the input and the output, not only the average delay is unnecessarily increased,

but extra interference is introduced due to more contention at a same time. In addition,

such decomposition of a task introduces more complexity and may not be feasible at all in

practice.

Another heuristic to reduce scheduling-induced jitter is to disable preemption during

tasks execution. The intuition is to minimize the difference between the time a job’s start

and completion times. One clear drawback of this method is the reduction of schedulability

due to non-preemption.

In communication networks, a buffer can be deployed at the receiver side to smooth

out delay jitter [90]. Basically, if a packet arrives earlier than its assigned deadline at the

receiver, it will be hold for the remaining time and only delivered to the application unitil

the deadline is reached. Thus, the delay jitter can be zero. However, such mechanism is

fundamentally the same as the task splitting approach, i.e., the delay is always as large as

the deadline.
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5.3 System Model and Problem Statement

5.3.1 System model

Consider a wireless network with a centralized controller and N sensors. All the sen-

sors are within the communication range of the controller. Time is slotted and synchronized

across the controller and sensors, and the wireless transmissions between the sensors and

controller are scheduled in a TDMA manner. At the beginning of each time slot, the con-

troller broadcasts a short control signaling message to indicate the sensor that shall transmit

in the current time slot. The duration of a time slot is the time required for the controller to

send the control packet plus the time for a sensor to transmit a data packet of certain fixed

length. All the time slots are of the same length. To avoid transmission collision, there can

be at most one active sensor transmitting at each time slot.

The transmission link between the controller and sensor i is characterized by a 4-tuple

(Ti, Di, pi, Pi) as shown in Figure 5.1.

Figure 5.1: Timing for link i.

• Ti: sampling period. Sensor i periodically generates one data packet at time slot

ri,k = kTi (k = 0, 1, 2, ...). In a very general framework, Ti is the design variable to

represent the possible choices of the designer at the stage of the system design. Note

that in our system model, Ti is a positive integer.
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• Di: relative deadline for sensing data delivery, which is also a positive integer. For

sensor i, each packet is associated with a relative deadline Di in units of time slots. A

packet arriving at time slot t should be successfully delivered no later than time slot

t+Di; otherwise, the packet is dropped. Since the node always sends new sensing and

control signal, Di ≤ Ti. In this paper, Di and Ti are assumed to be equal, and this

scenario is usually referred to as implicit deadline in classic real-time systems and finds

its application in various areas. Note that heterogeneous deadlines across different links

are considered since more stringent deadlines are assigned to more critical sensor nodes

in practice.

• pi: link reliability between sensor i and the controller. A packet transmission succeeds

in probability pi. The event of successful transmissions along a link is assumed to be

i.i.d. over time, thus whether a packet can be successfully delivered at a time slot is

independent of the status of earlier transmissions.

• Pi: application requirement. Due to inherent dynamics and uncertainties in wireless

communication, real-time communication guarantees are probabilistic in nature. Thus

a probabilistic QoS metric is defined.

Definition 1 Link i meets probabilistic per-packet real-time guarantee if

∀k, Prob{fi,k ≤ kTi +Di} ≥ Pi, (5.1)

where fi,k is the time (measured in time slots) when link i’s successfully delivers its

k-th packet to the controller.

Intuitively, the probabilistic per-packet real-time guarantee for link i ensures that in

an arbitrarily long execution history, a randomly selected packet of link i will meet the

deadline Di at least in probability Pi.
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5.3.2 Problem statement

Jitter for link i is defined as

Ji =
max

k
(fi,k − ri,k)−min

k
(fi,k − ri,k)

Ti
. (5.2)

Intuitively, Ji is the normalized difference between the largest and smallest transmission

times among all packets of link i. The overall jitter of all the links is therefore denoted as

J =
N∑
i=1

Ji
N
. (5.3)

The goal of this paper is to minimize J under the constraint of E.q. (5.1). To answer

this question, a probabilistic real-time wireless communication framework is proposed in the

next section.

5.4 Offline and Online Scheduling for Probabilistic Per-
Packet Real-Time Guarantee with Jitter Control

5.4.1 Overview

An architecture for solving the probabilistic per-packet real-time scheduling problem

is shown in Figure 5.2.

First, the “Transmission Opportunities Estimator" uses pi and Pi of link i to com-

pute Xi, i.e., the number of time slots needed to ensure the successful delivery of a packet

along link i in probability Pi. Then the “Deadlines Optimizer" determines whether the links

are schedulable or not based on Xi and the input Ti,max. If schedulable, a set of optimal

deadlines Di,OPT are computed based on Xi and Ti. Then the links are scheduled using an

optimal real-time scheduling algorithm based on the optimal traffic periods, the transmis-

sion opportunities reserved, and delivery deadlines. In the following, we elaborate on each

component of the framework.
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Figure 5.2: Architecture of the proposed framework.

5.4.2 Transmission opportunities estimator

Transmission opportunities estimator is invoked to compute the number of transmis-

sion opportunities needed to ensure successful delivery a packet along each link with the

required probability guarantee. Given link reliability pi and application requirement Pi, the

minimum number of time slots (or transmission opportunities) needed to ensure successful

delivery of a packet for link i in probability Pi, denoted as Xi, can be computed as follows

[112]. Let

Qi = Prob{A packet delivered within Xi transmissions}

= 1− Prob{Fail all Xi transmissions}

= 1− (1− pi)(1− pi)...(1− pi)︸ ︷︷ ︸
Xi

= 1− (1− pi)Xi .

(5.4)
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To achieve the application requirement Pi,

Qi = 1− (1− pi)Xi ≥ Pi. (5.5)

Thus, the minimum number of transmissions needed is

Xi = dlog1−pi(1− Pi)e. (5.6)

Note that the Xi reserved time slots do not have to be Xi consecutive time slots, and, for

real-time packet delivery, the Xi time slots only have to be before the delivery deadline of

the packet.

5.4.3 Deadlines optimizer

Given the better resource utilization and agility that a dynamic-priority algorithm

can achieve, in this paper, a dynamic-priority scheduling algorithm based on the Earliest

Deadline First (EDF) concept is used. This can be represented by Algorithm 8 [112].

Algorithm 8 Default scheduling algorithm
1: for each time slot
2: target_link_index = 0;
3: min_deadline = ∞;
4: for i = 1 to N
5: if link[i].deadline < min_deadline
6: min_deadline = link[i].deadline;
7: target_link_index = i;
8: end if
9: end for

10: Schedule link[target_link_index];
11: end for

Theorem 5.4.1. A set of N links with implicit deadlines is schedulable under Algorithm 8

if and only if

U =
N∑
i=1

Xi

Ti
≤ 1, (5.7)

where U is the total utilization of the links.
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Definition 2 (Extra capacity) If a set of links has a total utilization U < 1, it is said to

have an extra capacity of ∆U = 1− U .

The goal of the deadlines optimizer is to find a set of new deadlines (i.e., periods)

for the links when U < 1, so as to explore the extra capacity. An optimization problem is

formed and solved.

As the first step of optimization, we derive the objective function. Let’s revisit E.q.

(5.2). Since a packet delivered after its deadline will be dropped, the largest transmission

time is its relative deadline Di. On the other hand, the smallest transmission time is equal

to its number of transmission times Xi. Thus,

Ji =
Di −Xi

Ti
. (5.8)

Given the assumption that Ti = Di, the above equation can be rewritten as

Ji = 1− Xi

Di

. (5.9)

By inserting E.q. (5.9) into E.q. (5.3), we have

J =
N∑
i=1

1− Xi

Di

N
. (5.10)

Then the problem becomes the following:

Minimize
di,i=1...n

N∑
i=1

1− Xi

di

N
, (5.11)

subject to:
N∑
i=1

Xi

di
≤ 1, (5.12)

di ≤ Di, i = 1, ..., N. (5.13)
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Basically, the deadlines optimizer finds a set of more stringent deadlines {di} to minimize the

jitter while maintaining the schedulability. This problem has similar structure with [112],

thus can be solved accordingly. After the processing of this component, the extra capacity

is leveraged. So far, the offline treatment of the links has been finished.

5.4.4 Jitter-EDF scheduler

The transmission opportunities estimator reserves Xi time slots for link i such that

the packet is guaranteed to deliver before the deadline at a high probability. However, such

reservation scheme may introduce certain pessimism. Due to the probabilistic nature of

wireless communication, it may take fewer time slots than Xi for a packet to be delivered.

Definition 3 (Spare time) If the k-th packet along link i tasks less than Xi time slots to

be successfully delivered, the remaining time slots reserved in the k-th period for link i is

called spare time.

An interesting question is then: when there is spare time, which link will take it?

Consider an example with three links. Assume that after the offline processing, the numbers

of transmission opportunities and optimal deadlines are obtained as follows: X1 = 3, D1 =

T1 = 8, X2 = 6, D2 = T2 = 16, X3 = 8, D3 = T3 = 32. As shown in Figure 5.3 and

Figure 5.4, link 1 only takes 2 time slots to successfully deliver its first packet, rather than

3 time slots. Therefore, we say there is one time slot spare time from time 2 to 8. When

spare time is available, the scheduler decides which link is going to take it.

Figure 5.3 shows an instance of the default EDF scheduling. At every time slot, the

EDF scheduler always schedules the active link who has the earliest absolute deadline. Thus,

when there is a spare slot at time 2, link 2 will take it. At time 19, since link 2 and link 3 have

a same deadline, i.e., 32, EDF will arbitrarily schedules a link between the two. At time 24,

only link 1 and link 2 are active and they have a same deadline. Again, EDF will schedule

either of them arbitrarily. As shown in this figure, the total jitter is J1 + J2 + J3 = 14/16.

Figure 5.4 shows the results of Jitter-EDF scheduling. The total jitter in this case is

9/16. Therefore, it has a smaller jitter than the default EDF.



85

Figure 5.3: Default EDF.

Figure 5.4: Jitter-EDF.
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The reason is, though EDF guarantees to meet deadline requirement, it does not

consider jitter by design. In the worst scenario, EDF may pick an execution path that leads

to the largest jitter (as shown in Figure 5.3) even though 100% schedulability has been

achieved. This motivates us to consider the order of transmissions when the time windows

till deadlines of multiple links include the spare time slot(s).

Definition 4 (Remaining transmissions) For link i’s k-th packet, the remaining trans-

missions at time slot t is defined as the difference between Xi (i.e., the reserved transmission

opportunities for the k-th packet) and the number of transmissions link i has tried from time

slot k ∗ Ti to t.

Based on this, we propose a scheduling algorithm called Jitter-EDF as shown in

Algorithm 9. The algorithm gives the link with least remaining transmissions the highest

priority when multiple links have the same deadline. By doing this, the EDF property is

maintained to guarantee schedulability while the jitter is also reduced. The intuition is,

by scheduling the link that has least remaining transmissions first, that link can finish its

transmissions quickly and quit the contention for wireless channel. Thus, the interference

can be reduced for the whole system.

5.5 Simulation
In this section, the performance for the proposed Jitter-EDF is evaluated via Matlab

simulation.

5.5.1 Simulation setup

Two scenarios are considered: the first one has a small number of links and the other

has more links. Detailed parameters are shown in Table 5.3. All the periods and transmission

opportunities are integers. The tilization is guaranteed to be less than or equal to 1. The

case that the set of links is not feasible is not within the scope of this paper. The default

EDF algorithm is used as a baseline algorithm. In all cases, the simulation is repeated for

100 times. The average jitter is calculated for each case.
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Algorithm 9 Jitter-EDF scheduling algorithm
1: for each time slot
2: min_deadline = ∞;
3: candidates = {};
4: for i = 1 to N
5: if link[i].deadline < min_deadline
6: min_deadline = link[i].deadline;
7: end if
8: end for
9: for i = 1 to N

10: if link[i].deadline == min_deadline
11: candidates = candidates ∪ i;
12: end if
13: end for
14: if candidates.size == 1
15: Schedule the only link in candidates set;
16: else
17: Schedule the link in candidates set that has the least remaining transmissions;
18: end if
19: end for

Table 5.3: Simulation setup.

# of links Periods Transmission Opportunities
3 {8, 16, 32} {3, 6, 8}
10 {16, 17, 18, 20, 27, 34, 40, 50, 100, 150} {2, 3, 2, 2, 2, 3, 3, 2, 4, 4}

5.5.2 Simulation results

Figure 5.5 compares the overall jitter of our algorithm with EDF when there are 3

links. Bar graph with 95% confidence interval is drawn. The result shows our algorithm

can significantly reduce the jitter compared to the default EDF. In addition, EDF has a

larger variation in jitter compared to our algorithm. The reason is, EDF does not consider

the order of concurrent links who have the same deadline. On the contrary, our algorithm

always pick the one that has the least remaining transmission opportunities first, thus is

more deterministic.

Figure 5.6 shows the result when the number of links increases to 10. As shown in the

figure, our algorithm has better performance than default EDF in terms of average jitter.
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Figure 5.5: Jitter-EDF vs EDF for the case of 3 links.
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Figure 5.6: Jitter-EDF vs EDF for the case of 10 links.
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5.6 Concluding Remarks
In this paper, we have aimed to minimize jitter while guaranteeing deadlines of packets

delivery. Our proposed solution consists of several building blocks: a transmission opportu-

nities estimator to reserve enough time slots for each link, a deadline optimizer to further

reduce deadlines so as to reduce the jitter whenever possible, and a jitter-aware EDF that

considers the transmission order when multiple links have a same deadline. The simulation

results show that our method performs better than the default EDF in terms of average

jitter.

In this study, we assume that each packet is generated at the beginning of each period.

For future work, we plan to investigate the case when packets are released in an asynchronous

way. In this case, the jitter could potentially be reduced by carefully decide the release times

of each packet.

This study has focused on single-hop transmission. An interesting future extension

will be to consider end-to-end jitter reduction where each hop may introduce different degrees

of delay variation.
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CHAPTER 6: CONCLUSION

In this Ph.D. dissertation, we presented our research accomplishments to achieve

real-time guarantees for wireless networked sensing and control.

6.1 Summary of Contributions
In Chapter 2, we present a maximal concurrency and low latency distributed schedul-

ing protocol called ONAMA (Optimal Node Activation Multiple Access). It activates as

many nodes as possible while ensuring transmission reliability (in terms of packets delivery

ratio). We implemented and tested ONAMA on our NetEye testbed at Wayne State Uni-

versity as well as another testbed at NUS in Singapore. The results of both testbeds shows

that ONAMA can maximize throughput while maintaining reliability.

In Chapter 3, we propose algorithms to address the problem of clustering heteroge-

neous reliability requirements into a limit set of service levels. We formally prove that our

solutions are optimal, and they also provide guaranteed reliability.

In Chapter 4, a probabilistic framework for per-packet real-time wireless commu-

nication guarantees is proposed. The per-packet probabilistic real-time QoS was formally

modeled. By R3 mapping, the upper-layer requirement and the lower-layer link reliability are

translated into the number of transmission opportunities needed. By optimal real-time com-

munication scheduling as well as admission test and traffic period optimization, the system

utilization is maximized while the schedulability is maintained.

In Chapter 5, we study the problem of jitter control for wireless real-time packets

delivery. Our solution is a two-level algorithm. The offline component optimizes the dead-

lines to explore the extra capacity while the online component further reduces the jitter by

carefully considering the transmission orders of different links.

6.2 Future Research Directions
We plan to explore the following directions:



91

First, our study in this dissertation has focused on single-hop scenario. An interesting

future extension will be to consider end-to-end real-time guarantee where each hop may

introduce different delay and jitter.

Second, we plan to integrate our proposed framework and algorithms with PRKS,

where the link reliability is guaranteed by PRKS and the timeliness is provided by the

components proposed in this paper.

Third, we would like to consider aperiodic traffic coexisting with real-time traffic, in

which case the channel utilization can potentially be improved by allowing the aperiodic

traffic to utilize the time slots that are left idle by the periodic, real-time traffic.
We hope our work will shed lights for future research in mission-critical wireless

networked sensing and control system.
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Wireless networks are increasingly being explored for mission-critical sensing and

control in emerging domains such as connected and automated vehicles, Industrial 4.0, and

smart city. In wireless networked sensing and control (WSC) systems, reliable and real-

time delivery of sensed data plays a crucial role for the control decision since out-of-date

information will often be irrelevant and even leads to negative effects to the system. Since

WSC differs dramatically from the traditional real-time (RT) systems due to its wireless

nature, new design objective and perspective are necessary to achieve real-time guarantees.

First, we proposed Optimal Node Activation Multiple Access (ONAMA) scheduling

protocol that activates as many nodes as possible while ensuring transmission reliability (in

terms of packets delivery ratio). We implemented and tested ONAMA on two testbeds both

with 120+ sensor nodes.

Second, we proposed algorithms to address the problem of clustering heterogeneous

reliability requirements into a limit set of service levels. Our solutions are optimal, and they

also provide guaranteed reliability, which is critical for wireless sensing and control.

Third, we proposed a probabilistic real-time wireless communication framework that

effectively integrates real-time scheduling theory with wireless communication. The per-

packet probabilistic real-time QoS was formally modeled. By R3 mapping, the upper-layer

requirement and the lower-layer link reliability are translated into the number of trans-

mission opportunities needed. By optimal real-time communication scheduling as well as
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admission test and traffic period optimization, the system utilization is maximized while the

schedulability is maintained.

Finally, we further investigated the problem of how to minimize delay variation (i.e.,

jitter) while ensuring that packets are delivered by their deadlines.
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