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#### Abstract

KINGSLEY R. BROWNE* When Harvard President Lawrence H. Summers suggested that innate sex differences might partially account for women's low levels of representation in certain scientific fields, ${ }^{1}$ he provoked a torrent of outrage. One woman walked out claiming that his remarks caused her to feel physically ill, and another announced that she would no longer donate to Harvard. ${ }^{2}$ Yet another critic commented that Summers had unleashed an "intellectual tsunami." ${ }^{3}$

Unfortunately, the "intellectual tsunami" turned out to be an emotional one instead, and despite the nuanced and tentative nature of his suggestions, Dr. Summers apparently felt compelled, perhaps for institutional reasons, to retreat from the beach to avoid being engulfed in the maelstrom. He has apologized repeatedly and announced a new initiative to recruit women into the sciences. ${ }^{4}$ Not one but two task forces have been created to figure out how to recruit more women, ${ }^{5}$ and based upon the recommendations of these task forces he has pledged at least $\$ 50$ million to increase faculty diversity. ${ }^{6}$ A more fitting response might have been to convene a conference to study diversity in the sciences that actually considered all potential causes rather than blindly assuming that discrimination and sexist socialization are to blame for every unwelcome statistic. Such examination would disclose that the suggestion that Summers made so tentatively could legitimately have been stated with much greater force.


[^1]Dr. Summers' mistake, in the eyes of his critics, was in treating the question as an empirical one-to which facts would be relevant-rather than as a moral one that would be sullied by anything so coarse as scientific data. Apart from Summers' remarks, the two-day-long conference on diversity in the sciences apparently was spared any suggestion that innate sex differences might have anything at all to do with sex differences in career choices. That is not because no one thinks that they do, but because anyone who would say that such differences even might play a role would not be welcome to speak at such a conference, as Summers' experience demonstrates.

There are two fundamental questions that must be addressed in evaluating whether sex differences in occupational outcomes are at least in part a consequence of biologically influenced psychological sex differences. First, are there observable differences between men and women in traits that influence occupational choice? Second, do any differences that are found have biological underpinnings? The latter question is by far the more hotly disputed one. The dispute, it should be noted, is not between those who attribute observed sex differences entirely to social factors and those who attribute them entirely to biological ones. Instead, the dispute is between those who attribute the differences wholly to social factors and those who believe that biology and culture both play important roles. Thus, the suggestion offered here is not that social factors, sometimes including outright discrimination, are not part of the story. Instead, it is that the whole story cannot be understood without taking biologically influenced sex differences into account.

At one level, few people would deny the contribution of biology to sex differences in occupational distributions. Not even the most committed social constructionist would (I think) deny that biology presents some major impediments to equal representation of men and women in some jobs, such as linebacker in the National Football League. However, such an extreme example is as far as many are willing to go in conceding the role of biology. Others, myself included, believe that the role of biology is not limited to physical strength differences and that men and women differ (on average ${ }^{7}$ ) in both cognitive and temperamental traits that affect their talent for and interest in particular occupations. ${ }^{8}$

[^2]Although average differences between the sexes tend to get the most attention, males tend to be more variable than females on most psychological measures, so that even with no average difference, there is often a disproportionate number of males who are extremely good or extremely bad on the measure in question. ${ }^{9}$ For example, although no sex difference appears on most intelligence tests, which are normed to an average IQ of 100 and designed to yield equal means for males and females, males outnumber females by approximately $20 \%$ in the above-140 group and by an even greater amount among those below $70 .{ }^{10}$

Even when it comes to mentally demanding jobs such as research scientist at leading universities, there is probably general agreement that biology plays a large role in explaining why some men obtain such positions and other men do not. As Dr. Summers pointed out, ${ }^{11}$ when we are talking about the population of people who have the ability to participate at the very highest levels in fields like mathematics and physics, we are not talking about people in the top $2 \%$ of ability but more likely those in the top one-tenth or even one-hundredth of $1 \%$. Thus, only a small fraction of $1 \%$ of all men have the mental capacity and temperament to obtain such a job, and much of what separates those who can from those who cannot relates to innate endowment. Similarly, only a tiny fraction of women have the mental capacity and temperament for such a job. Thus, the area of disagreement ends up being quite narrow: the question is whether the tiny percentage of men biologically suited for the job is exactly the same as the tiny percentage of women suited for the job, so that we should expect that the same number of men and women (with only random differences) would find positions in each department in a university. Even if there were no average sex differences in the relevant cognitive and temperamental traits-which, as we will see below, there are-such parity would be unlikely given the greater variability of males and their resultant tendency to be more heavily represented at the extreme ends of distributions.

Large sex differences are observed in a number of scientific disciplines and in academic disciplines more generally. Although it is women's "underrepresentation" in science that is at the core of the current controversy, women are "over-represented" in other disciplines. ${ }^{12}$ We will see that women tend to be under-represented in fields imposing high mathematical and spatial demands and having a low social dimension (for example, physics, engineering, and mathematics). In contrast, they tend to be more heavily represented in disciplines

[^3]that have high verbal content and a higher social dimension (for example, the humanities and the social sciences). Existing data concerning psychological sex differences provide a better explanation for this pattern than does some hypothesized differential sexism of the various fields.

Although ability and interest are necessary attributes for successful pursuit of a career as a scientist at top universities, they are not sufficient. Success in these demanding and competitive fields also requires tremendous drive and energy. Long hours are necessary to generate the research and publications that lead to stature in the field. For a variety of reasons, both biological and social, women tend to be less willing than men to subordinate everything else in their lives to careers, ${ }^{13}$ which affects women's representation not only in all-consuming science careers but also in similarly demanding positions in corporations and in law firms. ${ }^{14}$

It is perhaps ironic that expansion of opportunities for women has increased the effect of biological sex differences on occupational patterns. When many fields were mostly closed to women, social barriers made biological differences largely irrelevant. As social barriers have been removed and opportunities for women have expanded, the relative influence of biological sex differences on occupational distributions has increased. Parallel patterns are observable in sports, where social influences on sex differences in athletic performance were very large when social norms prevented females from reaching their athletic potential. Now that girls are exposed to, and encouraged in, sports from a young age, a much larger portion of observed sex differences in athletic performance stems from biological causes. ${ }^{15}$

Those who believe that women's relatively slow advancement in scientific occupations is a consequence of male resistance to women are faced with a paradox: women seem to have made the least progress in occupations that provide the most concrete measures of successful job performance. As psychologist Doreen Kimura has commented:

Why anyone should imagine that [a conspiracy against women] could be maintained in a manifestly egalitarian discipline is never made clear. Science, more than most disciplines, has quite explicit rules of evidence and fairly objective criteria for excellence. We might therefore expect success in science to be, if anything, more rather than less related to merit, than in other areas of scholarship. ${ }^{16}$

[^4]However, it is in academic disciplines in which assessment of scholarly quality is more subjective and thus especially vulnerable to subtle forms of discrimination (the humanities and social sciences as opposed to the physical sciences and engineering) that women have made the greater strides.

At bottom, the central question is whether one would expect men and women, absent invidious social pressures, to sort themselves into jobs in just the same way, so that statistical disparities necessarily reflect flaws in the system. This seems to be the assumption underlying the complaints we have all grown so accustomed to hearing, such as "Women constitute X percent of the labor force, but only Y percent of engineers/firefighters, etc.," with the explicit or implicit assumption that the extent of deviation of Y from X is a measure of injustice. It must be recognized, however, that the assumption that men and women should be represented equally in all endeavors rests on the foundational assumption that men and women have identical talents, tastes, and preferences. That, it will be seen below, is simply not the case.

## I. A Few Occupationally Relevant Sex Differences

A variety of differences between the sexes in cognitive and temperamental traits almost certainly affect occupational distributions. ${ }^{17}$ Scientific fields like physics, mathematics, and engineering require very high levels of both mathematical and spatial ability, and males predominate at the highest levels of both. For example, among perfect scorers on the mathematics portion of the SAT, the ratio of males to females is about three to one. ${ }^{18}$ Even that statistic is misleading, however, as the "ceiling effect" of the SAT is substantial. That is, there are relatively large numbers of test-takers who receive perfect scores (around 5,000 per year), so the SAT fails to discriminate well at the very high end. When the SAT is given to seventh-graders, however, the ceiling effect is less pronounced, so that the sex ratio among those who score over 760 is approximately seven boys for each girl. ${ }^{19}$

Although spatial ability is not typically screened for in admission to science programs, it is an important predictor of success in scientific fields. ${ }^{20}$ Males outperform females on most spatial tasks, with three-dimensional mental rotation showing the largest and most reliable sex difference. ${ }^{21}$ A review of mental-rotation studies found that the male mean exceeded the female mean by approximately two-

[^5]thirds of a standard deviation, and in many studies, it approached or exceeded a full standard deviation. ${ }^{22}$ Because males tend to be more variable than females on most traits, even if males and females scored the same on average, there would be more males at the extreme high end (and at the low end, as well). A higher male mean combined with greater male variability means that the sex ratio at the extreme high end of the distribution is especially skewed.

There is sometimes a tendency to view the gifted as a relatively homogeneous group, but they are actually highly diverse in ability. For example, in a typical IQ test with a mean of 100 and a standard deviation of 15 , the ability range of the top $1 \%$-the extreme right tail of the distribution-is as broad as the range from the bottom $2 \%$ to the top $2 \%$. The middle $96 \%$ of the range runs from about 66 to 134 , while the top $1 \%$ ranges from about 135 to over $200 .^{23}$ Males especially outnumber females in the top quarter of the top $1 \%$ of mathematical ability. Although one might suppose that there is a point of diminishing returns beyond which additional ability has no payoff, that does not appear to be the case in science. For example, Camilla Benbow and David Lubinski have found significant differences between those individuals in the top and bottom quarters of the top $1 \%$ on measures such as earning a degree in science, level of college attended, grade-point average, and intensity of involvement in math and science. ${ }^{24}$ Indeed, individuals in the top quarter of the top $1 \%$ are four times as likely as individuals in the bottom quarter of the top $1 \%$ to earn math-science Ph.Ds. ${ }^{25}$ Thus, it is simply erroneous to assert, as 79 signatories to a letter to Science magazine did, that "there is little evidence that those scoring at the very top of the range in standardized tests are likely to have more successful careers in the sciences." ${ }^{26}$ On the contrary, as Wai, Lubinski and Benbow put it, these data "falsify the idea that after a certain point more ability does not matter" and show that "[m]ore ability always seems to matter." ${ }^{27}$

In contrast to the better performance of males on tests of mathematical and spatial ability, females tend to outperform males on a number of measures of verbal ability, including spelling, grammar, and verbal memory. In fact, in broad samples, the female advantage in verbal abilities exceeds the male advantage in mathematical ability. In 1996, for example, male eleventh-graders scored at about the same level as female eighth-graders on the National Assessment of Educational

[^6]Progress (NAEP). ${ }^{28}$ In more select samples, however, the female verbal advantage often declines or disappears, because of greater male variability. Males consistently outscore females on the verbal portion of the SAT, for example, though by only a small margin. ${ }^{29}$ On the other hand, on the ACT, which tends to focus on curriculum-based knowledge rather than on the verbal reasoning emphasized by the SAT, girls outperform boys. ${ }^{30}$ The lower male mean for verbal ability, coupled with greater male variability, translates into a substantial disproportion of males at the very lowest levels of verbal ability.

Consideration of only a single dimension of an individual's cognitive ability, rather than the entire pattern, can be misleading. One reason that mathematically talented women tend to be found in disciplines other than math and science is not that their opportunities are narrower by comparison to men, but rather that they are broader. Men who are high in mathematical ability tend to have much higher mathematical ability relative to verbal ability, while women high in mathematical ability tend also to be high in verbal ability. Thus, women with high mathematical ability are considerably more likely than men with high mathematical ability to pursue study in fields that require high verbal ability, such as in the humanities, rather than math or science. ${ }^{31}$

Apart from cognitive differences, the sexes also differ in temperament and personality. On most measures of direct competitiveness, for example, males score higher than females. ${ }^{32}$ Competition tends to be a more positive experience for males, and adding a competitive element to a task increases the intrinsic motivation of males but does not do so for females. ${ }^{33}$ The perception that an academic program is competitive tends to result in improved performance by males but decreased performance by females. ${ }^{34}$ Relatedly, males also engage more than females in dominance behaviors-that is, behaviors intended to achieve or maintain

[^7]a position of high relative status-in order to obtain power, influence, or resources. ${ }^{35}$

The sexes also vary in risk preference, with males exhibiting a greater preference for both physical and nonphysical risks. Indeed, sex is the variable most predictive of the extent of participation in high-risk recreation. ${ }^{36}$ Men are also disproportionately represented in physically risky employment, as reflected in the fact that over $90 \%$ of all workplace deaths in the U.S. are males. ${ }^{37}$ Commenting on their study of female executives, Margaret Hennig and Anne Jardim observed that "men see risk as loss or gain; winning or losing; danger or opportunity," while "women see risk as entirely negative. It is loss, danger, injury, ruin, hurt." 38

Females also tend to exhibit more nurturing behavior than males, both inside and outside the family. The greater female interest in infants-present from childhood ${ }^{39}$-increases at puberty. ${ }^{40}$ The more social orientation of females is reflected in a consistently found sex difference in "object versus person" orientation, with females tending to be more "person-oriented" and males tending to be more "object-oriented." 41

These temperamental differences are reflected in occupational interests. Sex differences are consistently found on measures of occupational interest such as the Strong Interest Inventory and the Self-Directed Search, which measure occupationally relevant aspects of personality. Men tend to score higher on the "Realistic" (enjoying building and outdoor work and working with "things") and "Investigative" dimensions (interested in abstract problems and understanding the physical world), and women score higher on the "Artistic" (enjoying creating or experiencing art, music, and writing) and "Social" dimensions (enjoy interacting with people, helping, and instructing). ${ }^{42}$

[^8]
## II. The Biological Origins of Differences

Many concede that some or all of the above-described sex differences exist, but nonetheless maintain that they are wholly products of socialization. Males, under this view, have been taught to take risks, compete for dominance, and excel at math and science, while females have been taught that math and science are "for boys" and that they should play with dolls, avoid taking risks, and not be "pushy." This argument relies, at least implicitly, on the notion that the human mind, unlike the mind of every other mammal, is sexually "monomorphic"-an implausible assumption for those who believe that humans have evolved from nonhuman animals, none of whom display such a mind ${ }^{43}$-and it implies that if not for differential socialization, males and females would have identical tastes and abilities. This argument runs up against substantial circumstantial evidence against it, as well as substantial evidence directly implicating biology.

The argument that behavioral sex differences are purely products of indoctrination into society's expectations of sex-appropriate behaviors is difficult to square with the finding that many behavioral sex differences, including toy choices and playmate preferences, appear before children can identify their own sex or the sex of others. ${ }^{44}$ Even among newborns, females exhibit a greater interest in human faces and males a greater interest in mechanical objects. ${ }^{45}$ Although cognitive sex differences are relatively modest before puberty, psychologist Diane Halpern has observed that "the male advantage in transforming information in visual-spatial short-term memory is seen as early as it can be tested-perhaps at age 3-and in mathematical giftedness as early as preschool., ${ }^{46}$ The fact that psychological sex differences increase at puberty-an observation sometimes erroneously invoked as support for a socialization argument-parallels the increased physical dimorphism associated with puberty, which is also a result of the tumultuous hormonal changes occurring at that time.

Although boys and girls are sometimes treated differently-though less differently than often thought ${ }^{47}$-there is much evidence that at least part of the differential treatment accorded boys and girls is a result of differences in the

[^9]children themselves. ${ }^{48}$ Social constructionists generally assume that the arrow of causation always points from the parent to the child. Christine Williams, for example, attributes women's "greater desire and need for emotional intimacy" to the greater frequency with which parents caress and hold their infant daughters. ${ }^{49}$ It may, however, be the other way around. A study of adults' perceptions of infants found that individuals blind to the sex of newborns rated female infants substantially more "cuddly" than male infants. ${ }^{50}$ This finding makes it problematic to conclude that later emotional sex differences were caused by differential cuddling of boys and girls. It seems equally plausible, if not more so, that parents are more likely to cuddle particularly "cuddly" infants and that particularly cuddly infants are more likely to be girls than boys.

Many of the sex differences we observe in our society are replicated in societies around the world, ${ }^{51}$ and everywhere people tend to hold the same stereotypes of men and women. ${ }^{52}$ If males and females did not differ in fundamental ways, it would be surprising to find that they are either socialized to be different in a consistent fashion throughout the world or that people consistently, but mistakenly, believe them to be different.

In the context of sex differences in mathematical ability, some seize on international comparisons to suggest that sex differences cannot be biological because they vary from country to country. The current poster child for this school of thought is Iceland. As three university presidents asked in an editorial in the Washington Post, "if innate differences play a role in SAT scores, how do we explain the mathematics scores in countries such as Iceland, where girls outshine boys on standardized international and national exams? ${ }^{53}$ Certainly, it is an interesting fact that Iceland, a country with a population only slightly smaller than that of metropolitan Green Bay, Wisconsin, ${ }^{54}$ is alone among the 41 countries participating in the Program for International Student Assessment (PISA) in which girls outperform boys in mathematics. ${ }^{55}$ It is a slender reed upon which to build a claim that biological influences have been disproven, however, just as one should

[^10]not conclude that sexual dimorphism in height has no biological roots because the sex difference in stature varies from culture to culture. ${ }^{56}$ In the first place, the PISA test was given to broad, representative samples, unlike the SAT, which is given to a more elite sample of college-bound students, where the male advantage at the high end is more evident. Moreover, the extent of sex differences is dependent upon the nature of the test. For example, girls generally do better on tests emphasizing computation, tests closely tied to material in the curriculum, and tests high in verbal content, while boys generally do better on tests of mathematical concepts and tests not directly tied to the curriculum. ${ }^{57}$ Thus, it is important to know exactly what a particular test is measuring. Finally, Iceland does not deviate from the usual pattern as much as it may appear, since despite a substantial mean difference between male and female performance on the PISA-and a gross disproportion of boys at the bottom level-the sex difference is negligible at the very highest level of performance. ${ }^{58}$ Moreover, on the Third International Mathematics and Science Study (TIMSS), Icelandic boys scored higher than girls on mathematical literacy in the final year of secondary school. ${ }^{59}$ An additional similarity between Iceland and the rest of the world is the fact that although $61 \%$ of university students in Iceland are women, women account for only one-third of Iceland's science students. ${ }^{60}$

Not only are many of the sex differences seen in Western society replicated in non-Western societies, many of them are observed in other species, as well. For example, the greater dominance-seeking, risk-taking, and aggressiveness seen in male humans is the usual pattern among mammals, as males who compete successfully with other males often reap a reproductive payoff. ${ }^{61}$ Greater spatial ability among males is found in a number of mammalian species, including rats, ${ }^{62}$ voles, ${ }^{63}$ and rhesus monkeys, ${ }^{64}$ a pattern thought to be an evolutionary consequence of the greater ranges typically traveled by males. ${ }^{65}$ Greater

[^11]nurturance among females is the rule in mammals, of course. Sex-differentiated toy preferences, which are so commonly attributed to differential socialization, are exhibited even by young monkeys. ${ }^{66}$ These patterns are difficult to explain tased upon social expectations.

More direct evidence that biology influences these sex differences comes from the study of sex hormones. It appears that these hormones, especially testosterone, influence the brain, through both their effects on fetal brain development and their effects as they circulate throughout the body later in life, especially at and after puberty.

Evidence for testosterone's effect on the fetal brain comes from a variety of sources, including what might be termed "experiments of nature." For example, in a condition known as congenital adrenal hyperplasia ( CAH ), the adrenal gland produces excessive levels of testosterone that appear to affect fetuses at a critical stage of brain development. Girls with CAH have a much more "masculine" behavioral pattern than unaffected girls, tending to be "tomboys" who are more likely to play with boys and with "boy toys" and less interested in infants and marriage. ${ }^{67}$ They perform better than unaffected girls on targeting tasks, ${ }^{68}$ and they have been found in some studies to have higher levels of spatial ability. ${ }^{69}$ Significantly for our purposes, they also have more male-like occupational preferences. ${ }^{70}$

Developing fetuses are also affected by their mothers' levels of circulating hormones during pregnancy. For example, the higher the mother's testosterone levels during pregnancy, the greater the level of male-typical behavior in their daughters at age $3-1 / 2^{71}$ and the less the daughter engages in female-typical behavior as an adult. ${ }^{72}$ Also, the spatial ability of seven-year-old girls has been found to correlate positively with prenatal testosterone levels in second-trimester amniotic fluid. ${ }^{73}$

[^12]Behavior and cognitive performance also seem to be influenced by circulating hormones. A number of researchers have reported an association between testosterone and dominance behaviors, although the direction of causation is not always clear. ${ }^{74}$ A much larger body of data supports a relationship between hormones and cognitive performance. For example, the optimal level of testosterone for high spatial ability appears to be in the low-normal male range, so that among men, those in the low-normal range have the highest ability, while among women, those with the highest testosterone levels tend to have the highest performance because their levels are closest to the low-normal male range. ${ }^{75}$ It is not just testosterone that affects spatial ability, however. Estrogen seems to have a depressing effect, ${ }^{76}$ which may at least partially explain both the increased sex difference in spatial ability observed after puberty and the tendency of extremely feminine women to have relatively low spatial ability. ${ }^{77}$

Female performance on cognitive tasks varies depending upon the phase of the menstrual cycle. Spatial performance tends to be highest in those phases of the cycle when estrogen levels are low (and therefore the testosterone/estrogen ratio is at its highest), and performance on verbal tasks that show a female advantage tends to be highest in the high-estrogen portions of the cycle. ${ }^{78}$ Female rhesus monkeys also show cognitive changes across the menstrual cycle. ${ }^{79}$

Treatment with hormones produces predictable effects. For example, spatial performance in female-to-male transsexuals increases after androgen therapy, and male-to-female transsexuals experience enhanced verbal-memory performance after estrogen treatments. ${ }^{80}$ Even a single administration of testosterone to women in a laboratory setting has been found to result in enhanced mental-rotation performance, ${ }^{81}$ while administration of testosterone to normal men results in a reduction in spatial performance, ${ }^{82}$ consistent with the finding that men in the lownormal range perform best.

[^13]Opponents of biological explanations often argue that we cannot say anything meaningful about the existence of biological differences because children do not grow up in a world in which the sexes are treated exactly the same and where there are no differential expectations about what the sexes are actually like. By the same reasoning, however, we cannot really say anything meaningful about the effect of social factors because they are acting on sexually differentiated individuals. Social constructionists often assume that demonstration of a social expectation that males and females will behave differently proves that social forces are responsible for any differences in behavior that actually occur. However, it is equally plausible $a$ priori that the expectation exists because of the difference, rather than vice versa. Surely, one cannot argue plausibly that people would be less likely to hold stereotyped views of the sexes if sex differences were biologically caused.

## III. Women in Science

An analysis of occupational distributions that takes into account the patterns of biological sex differences just reviewed can provide a richer and more plausible account than one that assumes that no such differences exist. A coherent theory of the workplace requires an explanation not only of areas where women's participation lags but also of those areas where it does not. Critics of the low representation of women in science often cite discrimination and other sexist social forces for the paucity of women in occupations in which they are underrepresented, but often fail to take account of those areas in which there is either proportional representation or even over-representation. An approach that looks at the percentage of women in occupations and then simply denounces as "sexist" those in which the percentage is low does not explain much.

It is true that women have not made proportionate inroads in some occupations, and many occupations remain highly segregated. For example, over $90 \%$ of bank tellers, receptionists, registered nurses, and pre-school and kindergarten teachers are women, and over $90 \%$ of firefighters, mechanics, and pest exterminators are men. ${ }^{83}$ In other fields, however, such as book editing, public relations, and insurance adjusting and examining, women have quickly gone from being a minority to a majority. ${ }^{84}$ Although there are relatively few female physicists and engineers, there is now near parity in medical schools and law schools. ${ }^{85}$ Is the difference really just due to different levels of sexism in the different fields?

[^14]Although women's representation in many scientific fields is lower than that of men, it is not uniformly low. Instead, it varies widely from field to field. There is a discernible pattern, however. It is a reasonably accurate generalization to say that the more spatial, mathematical, and abstract the scientific field, the lower the frequency of women. In 2002, for example, women earned $16 \%$ of the physics doctorates, $18 \%$ in engineering, $29 \%$ in mathematics, $34 \%$ in chemistry, $45 \%$ in biology, and $67 \%$ in psychology. ${ }^{86}$ In the social sciences, women were relatively scarce in economics ( $27.5 \%$ ) but abundant in anthropology (59\%) and sociology ( $61 \%$ ). Even within fields, there is marked differentiation by subfield. Women earned relatively few doctorates in mining/mineral engineering ( $0 \%$ ), biophysics ( $23 \%$ ), and psychometrics ( $22 \%$ ), but considerably more in bioengineering ( $28 \%$ ), nutritional sciences ( $76 \%$ ), and developmental and child psychology ( $83 \%$ ). ${ }^{87}$ Often neglected in discussions of women in science are women in applied-science professions, such as medicine, pharmacy, and veterinary science. Women now make up almost half of all medical students, ${ }^{88} 65 \%$ of pharmacy students, ${ }^{89}$ and $70 \%$ of veterinary students. ${ }^{90}$

If low levels of female participation in an occupation are a function of hostility toward women, then there is something quite complex about this hostility. Engineering, in this view, is hostile to women, although bioengineering is less hostile than mining/mineral engineering. Biology is friendly to women, except for biophysics, which is not. Psychometrics is hostile to women but developmental and child psychology are not. Schools that provide entry into high status professions like medicine and law are welcoming, but math and science departments (well, at least some sciences) are unrelenting in their opposition to women. It would take an intricate argument to connect this pattern to broad patterns of sexism.

These observed patterns are just what would be predicted in light of the temperamental and cognitive differences previously described. The fields in which women are scarce tend to have the lowest social dimension, while those attracting larger numbers of women tend to have higher social content. Lubinski, Benbow, and Morelock have characterized this distinction as being between the "organic" and the "inorganic." ${ }^{\text {" }}$ The fields avoided by women tend also to be the most

[^15]mathematically and spatially demanding. Given the relative positions of the sexes on the "people versus things" dimension and the abundance of men at the highest levels of mathematical and spatial ability, it would be truly starting not to find differing sex ratios in these widely differing fields, at least if people sort into occupations based upon their interests and abilities.

Risk preferences may also play a role in occupational distributions, as they can affect career choices in complex ways. The most obvious way that they do so is in selection of physically dangerous occupations, which are overwhelmingly dominated by males. ${ }^{92}$ The fact that females are more averse not only to physical risk but also to social risk may have an equally powerful impact on occupational choice. Female risk aversion has been cited as a contributor to sex differences in achievement-orientation ${ }^{93}$ and may contribute to women's relative scarcity in positions involving "career risk"-that is, positions presenting a serious risk of clear failure. ${ }^{94}$

It is plausible (and certainly worthy of study) that attitudes toward risk affect selection of careers in mathematics and hard sciences. One reason for thinking they might is the fact that in these fields more than in the humanities and social sciences, there are "right answers." A mathematical proof is either correct or it is not, and, if it is not, someone will point it out. Moreover, scientific creativity can be judged more objectively than creativity in, say, literary criticism. Apparently because of the greater objectivity in such fields, the sciences have been spared to some extent the grade inflation that has plagued the humanities and social sciences. ${ }^{95}$ In sum, studying science is a "risk"-presenting a real possibility of failure-in a way that study in other fields is not. ${ }^{96}$

The demands of top research positions may also affect women's participation. There are a number of reasons that "all-consuming" jobs are aversive to women. One reason, of course, is children. Seventy or eighty-hour (or even fifty or sixty-hour) work weeks are not compatible with the level of family involvement that many people, but especially many women, desire. Because women, on average, desire greater day-to-day involvement with their children than men do, intense career investment is more costly to them. ${ }^{97}$ Despite the fact that surveys find that women are as satisfied with their jobs as men are, they are less

[^16]satisfied with the number of hours they work, despite the fact that they work shorter hours. ${ }^{98}$

Not only are the psychic costs to women higher for participation in grueling careers, the psychic rewards may be smaller. Because women, on average, attach less value to being at the very top of their profession than men do, the psychic payoff to women from single-minded dedication to (or obsession with) achievement of professional status is often less than for men. That is, women are more likely than men to say, "If that's what this career requires, it's not worth it to me." In academia, a primary measure of status is scholarly productivity. Scores of studies of academic productivity have found that men publish more articles than women do, typically about $50 \%$ more (independent of whether they have children). ${ }^{99}$ This disparity is obviously not due to women's inability to publish more but rather to the fact that they choose not to. ${ }^{100}$

Although one might argue that jobs should not be structured to require so many hours, the fact that some people (predominantly men) are willing, even eager, to work such hours, means that competitive pressures to be productive result in many other people working longer hours than they might like even in the absence of a formal requirement. The two most obvious solutions to this problem, if it is a problem, is to break the link between productivity and reward or to prohibit people, even those who are eager to do so, from working long hours. Neither of these courses of action is practical, of course. Even if universities stopped providing tangible rewards for scholarly productivity, the major status reward of scholarship is not in its tangible recognition by one's employer but by its reception in the scholarly community. As for limiting work hours, that is easy enough to do for factory workers, but not so easy for academics who may do much of their work at home or in otherwise unsupervised settings. Apart from practical concerns, there is, of course, the further question whether either of these responses would be desirable.

It is often asserted that the science pipeline is "leaking" women all along its length-from high school to college to graduate school to postdoctoral fellowships to faculty positions. ${ }^{101}$ It is not so clear that this is accurate, at least in all sciences. A recent study by the American Institute of Physics found a substantial difference between the number of girls taking physics in high school and the number of women obtaining bachelor's degrees in physics. ${ }^{102}$ After that initial "leak,"

[^17]however, women are represented along the rest of the pipeline in numbers roughly commensurate with their levels at earlier stages. So, for example, the fact that only $5 \%$ of full professors in physics are women reflects the relatively small number of women who earned physics Ph.D.s at a time when people who are now full professors earned their doctorates.

None of this is to deny the possibility of impediments to female participation in the sciences. However, many of the factors identified as "barriers" can be labeled as such only using an odd definition of the term. For example, a study of attrition of women in engineering and science programs found that frequently cited barriers were isolation, lack of self-confidence, and lack of interest in the subject matter. ${ }^{103}$ It is not obvious that these factors should be considered "barriers" at all, as they seem to represent women's reactions to the fields rather than obstacles placed in their way. Negative reactions to science are not surprising in a group that tends to be less quantitative and less competitive than the group to which its members compare themselves. Moreover, women's more social nature may tend to result in a feeling of isolation in math-intensive fields, in which individuals tend to have a "low need for people contact." 104 Significantly, the attrition study found that the rate at which women in scientific majors reported negative perceptions increased over time, so that the percentage of those reporting that their lack of selfconfidence was a barrier almost doubled from freshman to senior year ( $23 \%$ versus $44.5 \%$ ), and the percentage of women who reported a lack of interest tripled ( $12.6 \%$ versus $38 \%$ ). The primary reason given by women who actually switched out of science and engineering was lack of interest. These figures should give pause to those who view it as their mission in life to persuade women who would not otherwise do so to pursue a career in the hard sciences, as well as to those committed to numerical parity in every scientific specialty. ${ }^{105}$

## IV. Conclusion

Much of the reaction to Dr. Summers' comments has been fundamentally illogical. For example, MIT biologist Nancy Hopkins-who claimed that her departure in the middle of Summers' remarks was necessary because she would have "either blacked out or vomited" 106 if she had remained-took issue with his statement that women are disproportionately unwilling to work 80 -hour weeks, stating that she "didn't like the way he presented that point because I like to work

[^18]80 hours a week, and I know a lot of women who work that hard." Such a response is as much a non sequitur as a statement by Houston Rockets star Yao Ming that his seven-foot-six-inch stature would rebut an assertion that there are not many Asians in the NBA because there are few Asians over seven-feet tall. ${ }^{107}$

The particular offense taken by female scientists to Summers' remarks seems misplaced, as his comments were focused primarily not on women who pursue scientific careers but rather on those who do not. There is good reason for thinking that these two groups are quite different. Among mathematically talented individuals generally, for example, substantial sex differences exist on such measures as mathematical ability, interests and values, and career orientation. However, a study of a subset of this group-graduate students in math and science at top universities-found that sex differences were either much reduced or nonexistent. ${ }^{108}$ Thus, an observation about the talents and interests of women who do not pursue scientific careers says little about those women who do.

Another similarly misdirected response is to collect anecdotes from women in science about how people had discouraged them from their pursuit of scientific careers. ${ }^{109}$ It seems that if these tales have a moral, it is the opposite of that for which they are told. That is, these stories show that women do, in fact, enter science even if they hear discouraging words. The relevant group would be women who did not enter science because of such discouragement, not those who went in despite it. No doubt there are some diverted women, but one wonders whether women who would alter their career aspirations because of such words ever would have had the self-confidence and ego strength necessary to become top-notch research scientists. Indeed, it seems likely that the women who persisted in science despite discouragement did so because their response pattern was more male-like than those who did not. How likely would it be, after all, for a man who actually had the interest and ability to become a top physicist to reverse his career plans because someone told him he was not good enough to succeed? As military trainers have long known, the best way to motivate a man is to tell him that the task is hard and that he probably cannot do it, but as military trainers are now finding out, that is not a way to motivate most women. ${ }^{110}$

As long as all fields are open to qualified women (and men) who choose to enter them, it is not clear why Harvard or any other institution should try to manipulate sex distributions. It is also not clear why sexual parity is the appropriate goal in fields in which men predominate but not in fields in which women predominate. Women earn approximately the same proportion of

[^19]doctorates in chemistry as men do in psychology, the same proportion of doctorates in engineering as men do in developmental and child psychology, and the same proportion of doctorates in biology as men do in anthropology. Why is women's under-representation a problem while men's is only a fact? Should we conclude that some of the "excess" female psychologists should have become chemists instead?

Given the very real biologically influenced psychological differences between the sexes, it is unrealistic to assume that their aggregate occupational choices will be, or should be, the same. Although we should be alert to arbitrary social barriers that might stand in the way of women's participation in the occupations of their choice, it is not sensible to assume that when they do not enter all occupations in the same numbers as men, there is necessarily some invidious barrier standing in their way. Freedom of choice should be the goal, and freedom to choose entails the freedom to choose differently.
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