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Abstract
Hyperspectral imaging or imaging spectroscopy, which captures light in hundreds of
narrow bands along the electromagnetic spectrum, has been studied extensively in
the remote sensing community for applications ranging from agriculture to mineral-
ogy. Hyperspectral imaging and spectroscopy have been shown to be useful in many
agricultural applications, such as disease detection; species/cultivars classification;
mapping of plant stress; and predicting specific plant or fruit properties. Advances
in technology have brought down the cost, size and weight of hyperspectral cameras,
allowing them to be used on smaller platforms and at lower altitudes, increasing spa-
tial resolution and enabling more favourable viewing geometries. While there has
been an increase in the number of studies using lower altitude unmanned aerial ve-
hicles (UAVs), there is scant literature addressing the use of hyperspectral cameras
from mobile ground based platforms, which have the advantage of being able to carry
large payloads and perform long non-stop acquisition campaigns. However, mobile
ground-based deployment introduces unique challenges due to lighting and the close
viewing proximity.

This thesis focuses on the use of line scanning hyperspectral sensors on mobile ground
based platforms and applying them to agricultural applications. While frame hyper-
spectral imagers are becoming more prevalent, line scan configurations that acquire
a single line of pixels per frame are more common, due to their capacity for greater
spectral resolution. The first part of the thesis deals with the geometric and spectral
calibration and correction of acquired hyperspectral data. These contributions are
broadly relevant for all applications of line scanning hyperspectral cameras on ground
based mobile platforms. The second part of the thesis applies data captured from
the platform to two different agricultural applications: Weed discrimination in a row
cropping environment, and mango maturity estimation in orchards.

When operating at low altitudes, changing lighting conditions are common and in-
evitable. Changes occur even within a short period of time, stemming from unpre-
dictable cloud movements; variations in the colour of sunlight throughout the day;
shadows; and reflected or scattered light from surrounding surfaces. This complicates
the retrieval of a surface’s reflectance, which is solely a function of its physical struc-
ture and chemical composition. In spectroscopy, it is desirable to obtain reflectance
or other measures like absorbance or transmittance, as they are illumination invari-
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ant and therefore more robust in subsequent analysis and prediction tasks. The first
contribution of this thesis is the evaluation of an approach to compensate for changes
in illumination and obtain reflectance that is less labour intensive than traditional
empirical methods. Convenient field protocols are produced that only require a rep-
resentative set of illumination and reflectance spectral samples. The experimental
results confirm that the approach competes well with traditional methods, but with
considerably reduced effort by operators in the field.

The second contribution is a method to determine a line scanning camera’s rigid
6 degrees of freedom (DOF) offset with respect to a navigation system, enabling
accurate mapping of hyperspectral pixels in world coordinates (georegistration) and
sensor fusion. The approach requires the scanning of several stationary points, whose
position do not need to be known a priori, from a number of platform positions
and orientations. Uncertainties provided by the navigation system are taken into
account in order to compute a likelihood that is maximised to obtain the position
and orientation of the camera. In addition, a Markov Chain Monte Carlo (MCMC)
algorithm is used to sample the solution space in order to obtain the uncertainty of
the optimal offset values. The results demonstrate the effectiveness of the approach
with a number of novel visualisations.

The thesis then explores two applications of hyperspectral sensing for agriculture.
The first is a self-supervised weed detection framework that allows training of a per-
pixel classifier using hyperspectral data without manual labelling. The approach
works by making assumptions about the co-linear seeding geometry of commercial
row-crops. This enables automatic extraction of training data in order to train a
classifier. When trained on the automatically extracted data, the tested classifiers
approached the performance of hand labelled training data.

Lastly, this thesis demonstrates the mapping of mango maturity using hyperspectral
data on an orchard wide scale using efficient image scanning techniques, which is a
world first result. The camera scanned trees in a sideways push-broom configuration,
which was challenging because of the complicated tree canopy geometry, which intro-
duced significant lighting variation due to shadows and reflected/scattered light. A
novel classification, regression and mapping pipeline is proposed to generate per tree
mango maturity averages. The results confirm that maturity prediction in mango or-
chards is possible in natural daylight using a hyperspectral camera, despite complex
micro-illumination-climates under the canopy.

The findings of the research presented in this thesis provide tools for the effective use
of line scanning hyperspectral sensors on ground based mobile platforms, which are
applicable in a number of application domains. Additionally, two distinct precision
agriculture use-cases were developed and evaluated.
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Chapter 1

Introduction

For several decades, the remote sensing community and other disciplines have lever-
aged the detailed spectral information provided by hyperspectral imaging (HSI) for
far ranging applications including mineralogy, medicine, agriculture and many others.
Satellite and aerial sensing platforms are commonly used, but the increased viewing
flexibility and spatial resolution gained by imaging on the ground and much closer to
the objects of interest opens up previously unattainable possibilities. For instance,
vertical surfaces such as trees in orchards or pit faces in mines can be viewed from
the side, and fine details like individual leaves or fruit can be resolved. Despite the
advantages, comparatively little research has been done on the use of hyperspectral
sensing from ground-based platforms. This knowledge gap motivates the objectives
of this thesis, which are to provide tools that enhance the ability to acquire hyper-
spectral data from ground based mobile platforms, and to examine applications in
precision agriculture.

The aims of this thesis can be divided into two main themes. The first theme is to
provide convenient techniques that aid in the acquisition of hyperspectral data from
ground based mobile vehicles. Specifically, frameworks are examined to deal with
changes in illumination, and determining the 6 degrees of freedom (DOF) pose of a
line scanning camera, a common type of hyperspectral sensor. The second objective is
to apply the insights gained to precision agriculture (PA) applications, an area which
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stands to gain great benefit from spectral imaging on the ground. This includes a
weed detection framework that does not rely on manually generated training datasets,
significantly reducing the labour component in the process. Additionally, in a world
first, a novel system for predicting and mapping fruit maturity of mangoes on an
orchard-wide scale is introduced.

1.1 Background and Motivation

Hyperspectral cameras are a promising technology that can be viewed as a fusion of
camera and spectrometer, as they produce images like a camera, but each pixel in that
image contains high resolution colour or spectral information as would be provided by
a spectrometer. They are therefore often also referred to as imaging spectrometers.
They have proven their value in remote sensing applications, and the prevalent use
of spectroscopy in a number of different areas further supports its utility. In many
applications both very high spectral and spatial resolution are advantageous, which
is where aerial and satellite remote sensing HSI is often inadequate. For example, re-
solving individual fruit on a tree would be impossible from high altitudes with current
technology, due to the lack of spatial camera resolution, and the top-down perspective
does not allow fruit on the sides of the trees to be imaged. Using hyperspectral im-
agers from ground based mobile platforms combines high spatial resolution scanning
and flexible viewing geometries with the potential to cover large areas. Hyperspectral
sensors have only recently been utilised this way, and therefore literature describing
how to use them effectively and demonstrating their potential has been limited.

Compared to aerial platforms, the calibration and correction of HSI data requires
different approaches when using ground vehicles. For instance, an inevitable issue
encountered when performing HSI at ground level is substantial and often sudden
lighting changes, primarily due to cloud movement, shadows and scattering from sur-
rounding surfaces. This is a problem because changes in lighting can significantly
affect spectral data and therefore impact performance of subsequent processing. Fur-
thermore, in practical applications it is often necessary to know the position of each
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pixel in world coordinates, for example to locate and spray weeds once identified.
Determining a pixel’s world coordinates is also known as georeferencing, and to do it
effectively, a camera’s pose must be determined accurately. One of the most common
types of hyperspectral imagers are line scanners, which capture a single line of pix-
els per exposure. Determining the pose for a line scanning camera aboard a mobile
ground vehicle imposes additional constraints such as movement restrictions and re-
quiring very high positional accuracy for reference or tie points. The knowledge gap
in these areas acts as a barrier to further study of ground based hyperspectral imaging
in specific application domains that stand to benefit greatly from its advantages.

One particular area where ground based hyperspectral imaging has the potential
to provide a significant contribution is agriculture. Like any business, agricultural
operations are constantly attempting to optimise the efficiency of their operations. By
increasing yield and decreasing the amount of land, herbicide, pesticide, fertiliser and
other inputs used, agribusinesses can maximise their profits. Additionally, because
agriculture plays such an integral role for human civilisation, enhanced productivity
provides benefits beyond mere business objectives. An expanding population drives
an increasing demand for food with limited arable land. PA is one concept that has
been proposed to address this problem. In short, its purpose is to measure intra-
field variability in order to manage farm operations in a more granular way [157].
It recognises the fact that crops are often affected by factors such as sunlight, soil,
nutrients, water, weeds and diseases in a spatially heterogeneous way. For instance, by
determining where exactly weed plants are located in the field, they can be targeted
directly instead of broadcast spraying, greatly reducing the amount of herbicide used.
The sensing aspect of this process is critical, and its precision directly impacts the
effectiveness of subsequent actions.

Various types of sensors have been employed for the numerous applications of PA
using a number of different platforms. Satellite and high altitude aerial sensing pro-
vide great coverage, but are limited in terms of precision due to their distance from
the target crop fields. This is where low altitude platforms such as some unmanned
aerial vehicles (UAVs) and ground based vehicles can provide a particular advantage,
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providing greater resolution in most cases. The types of sensors used in PA appli-
cations include cameras, light detection and ranging (LIDAR), spectrometers, soil
sensors and others. The “camera” category is particularly broad and encompasses
monochrome, RGB, multispectral, thermal, depth, stereo and hyperspectral cameras.
The large amount of spectral information in each pixel of a hyperspectral image pro-
vides the potential to detect properties that would be difficult to discern with more
conventional sensing methods. For example, HSI has been shown to be able to dis-
tinguish between plant species on a per pixel basis [207, 264] or detect plant diseases
[193, 219]. It can therefore play an important role in PA.

1.2 Thesis Objectives

The purpose of this thesis is to provide tools that specifically address the challenges
of correcting for varying illumination and spatial calibration when acquiring HSI data
from ground based mobile platforms, and to demonstrate applications in PA.

To counter the effects of variable illumination when operating under cloud cover,
one aim of this thesis is to develop a method that effectively compensates for such
illumination changes while being convenient in a field setting. The solution should
limit or eliminate in-field labour, be robust to rapid and significant changes in lighting
and minimise the complexity of the overall system.

To enable accurate georeferencing, another objective of this thesis is to accurately
determine a line scanning camera’s 6 DOF pose, i.e. position and orientation, with
respect to the vehicle it is mounted to. The approach should also be convenient in a
field setting, and therefore should limit the area required for the acquisition of calibra-
tion data. Any reference patterns should be simple to produce or print, and surveyed
reference points (i.e. ground control points) should be avoided as they would need to
be extremely accurate for ground based sensors, which can be prohibitive in practice.
Also, to reduce the complexity of the system and maximise the generalisability of the
calibration approach, auxiliary sensors or cameras should not be required.
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Lastly, this thesis applies ground based HSI to two distinct PA problems. The first
application focused objective is to detect weeds in corn crop rows using hyperspectral
imaging. The aim is to perform this task without the use of manually labelled data,
which can be laborious to obtain. The second PA problem is to non-destructively
predict the maturity of mango fruit on an orchard scale using ground based HSI.
Obtaining and processing hyperspectral data in fruit orchards is challenging due to the
complex canopy geometry, which can alter the light seen by the camera in many ways.
The objective is to overcome this and estimate an indicator metric for the maturity of
mangoes before mapping the predictions to allow growers to more precisely manage
harvesting operations.

1.3 Principal Contributions

The contributions of this thesis are tools to spectrally correct and spatially calibrate
line scan hyperspectral data on ground based mobile platforms, and applications of
these tools in precision agriculture. This includes illumination compensation methods
with convenient field protocols suitable for ground based applications, and a calibra-
tion approach that determines a line scan camera’s pose relative to the platform. The
tools are applied to two precision agriculture applications, including a self-supervised
weed detection system for row crops, and a world first orchard-scale mango maturity
mapping system. This thesis examines two very different push broom sensing geome-
tries, one suitable for row crops by pushing the scan line along the ground in front
of the platform, and the other is designed for tree crops by sweeping the scan line
across the trees in a sideways facing configuration. The specific contributions from
each component of the thesis are itemised below:

Illumination compensation

Published journal paper: Wendel, A. and Underwood, J. (2017b). Illumination com-
pensation in ground based hyperspectral imaging. ISPRS Journal of Photogrammetry
and Remote Sensing, 129:162–178
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• Evaluating the suitability of a previously developed logarithm subspace method
for illumination and reflectance extraction [56] for use on large, high spatial and
spectral resolution agriculture field datasets.

• The development of multiple field protocols for acquiring training data for the
illumination compensation method by Drew and Finlayson [56]. These present
different trade-offs between the accuracy of illumination compensation and the
logistical complexity of the field work.

Geometric calibration

Published journal paper: Wendel, A. and Underwood, J. (2017a). Extrinsic parameter
calibration for line scanning cameras on ground vehicles with navigation systems using
a calibration pattern. Sensors (Switzerland), 17(11)

• An approach for estimating a line scanning camera’s 6 DOF relative pose with
respect to the platform. The method is attuned to the constraints imposed by
scanning from a ground based vehicle.

• An approach for estimating the uncertainty of the pose solution using Markov
Chain Monte Carlo (MCMC), and associated visualisation methods.

• Open source code available (https://github.com/acfr/calibrate-line-camera).

Weed detection

Published conference paper: Wendel, A. and Underwood, J. (2016). Self-supervised
weed detection in vegetable crops using ground based hyperspectral imaging. In 2016
IEEE International Conference on Robotics and Automation (ICRA), pages 5128–
5135. IEEE

• A self-supervised framework that uses a priori knowledge of commercial farm
seeding geometry to automatically generate training sets for per-pixel crop/weed
discrimination using HSI data.

https://github.com/acfr/calibrate-line-camera
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Mango maturity mapping

Published journal paper: Wendel, A., Underwood, J., and Walsh, K. (2018). Matu-
rity estimation of mangoes using hyperspectral imaging from a ground based mobile
platform. Computers and Electronics in Agriculture, 155:298–313

• An analysis of the illumination related challenges encountered when acquiring
HSI in fruit orchards due to the complex canopy geometry.

• A world-first end-to-end pipeline for detecting mangoes in an orchard, estimat-
ing dry matter (DM) (a commonly used fruit maturity indicator) and georefer-
encing the predictions to produce orchard-scale maturity maps.

Contribution statement

I am the primary author for all papers that form the core chapters of this thesis
(Chapters 3 through 6). As such, I drove the data gathering, method implementation,
experimental design, data analysis and manuscript writing. I received guidance and
supervision from the co-authors of the papers, particularly from my thesis supervisor
James Underwood, who was involved in the development all papers.

1.4 Thesis Structure

Chapter 2 provides an overview of the literature as it pertains to HSI from ground
based platforms. This includes an introduction to HSI in general and its applications,
followed by the steps required to calibrate, correct, process and georeference the data.

The next two chapters cover the use of hyperspectral imaging on a ground based ve-
hicle, which presents unique challenges compared to the more common satellite and
aerial platforms. The proposed techniques are generalisable to any application where
a hyperspectral sensor is being used from a ground based mobile platform. Chapter 3
addresses the problem of variable illumination when acquiring hyperspectral data
near the ground. It presents an illumination compensation method that considerably
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Chapter 1: Introduction

Chapter 2: Literature Review

Chapter 3: Compensating for Illumination Changes
Section 3.1: Wendel and Underwood [289] - Illumination Compensation in Ground Based Hyper-

spectral Imaging

Chapter 4: Geometric Calibration
Section 4.1: Wendel and Underwood [288] - Extrinsic Parameter Calibration for Line Scanning

Cameras on Ground Vehicles with Navigation Systems Using a Calibration Pattern

Chapter 5: Crop-Weed Discrimination
Section 5.1: Wendel and Underwood [287] - Self-Supervised Weed Detection in Vegetable

Crops Using Ground Based Hyperspectral Imaging

Chapter 6: Fruit Maturity Estimation
Section 6.1: Wendel et al. [290] - Maturity Estimation of Mangoes Using Hyper-

spectral Imaging from a Ground Based Mobile Platform

Chapter 7: Conclusion

Figure 1.1 – Thesis structure summary. The literature review exposes a number of gaps
that motivate the the four core chapters. Chapters 3 and 4 provide solutions for the
effective use of HSI on ground based mobile platforms and Chapter 5 introduces
a self-supervised crop/weed discrimination framework. The findings and lessons
learned from Chapters 3, 4 and 5 feed into Chapter 6 which introduces a pipeline
for mango maturity estimation on an orchard-scale.

reduces the amount of manual work required in the field compared to more tradi-
tional empirical methods. Chapter 4 develops a novel method for determining a line
scanning camera’s pose with respect to the platform, which is required for accurate
georeferencing. The contribution in this chapter is generalisable to any line scanning
camera, not just hyperspectral sensors.

Chapters 5 and 6 then apply HSI from ground based mobile platforms to two distinct
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PA applications. Chapter 5 introduces a novel method to perform weed detection
using HSI in commercial crop rows where the seeding geometry is known a priori.
The proposed approach automatically generates training datasets to allow crop/weed
discrimination.

Relying heavily upon the lessons learned from previous chapters, Chapter 6 addresses
the topic fruit maturity estimation. An end-to-end pipeline is introduced which de-
tects mangoes, predicts their maturity, and georeferences the data to produce orchard-
scale maps.

The contributions in Chapters 3 through 6 enable researchers and operators of hyper-
spectral imagers on ground based mobile platforms to acquire data that is spectrally
and spatially useful and accurate. The findings of this thesis demonstrate how such
data can be utilised in agricultural applications to allow for more precise farm man-
agement and consequently greater yields. The general ideas generated by the work in
this thesis push forward the state of the art of HSI on ground based mobile platforms,
also enabling its use in domains other than agriculture.



Chapter 2

Literature Review

Examining the reflected, transmitted or absorbed light of plants in order to infer their
properties has been extensively studied in both the remote sensing and plant science
literature. Light spanning the electromagnetic spectrum beyond the visible, has been
leveraged to estimate, predict and study the health, status, coverage, biomass and
other attributes of plants or areas of vegetation. Traditionally, the examination of
the light signatures, i.e. spectra, after interacting with objects was performed us-
ing spectroscopy, which yields a single high resolution spectrum per measurement.
Hyperspectral imaging (HSI) or imaging spectroscopy is an extension to this by ac-
quiring individual high resolution spectra for each spatial pixel in an image frame. It
has gained popularity since its first uses in the 1980s, due to the amount of informa-
tion obtained per frame and technological progress allowing ever higher resolutions
and increasingly advanced processing techniques.

The use of HSI in precision agriculture (PA) applications has received significant
attention in the remote sensing literature. This primarily includes data from high al-
titude platforms, both satellite and aerial, which allow broad coverage of large areas
within a short period of time. Due to the distance between the sensing platforms and
farms, these methods generally do not tend to directly interfere with farming oper-
ations. Nevertheless, spatial resolution is still limited, and obtaining hyperspectral
data at the scale of individual leaves or fruit is not feasible yet from high altitude.
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In addition, the geometry with which these platforms can view agricultural fields is
restricted to an approximately top down (nadir) perspective, which is suitable for
broadacre or row cropping environments, but particularly restrictive for taller crops
such as orchard trees.

Low altitude and ground based HSI address some or all of these issues. Significantly
higher spatial resolution is gained by reducing the distance between sensors and sur-
faces of interest, and some low altitude platforms such as multi-rotor helicopters and
ground based platforms are capable of offering considerably more flexibility in viewing
geometry. For example, when imaging tree crops these platforms can move in between
rows of trees allowing sideways acquisition of canopies and the fruit contained within.
However, as sensor and platform technology has only recently advanced to the point
where data acquisition in such a manner is practically feasible, research addressing
ground and near-ground based platforms with HSI is scarce. Most of the literature
in this area covers the use of hyperspectral cameras on low altitude unmanned aerial
vehicles (UAVs), and studies that specifically investigate the use of hyperspectral
cameras on ground based platforms are far less common.

Despite the scarcity of literature on mobile ground based HSI, the topic of how to
process hyperspectral data in order to produce meaningful results is an extensively
investigated field of research, which includes work not only from the remote sensing
community, but also from fields such as plant science, particularly in spectroscopy.
An important step when dealing with hyperspectral data is to compensate for varying
lighting conditions, in order obtain spectra that are solely a product of the properties
of the surface being imaged and not the time varying viewing conditions. Following
this, there are number of preprocessing steps that can be taken to maximise the
ability of machine learning algorithms to make predictions, such as estimating the
concentration of chemical components in vegetation or distinguishing weed plants
from crops. Simple linear models to multi-layer deep learning networks have been
employed to obtain predictions, and can produce either discrete (classification) or
continuous results (regression). For spectral data, there are also some specifically
designed techniques, such as vegetation indices and spectral unmixing.
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It is often desired to accurately locate hyperspectral pixels or spectra in the world
frame, for example to spatially map chemical concentrations or weed density across a
field. Usually this process, known as georeferencing, requires both precise and accu-
rate knowledge of a camera’s pose. If a platform can be located in world coordinates,
for example using an accurate navigation system, then the fixed offset between the
platform and the hyperspectral sensor needs to be determined. However, there is very
little literature addressing this problem for proximal hyperspectral sensors, which is
particularly challenging when using line scanning cameras. Line scanning cameras
(also 1D or linear cameras) are a common type hyperspectral camera, which capture
a single line of spatial pixels per exposure.

This chapter provides an overview of the literature relating to the use of hyperspectral
cameras on ground based mobile platforms in an agricultural context, with a partic-
ular focus on line scanning cameras. Section 2.1 provides an introduction to HSI,
outlining the different types of sensors, lighting options, platforms and applications.
In Section 2.2, common HSI and spectroscopic processing techniques are summarised.
Finally, Section 2.3 reviews georeferencing approaches that have been explored in pre-
vious studies, and geometric calibration of hyperspectral cameras, which is necessary
for some of these georeferencing methods.

2.1 Introduction to Hyperspectral Sensing

Hyperspectral imagers produce an image where each pixel contains the spectral sig-
nature of the corresponding spatial location in the world in hundreds of contiguous
narrow spectral bands. Therefore, each hyperspectral image has as many channels
as there are bands, in contrast to grayscale or RGB images which only have one or
three channels respectively. Because of this, hyperspectral data are often referred to
as hypercubes, with two spatial dimensions and one spectral dimension. Figure 2.1
illustrates this concept. Hyperspectral cameras are often compared to multispectral
sensors. The main differences between these types of sensors is that multispectral
cameras capture far fewer and broader bands, which, in contrast to hyperspectral
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Figure 2.1 – Illustration of a hyperspectral data cube or “hypercube”. Each hyper-
spectral image can be thought of as a cube of data, with two spatial dimensions
and one spectral dimension. Each spatial pixel in the image therefore contains a
full spectrum of all available bands.

data, are not necessarily contiguous [272, 88].

There are a number of different sensors available that can produce hyperspectral
imagery, which will be briefly introduced in this section, as well as some of the lighting
options which can be artificial or natural. The applications where hyperspectral
imaging has been applied are as broad as the range of platforms, and these will also
be summarised in this part of the literature review.

2.1.1 Types of Hyperspectral Cameras

An intuitive type of hyperspectral sensor are tunable filters, which capture each band
one image at a time. A simple version of this is the filter wheel, where band fil-
ters are physically moved in front of the sensor or camera [69]. As the rotational
speed of such a filter is limited, electronically tunable filters, such as acousto-optical
tunable filter (AOTF), liquid crystal tunable filter (LCTF) and Fabry-Pérot Inferom-
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eter (FPI), have been developed [154, 146, 94, 209]. All these tunable filter cameras
capture a single wavelength at a time, which means that bands are not synchronised
with each other and will not match unless both the camera and scene are completely
stationary. There is a trade-off between the number of available bands and the time
required for a full cycle of all bands. LCTF based hyperspectral cameras are limited
by their wavelength switching time [239], and are therefore less suitable for mobile
applications where the camera is continually moving. Both AOTF and LCTF tech-
nologies require polarised light, reducing optical throughput for randomly polarised
signals, such as fluorescence and diffuse reflectance [3, 239]. Recently, light-weight FPI
based hyperspectral imagers have found increased use in small single- or multi-rotor
helicopter UAV applications [120, 119, 275].

One of the most common types of hyperspectral sensors are line scanning cameras,
which capture a single line of pixels at a time. Here, a lens focuses light onto an en-
trance slit. The light that passes through this slit is spread over the desired spectral
range onto a frame sensor, such as a charge-coupled device (CCD), using a diffraction
grating or prism-grating-prism (PGP) element [281]. Each frame obtained from a line
scanning hyperspectral camera is therefore two dimensional, with one spectral and
one spatial dimension. Full data cubes of a scene can be obtained by scanning an area
in a “push broom” manner [320]. All bands in line scan HSI data are synchronised,
but consecutive line scans are not, which can cause spatial warping of the result-
ing image. While there are several techniques to compensate for non-linear camera
motion, imaged surfaces must remain stationary during acquisition. Line scanning
hyperspectral imagers are economical, readily available off-the-shelf and have been
used in a large variety of applications.

Recently, snapshot HSI cameras which capture a full 2D hyperspectral image frame
in one exposure have been developed [146, 114, 99]. These sensors overcome the
timing issues faced by both line scanning and tunable filter sensors. They have
narrow band filters deposited as filter arrays directly on the sensor, also known as
spectrally resolving detector arrays (SRDAs), extending the traditional Bayer colour
filter, which is pervasive in RGB imaging. FPI filters integrated over complementary
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metal–oxide–semiconductor (CMOS) image sensors are one technology used in this
application [77, 7]. The trade-off inherent to SRDAs cameras is that a greater number
of bands requires more pixels to deposit filters on, which in turn reduces spatial
resolution. The type of imager must therefore be carefully chosen for a particular
application.

2.1.2 Illumination

Appropriate lighting is essential in hyperspectral imaging to maximise signal to noise
ratio (SNR), consistency and uniformity in the data. When acquiring data close to
the surface of interest, it is possible to use artificial means for lighting the scene. Ad-
ditionally, when operating indoors, such as in lab or factory settings, artificial lighting
is unavoidable. Compared to variable natural illumination, controlled artificial light
sources can considerably enhance performance [26, 320]. Some systems therefore opt
for controlled lighting solutions in field applications. For instance, Slaughter et al.
[253] and Zhang et al. [321] used tungsten-halogen based illumination with a blue
filter to provide a more uniform SNR across the spectrum, as the bulbs’ light was
biased toward the red and near infra-red (NIR). Busemeyer et al. [29] also used a
halogen lighting system to perform hyperspectral image acquisition. A particular dis-
advantage of artificial lighting is that outdoors, data must either be acquired at night
or underneath a shroud to exclude competing natural light, which can be cumbersome
or in some cases infeasible.

In most traditional hyperspectral imaging applications that use aerial and satellite
platforms the only option is to rely on natural lighting. There are also several exam-
ples where hyperspectral data were used with natural illumination in a ground based
context [252, 48]. The advantages of using natural instead of artificial illumination
include requiring fewer hardware components and reduced power requirements. One
significant disadvantage is that natural light can change considerably throughout the
day and even within short periods of time, depending on sun position, atmospheric
composition and cloud movements, which change the signature and relative contribu-
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tions of direct sunlight and skylight (i.e. sunlight scattered by the atmosphere) [112].
Such changes can affect prediction performance [284] if not properly compensated
for, and consequently lead to additional complexity in data preprocessing. Natural
illumination also exhibits absorption bands at several wavelengths, where light is sig-
nificantly reduced. Consequently, the resulting SNR in those narrow regions of the
spectrum is severely affected.

2.1.3 Platforms

Since the first uses of HSI on higher altitude manned aircraft, imaging spectroscopy
has been applied in various settings. In the early 2000s, the first space based satellite
platforms carrying hyperspectral imagers were launched. Recently there has been an
increase in the use of smaller and lower altitude UAVs to capture hyperspectral data,
as well as ground based mobile platforms, both manned and unmanned.

Satellite and High Altitude Aerial

Hyperspectral imagery obtained from satellite or high altitude aerial platforms is com-
mon in the remote sensing literature. One of the first aerial hyperspectral imagers,
the Airborne Imaging Spectrometer (AIS), was developed in the early 1980s, which
was able to capture data in the short-wave infrared (SWIR) (1200-2400 nm) with up
to 128 bands, and a spatial pixel resolution of 32, translating to an instantaneous
field of view (IFOV) of 10 m on the ground [88]. It was mainly used for mineralogy
applications and acquired the first hyperspectral imagery that showed unambiguous
evidence of mineral identification [88]. In the mid to late 1980s, Airborne Visible/In-
frared Imaging Spectrometer (AVIRIS) was developed by National Aeronautics and
Space Administration (NASA), which flew at altitudes of tens of kilometres, and pro-
vided 224 bands from 400 to 2400 nm. Other hyperspectral imagers designed to be
carried aboard aircraft include [88] Digital Airborne Imaging Spectrometer (DAIS)
[228], Compact Airborne Spectrographic Imager (CASI) [50], Hyperspectral Digital
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Imagery Collection Experiment (HYDICE) [18] and Hyperspectral Mapper (HyMap)
[38].

The Hyperion Imaging Spectrometer is the first high resolution hyperspectral imager
to orbit the earth [272] and was launched by NASA in 2000 aboard the Earth Observ-
ing One (EO-1) satellite mission, offering 220 bands from 400 to 2500 nm and a spatial
resolution of 30 m on the ground [278]. A year later, European Space Agency (ESA)
launched the Project for On-Board Autonomy (PROBA-1) satellite, which carried the
Compact High Resolution Imaging Spectrometer (CHRIS), which acquires hyperspec-
tral data with a ground spatial resolution of 17-40 m and provides up to 62 spectral
channels from 400 to 1050 nm [17]. The TianGong-1 is another example of a space
based hyperspectral imager, providing 128 bands from 400 to 2500 nm and 10-20 m
spatial resolution [153]. A number of spaceborne hyperspectral imagers are planned
to be launched in the near future, including Precursore IperSpettrale della Missione
Applicativa (PRISMA), Environmental Mapping and Analysis Program (EnMAP)
hyperspectral imager, Hyperspectral Imager Suite (HISUI), Spaceborne Hyperspec-
tral Applicative Land and Ocean Mission (SHALOM), Hyperspectral Infrared Im-
ager (HyspIRI) and Hyperspectral X Imagery (HypXIM) [272]. Recently, the Aalto-1
nano-satellite was launched, carrying an FPI based hyperspectral camera [216].

In addition to the above, there are also two hyperspectral cameras orbiting the planet
Mars [52], the Compact Reconnaissance Imaging Spectrometer for Mars (CRISM) on
board the Mars Reconnaissance Orbiter [196] and Observatoire pour la Mineralogie,
l’Eau, les Glaces, et I’Activite (OMEGA) on board the Mars Express mission [24].

Low Altitude Unmanned Aerial Vehicles

Two oft-cited downsides of higher altitude aerial and satellite platforms are the high
cost and limited resolution [5]. As a result of technological advances that the reduced
the size and weight of sensors, UAV based hyperspectral imaging on smaller and
lower altitude platforms has become popular [327]. Dehaan et al. [49] investigated
the use of a Headwall Photonics Hyperspec VNIR line scanning hyperspectral imager
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on both a helicopter and fixed wing UAV for the detection of invasive plants. Zarco-
Tejada et al. [313] also used a Headwall Micro-Hyperspec VNIR on board a fixed wing
UAV for acquiring hyperspectral data in vineyards. Lucieer et al. [166] tested the
same hyperspectral sensor mounted to an octo-rotor helicopter. In another example,
Hruska et al. [121] tested a Resonon Pika II line scanning hyperspectral imager on a
fixed wing UAV.

Frame based and snapshot hyperspectral cameras are very frequently used for smaller
single- and multi-rotor helicopter platforms. For instance, Aasen et al. [1] mounted a
snapshot hyperspectral camera (Cubert UHD 185-Firefly) on an octorotor helicopter
for vegetation monitoring. Honkavaara et al. [119] and Tuominen et al. [275] used
FPI based frame hyperspectral cameras on multi-rotor helicopter UAV platforms for
tree species and surface moisture recognition.

Proximal Sensing from Ground Vehicles

As sensors have increased in spatial resolution, satellite and aerial HSI is able to re-
solve more detail on the ground, especially from low altitude UAVs. Nevertheless, for
applications where sub-centimetre accuracy is required, such that individual leaves
or fruit can be identified, it is necessary to acquire data at close proximity to the
surface of interest, often referred to as proximal sensing. In addition, depending on
altitude, remote sensors are also limited to wavelengths above the ultraviolet and blue
range due to atmospheric scattering [26]. Proximal sensor orientation is also more
flexible, whereas remote sensors are usually confined to an approximately downward
facing perspective. Furthermore, ground based sensors enjoy the advantage of be-
ing able to use artificial illumination [26]. While multirotor UAVs are able to fly
at very low altitudes, they are limited in terms of flight time and payload. Ground
based platforms, on the other hand, can carry much greater payloads, larger batter-
ies, and greater amounts of fuel, allowing for longer acquisition campaigns without
interruption. Mobile ground platforms can include manually driven vehicles, such
as cars, trucks tractors or simple hand pushed frames, and autonomous platforms
[322, 48, 283]. Zhang et al. [322] designed a tractor towed platform that identified
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weeds with a hyperspectral camera and treated them with hot food grade oil. Manu-
ally driven “buggies”, such as BreedVision [29], PhenoMobile [48], and GPhenoVision
[129] can carry more weight and supply more power due to their larger size, and there-
fore tend to include a greater array of equipment in addition to hyperspectral sensors,
including 3D time-of-flight, light curtains, and thermal imaging. On the other hand,
autonomous platforms or autonomous ground vehicles (AGVs) can be more opera-
tionally convenient and examples that carry hyperspectral sensors include Ladybird
[277], Shrimp, and Bonirob [235, 138]. Figure 2.2 shows the Ladybird and Shrimp
AGVs and the mounting configuration of their hyperspectral cameras.

Outside agriculture, there are only a few studies addressing HSI using ground based
platforms. In mining applications, HSI has been investigated in identifying minerals
on mine faces, allowing more precise planning. For example, Schneider et al. [243] used
HSI to detect and classify a mine face’s geology. While the experiment was conducted
with a tripod mounted sensor, the authors discuss the advantages of mounting the
equipment on an AGV, allowing data capture from different angles, at various times
throughout the day, and even while mining.

2.1.4 Applications

HSI has been used in a number of diverse applications. The earliest hyperspectral
imagery was used for mineralogy and geology, and was later followed by other appli-
cations such as the identification and analysis of vegetation. While early on HSI was
primarily a technology used for remote sensing, more recently proximal sensing has
been explored in mineralogy, agriculture, medicine, food quality control, archaeology
and flood detection. This section provides a broad overview of the applications where
HSI has been studied or employed.

Geology and Mineralogy

Mining and mineralogy are two areas where HSI has been applied both at altitude
and proximally, and represent some of the earliest uses of hyperspectral imaging [88].
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Figure 2.2 – The ACFR’s Ladybird [277] (a) and Shrimp (b) autonomous ground based
mobile platforms. While both carry a Resonon Pika II hyperspectral line scanning
camera, their viewing geometries are set up for two different PA applications. On
Ladybird, the line scan is pushed in front of the platform to create a hyperspectral
image of row crops on the ground, while on Shrimp the line scan is swept in a
sideways configuration to produce hyperspectral data of orchard trees.
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In this application, it is desired to measure the quantities of the different mineral
components, which is made possible by absorption features in the visible and near
infrared (VNIR) and SWIR reflectance spectra due to electronic and vibrational pro-
cesses in the various substances [52].

There are numerous examples of aerial hyperspectral remote sensing being used in
mineralogy and geology related applications. For example, Bedini et al. [19] used
SWIR data from the HyMap imaging spectrometer to map the surface mineralogy in
the Rodalquilar caldera region of Spain. Riaza and Müller [227] also used HyMap to
monitor mine tailings in the Iberian Pyrite Belt, Spain. Hyperspectral data captured
from satellites has also been examined for this application, for example for mapping
hydrothermally altered rocks [81] and stratigraphic and lithologic mapping [43] using
EO-1 Hyperion data. However, there has been some concern that the limited SNR of
current spaceborne sensors prevents them from achieving the same level of mineralogic
mapping accuracy as aerial solutions [142, 52].

Proximal examples in this field include Schneider et al. [243], who used two different
hyperspectral sensors, one VNIR and one SWIR, fusing classification results from
both to detect and classify geological structures on a mine face, and Murphy et al.
[198], who applied SWIR between 970 and 2500 nm to the identification mineralogical
properties of a mine face. Both of these studies used tripod mounted ground based
hyperspectral imagers.

Vegetation and Agriculture

There has been extensive use of HSI in the analysis and mapping of vegetation [268].
Some applications include wetland mapping [92, 4, 5], forestry [314, 115, 83], plant
ecology [189] and agriculture [258, 9]. In the remote sensing literature, there are
numerous examples of hyperspectral aerial and satellite imagery being examined for
agricultural applications, including identifying invasive plant species or different culti-
vars; mapping diseases and plant stress; predicting yield; measuring the concentration
of biochemical constituents, such as nitrogen or chlorophyll; and biophysical proper-
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ties, such as leaf area index (LAI).

Leaf nitrogen content is an important measure for fertilizer management. Airborne
hyperspectral data has been examined for measuring nitrogen content, for example to
predict nitrogen content in rice [125, 237], corn [87] and pastures (carbon to nitrogen
ratio) [20]. In another example, Vigneau et al. [283] acquired proximal HSI data
using a camera mounted to a tractor, to estimate leaf nitrogen content in wheat.
Chlorophyll content is another measure used to gauge plant health, and its estimation
has also been explored using airborne [102, 51] and satellite [299] HSI data of crops.

LAI is used to measure crop growth, yield and foliage cover [9], and has been measured
using both satellite [155, 299] and airborne [101, 57] HSI data. There is some evidence
to suggest that hyperspectral imaging is more effective than broad band multispectral
data for estimating yield [303]. Aerial HSI has been studied to estimate yield or yield
variability in wheat sorghum fields [303, 302], citrus orchards [307, 308] and cotton
[315].

Identifying, measuring and quantifying plant disease, stress and deficiencies is another
important area of study in PA, as it allows early detection and targeted application
of treatments. Both near and remote sensing techniques have shown potential in that
context [177], where the most common sensor technologies include thermography,
fluorescence and HSI. HSI in particular has been shown to be highly suitable for
detecting crop growth anomalies, as it allows detailed examination of stress dependent
changes in targeted spectral ranges [188]. Leaf reflectance is influenced by plant stress
via changes in pigmentation, hypersensitive reaction and cell wall degradation [177].
Additionally, properties specific to particular diseases may also be detectable in the
spectral domain [177]. Aerial and satellite hyperspectral imaging has been studied for
detecting plant stress and various diseases [176, 188, 173, 248, 11, 319]. There are only
a few cases of proximal HSI being used for the detection of plant disease, even though
it has been suggested that it is preferable to remote sensing in that application [205].
For example, HSI has been used from a buggy for early disease detection (yellow rust)
in wheat fields [25, 193], with a portable imaging system (enclosed box with artificial
light source) to identify citrus canker [219], and in the lab to reveal tomato spotted
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wilt virus in capsicum plants [192].

Differentiating plant species is another challenging task which is useful for appli-
cations such as site specific weed management (SSWM). There have been several
demonstrations of the use of conventional imagery for discriminating between dif-
ferent plant species using features such as leaf or flower shape, texture, branching
structure or vein patterns [252, 41, 199, 113, 214, 255, 126, 160, 37], or more recently
using convolutional neural networks (CNNs) and deep learning [238, 190]. How-
ever, the aforementioned techniques can be adversely affected by several difficulties.
Plant morphology can be altered significantly by flexing and bending, or growth stage
[54, 41]. Within-class variation can be very high for some plants, complicating the
discrimination between groups [41]. Other external factors, such as weather, insect
damage or soil deposits can have a significant detrimental impact on results [321].
Occlusion and unfavourable plant or leaf orientation may also severely impact clas-
sification performance in a field setting [252], although some recent methods have
shown robustness to partial occlusion [107].

While early papers concluded that differentiation of plant species using their spectral
signature may be very difficult or impossible [145], there are now a number of studies
indicating that spectral techniques can be used for discrimination of plant species
owing to the use of advanced multivariate statistical methods [285, 208, 252]. Spectral
classification addresses many of the issues faced by shape or texture based techniques.
For example, as many such approaches operate on a per-pixel basis, they are robust to
partial occlusions and changes in orientation [252, 320]. In an early example of plant
species discrimination, Lacar et al. [144] used airborne HSI to discriminate between
grape cultivars. Later, using data from an in-field hyperspectral imager, Vrindts et al.
[284] demonstrated separation of sugar beet and maize crop from weeds, and similarly
Okamoto et al. [207] classified four species of weed among sugar beet crop. Suzuki
et al. [264] used hyperspectral data to map herbage mass and botanical composition
in pastures, which is important for understanding the behaviour and performance of
grazing animals. Recently, classification over multiple seasons has been investigated
and spurred development of more sophisticated classifier pipelines that can deal with
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long-term temporal variation [321].

Food quality control

HSI has been explored as a tool to evaluate the quality of agricultural and food
products, including fruit, vegetables [159, 218, 94, 220] and meat products [45]. The
prediction of internal quality parameters of fruit, such as soluble solids contents (SSC),
firmness, sugar content, water content, acidity and other measures, has been demon-
strated using various HSI techniques in several fruits [159, 218, 94], including apples
[202, 186], strawberries [59], oranges [161], peaches [165], grapes [14, 65] and mangoes
[236, 247]. HSI has also been used in detecting external quality defects in fruits and
vegetables [159, 218, 94], such as bruises [301, 95], chilling injuries [60], contamination
[137] and rottenness [90]. The hyperspectral imaging techniques used in these appli-
cations include reflectance, absorption, transmittance, scattering and fluorescence
spectroscopy. The literature in this space mainly relates to lab and production line
environments, as many of the aforementioned techniques are more easily implemented
in such settings, where lighting and scanning geometry can be tightly controlled.

Medical

HSI has found increasing use in medical diagnosis and image-guided surgery [164].
Hyperspectral imaging techniques have been studied for the detection of cancers [66,
53], identification of heart and circulatory disease [36, 147], retinal examination [131,
245], monitoring of shock [84] and in other medical diagnosis applications and research
[164]. In addition, HSI could be used as an aid during surgery, by seeing tissue through
layers of blood, detecting residual tumours, perceiving viable tissue and preventing
its removal, and generally visualising anatomy [164].

Other applications

HSI has also been suggested for in rescue robotics. Trierscheid et al. [273] showed that
the spectra of skin in NIR are very characteristic, even when covered by thin layers
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of ash, which would prevent recognition with colour cameras. Other applications
include security, surveillance and target acquisition [312]; detection of psychological
stress [32]; urban land cover estimation [271]; conservation of works of art [67, 154];
archaeology [154]; flood detection [92]; water quality analysis [92]; pharmaceutical
process monitoring and quality control [93]; and forensics [58, 179].

2.2 Hyperspectral Data Processing

The processing of HSI data in order to achieve a desired outcome, usually the pre-
diction of classes, or estimation of a chemical or physical measure, normally requires
several steps. First the data must be radiometrically calibrated and corrected in order
to minimise the effects of both the sensor and illumination conditions. A number of
preprocessing operations are then often applied to improve the ability of subsequent
operations to extract information from them. Due to the large number of bands avail-
able in HSI, dimensionality reduction is an important and common step, which aids
both in terms of computational demands and further inference performance. Finally,
machine learning techniques are applied in order to predict a desired quantity or class.
Many of the processing techniques mentioned in this section fall under the umbrella
term chemometrics, which is the study of statistical and mathematical methods ap-
plied to the field of chemistry [184], and is particularly applicable to inferring chemical
quantities in vegetation.

2.2.1 Radiometric Calibration and Correction 1

There are various factors that affect the light as it leaves the source, passes through the
atmosphere, reflects from a surface, passes through the atmosphere again, and enters
the sensor. In many cases it is desirable to obtain a spectrum that is independent of
lighting conditions, atmospheric scattering and camera/lens effects.

1Contains parts adapted from Wendel and Underwood [289] with minor modifications.
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As a first step, to remove any effects the camera and lens combination may have
on the image, the hyperspectral image may be converted to at-sensor radiance [262].
This can be achieved by recording a flat field image using a uniform light source,
such as an integrating sphere. An integrating sphere can be thought of as a special
diffuser that has an entrance aperture and an exit aperture, where light enters and
exits respectively. The interior surface of the sphere is coated with a highly reflective
diffuse material, and therefore the multiple reflections within the sphere result in a
uniform and unpolarised light [211, p. 224]. The spectral characteristic of the light
source in the integrating sphere is also known, allowing not only for correction of
spatial non-uniformity (e.g. vignetting), but also spectral non-uniformity. If the at-
sensor radiance during data acquisition of the uniform light source is known exactly,
it is possible to obtain at-sensor spectral radiance in absolute units (i.e. W · sr−1 ·
m−2 · nm−1), but often it is sufficient to obtain pseudo-radiance, for example by
assuming the light source’s spectral distribution is equal to 1 [262], which still allows
correction for spectral and spatial non-uniformity. The calculation must also subtract
dark current measurements, obtained during the integrating sphere measurement and
during field acquisition, from the raw values .

When measuring real-world objects, ideally the obtained at-sensor radiance would
be independent of any effects introduced by the instrument itself. However, it is
not an independent measure of the properties of the surface being imaged, but also
the illumination and atmospheric conditions at the time of acquisition, which can
vary considerably. Therefore, it is also necessary to obtain reflectance, which is a
property of the imaged surface only [31, 8]. The literature covers many different
methods for obtaining surface reflectance, but they can be loosely split into two major
groups: empirical methods and radiative transfer codes. The former uses information
in the captured image, while the latter obtains spectral illumination and atmospheric
scattering information independently, given the time of the day and composition of
the atmosphere.
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Empirical methods

There are several early scene-based approaches to reflectance retrieval from the 1980s
[73], including the internal average reflectance (IAR) [141] and flat field [231] correc-
tion approaches. The former divides a hyperspectral image by the average spectrum
for the whole scene, while the latter assumes that there is an area with spectrally
neutral reflectances (little variation with wavelength) in the scene, which can be av-
eraged and used to retrieve reflectance. While these methods are convenient, because
no in field reference measurements are required, they often do not provide accurate
results [73].

Using a reference panel that is measured in the same lighting conditions as the surface
of interest (i.e. in the same scene or image) is a common way to determine reflectance
of a surface [305, 280]. Ideally this reference should be a Lambertian scatterer with
uniform reflectance within the spectral range of the sensor, such as Spectralon by
Labsphere, which exhibits a very flat reflectance curve at a wide wavelength interval
from about 300 to 2400 nm [80]. The reference surface’s reflectance is known, for
instance by measurement in the lab using a spectrometer. To perform the correction,
the reference panel is located in the scene to be imaged and its at-sensor radiance
at the time of acquisition is determined from the hyperspectral data, along with all
other surfaces in the scene, whose reflectances are unknown. The reflectances of any
of these other surfaces can be calculated by dividing their radiance spectra by the
reference’s radiance spectrum and multiplying by the reference’s known reflectance.
This method is effective in situations where lighting conditions are constant and
the sensor is close to the object being measured, such as in the laboratory, factory,
low altitude aerial and ground based applications, where atmospheric path radiance
is negligible. Interpolation has been used previously to take into account gradual
lighting changes [262]. This is useful over shorter durations, where lighting conditions
change approximately linearly. However, this method is less suitable where abrupt or
non-linear changes occur during the data collection period.

In higher altitude aerial (above approx. 100 m) and satellite applications, any light
that is scattered back to the sensor from the atmosphere (path radiance) cannot be
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ignored [191]. More rigorous methods, such as the empirical straight line method take
this into account. This requires at least two readings of known calibration targets
that have different reflectances at all wavelengths [40, 133]. A best fit line model can
then be obtained to derive a function for each band. As with the simple reference
panel method, this approach is susceptible to changes in lighting that deviate from
what was measured at the reference targets.

As an alternative, reference targets can be substituted with a sensor that continuously
measures downwelling illumination directly [201, 120, 48, 103]. The downside is that
they are usually mounted to the platform and may therefore not exactly represent the
lighting incident upon the objects being imaged. For example, illumination at higher
altitude aerial platforms will be different to the light on the ground, as the length of
propagation through the atmosphere is different, or because of the geometry between
clouds, sun, imaging platform and imaged surface. In ground based imaging platforms
this may be less of an issue, depending on the geometry of the platform, while in
aerial platforms the problem can be partially overcome by using a ground reflectance
panel reading that is adjusted based on the continuous downwelling sensor data [143].
In addition, there is an increased cost and complexity of having an appropriately
calibrated downwelling sensor, which may be restrictive for some applications. Some
manufacturers of higher cost sensors use fibre-optics to pipe downwelling light into a
portion of the pixel space of the sensor to avoid the need for multi-sensor calibration
(e.g. Jan et al. [127]), however, this is often not available in cheaper sensors.

Another reflectance retrieval method takes advantage of overlapping tie points be-
tween consecutive images. These can be used to determine radiometric model param-
eters via least squares optimisation [120, 103], and may also make use of radiative
transfer codes [217]. The prerequisite is that a proportion of the imagery overlaps for
every change in lighting. This makes it more suitable for data from full frame multi
or hyperspectral cameras, such as Fabry-Perot interferometer-based units [77, 239],
which are starting to find increased interest in UAV applications. Theoretically, the
method should be extensible to line scanning cameras if there is spatial overlap at
times that span the full range of illumination.
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Radiative transfer codes

In remote sensing applications, atmospheric modelling from first principles (atmo-
spheric radiative transfer codes) [256] is a widely used method to derive an estimate
of reflectance. Radiative transfer codes take as input atmospheric parameters, such
as column water vapour and aerosol content to model the propagation of electromag-
netic radiation as it is affected by scattering, absorption and emission on its path
to the surface and then to the sensor. Several codes have been developed, including
ATREM [72], MODTRAN [22] and 6S [282].

Atmospheric transfer codes are known to be computationally intensive [98], and there-
fore some efforts have been made to produce more efficient algorithms, such as Simple
Model for Atmospheric Radiative Transfer (SMART) [246]. Alternatively, look up ta-
bles are commonly computed, that allow more efficient retrieval of reflectance using
a number of input parameters (e.g. wavelength, pixel position, atmospheric water
vapour content, aerosol optical depth, and terrain elevation) and interpolation [257].
An obvious advantage of using radiative transfer codes is that no reference targets
are required. On the other hand, obtaining atmospheric parameters is not simple
[133], and therefore “standard atmospheres” are often used, introducing inaccura-
cies [182]. Some solutions, such as FLAASH [6], HATCH [221], and ACORN [97],
are able to estimate some atmospheric parameters, including column water vapour.
However, commonly these require data in wavelength ranges that are well beyond the
capabilities of the cheaper hyperspectral sensors that are normally used on mobile
ground and lower altitude UAV platforms (which usually operate below 1000 nm).
In addition, reliable parameter estimation often requires favourable conditions. For
example, FLAASH does not deal well with heavy haze or water vapour content [183].
Belluardo et al. [21] performed an analysis on the SDISORT radiative transfer model
[44] that quantified the estimated spectrum’s uncertainty based on uncertainty of the
input parameters. To improve accuracy, Thompson et al. [269] have recently exam-
ined combining radiative transfer models with empirical reference measurements via
Bayesian inference.
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2.2.2 Preprocessing

There are various ways in which data obtained using spectroscopic methods are com-
monly preprocessed. One problem with measured spectra is that there are often dif-
ferences in overall intensity due to scattering effects [229], which can remain even in
radiometrically calibrated and corrected spectra. The most common ways to address
this in NIR spectroscopy are multiplicative scatter correction (MSC) and standard
normal variate (SNV), but there are also numerous other ways to normalise spectra
[229, 64]. Many of these methods have the same basic formula in common, which
applies an offset, a, and scaling factor, b:

x̂λ = xλ − a

b
. (2.1)

where xλ and x̂λ are the original and transformed spectra at wavelength λ. For SNV
a is the mean of the spectrum, and b the standard deviation [16]. Other normalization
approaches set a = 0, and b to the L1 or L2 (Euclidean) norms [229, 223].

MSC [79] is performed in two steps, by first calculating correction coefficients with
respect to a reference spectrum, which is usually the mean spectrum of the calibra-
tion/training set, as follows:

x = a+ bxref + e, (2.2)

where xref is the reference (mean) spectrum and e is the unmodelled part of the
spectrum. Ordinary least squares regression is used to determine a and b which
can then be used with Equation 2.1. Additionally, extended multiplicative scatter
correction (EMSC) has been introduced with a number of augmentations that include
polynomial fitting to the reference spectrum, fitting of a baseline on the wavelength
axis, and incorporates prior knowledge of the analytes and interferent spectra [229,
180, 181].

Detrending is another popular method that is applied to spectral data, often in ad-
dition to other methods such as SNV [16]. It involves fitting a polynomial to the
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spectrum and subtracting it. For example, Buddenbaum and Steffens [28] fitted a
second order polynomial to SNV transformed spectra to analyse soil profiles using
HSI.

Smoothing filters are commonly applied to remove some of the noise in the spectral
signal. While a simple moving average is sometimes used (e.g. Gomez et al. [89]),
the most frequently cited technique is Savitzky-Golay smoothing [241]. The method
takes a window of given size around each wavelength and fits a polynomial of given
order to the points within the window. The fitted polynomial is used to calculate
the new value at each centre wavelength. In addition to smoothing, the Savitzky-
Golay approach can also be used to compute the derivative of the signal, as it can be
determined analytically from the fitted polynomial. Derivatives are popular, because
they have the ability to remove both a baseline offset and linear trend Rinnan et al.
[229]. The derivative can also be derived using the Norris-Williams (NW) technique
[203, 204], which first smooths using a moving average and then calculates the first
and second derivatives based on a gap on either side of the centre wavelength. The
NW method is less prone to high-frequency noise than Savitzky-Golay, but the use
of a fixed gap is difficult to defend in spectroscopy applications, because it assumes
a fixed frequency component, such as in a time series [229, 223].

In addition to the above, the limited quantum efficiency of hyperspectral sensors at
the edges of the frequency range can introduce significant amounts of noise. In cases
where noise is extensive, it is recommended that bands at the highest and lowest ends
of the available spectrum are removed [305].

Preprocessing of spectra should be done with care, as incorrect or too severe process-
ing can remove valuable information [229]. Similarly, if multiple approaches are com-
bined, thought should be given to their individual contributions and order. Generally,
lower complexity is desirable in a pre-processing pipeline and subsequent modelling
[229].
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2.2.3 Dimensionality Reduction

Due to the large number of bands available in hyperspectral imagery, the data are
high dimensional, often with several hundreds of available features (spectral bands).
However, due to their contiguity along the spectral dimension, bands are often highly
correlated. Using such high dimensional data directly in machine learning can be
problematic due to the “curse of dimensionality”, necessitating exponentially increas-
ing amounts of data and amplifying the risk of overfitting, as well as escalating com-
putational requirements. For these reasons, it is common to use some kind of di-
mensionality reduction algorithm. Carefully chosen bands or projections thereof can
help with separation of class clusters or correlation with continuous output variables,
improving machine learning performance [320, 210].

There are two broad methods of dimensionality reduction: Feature selection and
feature extraction. The former group employs statistical methods to select bands
that optimise performance in subsequent processing. On the other hand, feature
extraction transforms or projects the data into a lower dimensional feature space
[210]. A significant amount of work has gone into studying and improving both types
of methods, and exploring their advantages and disadvantages.

Feature selection isolates specific statistically significant bands that optimise sub-
sequent performance. Kavzoglu and Mather [134] compared several band selection
methods for use in a neural network classifier, comparing two search algorithms,
stepwise forward selection (SFS) and genetic algorithm (GA), and various statistical
separability measures (Wilks’ Λ, Hotelling’s T 2, and separability indices). On the bal-
ance, GA produced better classification performance than SFS, but not significantly
and conclusively so. It was found that Hotelling’s T 2 separability measure generally
produced the best classification accuracies. Tibshirani [270] proposes the use of the
Lasso operator for feature selection, which involves least squares regression with an L1
penality. The penalty has the effect of automatically setting insignificant coefficients
to exactly zero, effectively performing selection without a threshhold. Sparse partial
least squares (PLS) algorithms make use of the Lasso to perform feature selection
[63]. Alissou and Zhang [10] applied Lasso after principal component analysis (PCA)
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to achieve improved hyperspectral data compression.

In contrast to feature selection, extraction seeks to determine a transformation of the
original data that optimises performance. Feature extraction can be further subdi-
vided into linear and non-linear dimensionality reduction. In HSI, one of the most
common linear dimensionality reduction (LDR) methods is PCA, which employs an
eigenvalue decomposition of the feature/band covariance matrix [232]. When the data
are projected to the directions of the resulting eigenvectors, high eigenvalues indicate
the highest variance, the assumption being that this represents most of the statis-
tically useful information. In the case of HSI data, a few PCA bands with highest
eigenvalues carry the majority of the information [232]. Suzuki et al. [263] used PCA
prior to an artificial neural network (ANN) and linear discriminant analysis (LDA)
classifier for weed detection. This was compared to using original bands that have
been selected via step-wise statistical method. PCA resulted in slightly better per-
formance in most cases. Conde et al. [39] compared traditional PCA (known as
“m-method”) and PCA alternatives, such as supervised principal component analy-
sis (SPCA), for foreign object detection, and found all to perform with greater than
99% accuracy, reducing computational complexity from 1024 dimensions down to 16-
19 (depending on the method used). Cheriyadat and Bruce [35] noted, however, that
there are many cases where hyperspectral data exhibit significant intraclass variance.
As PCA is blind to training data labelling, data may be projected along dimensions
maximising intraclass variance, which is counter to classification objectives. This is
analogous to regression tasks, where high variance along a PCA dimension may not
necessarily be an indicator for information that is related to the target variable.

While PCA is the most commonly discussed LDR technique, others have been in-
vestigated and applied, such as multidimensional scaling (MDS) and independent
component analysis (ICA). MDS aims to map inter-point distances to a lower di-
mensional space [42, 267], while ICA ensures all extracted dimensions are not only
uncorrelated (as in PCA) but also statistically independent, by utilising higher order
statistics [130]. It is frequently used to separate data into its original sources with no
other prior information, known as blind source separation [130].
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Several past papers have detailed the use of the discrete wavelet transform (DWT)
and continuous wavelet transform (CWT) for feature extraction and analysis of hy-
perspectral datasets [291, 27, 207, 317]. In a similar fashion to the Fourier function,
wavelet transforms represent a function in terms of wavelet functions (also known as
mother wavelets). In the case of the Fourier transform, these are sinusoid with infinite
length. In contrast, wavelet mother functions have limited length, and consequently
a major advantage is that both frequency and spatial information is retained [91].
Okamoto et al. [207] applied DWT to crop and weed discrimination. After a DWT
transform with the Daubechie’s wavelet (n = 4), five plant species (one crop and four
weed) were classified using LDA. Zhang et al. [317] compared features in a CWT
to a number of more conventional hyperspectral features (raw and projections) to
estimate yellow rust disease severity. CWT produced superior results when followed
up with a multivariate regression model.

Non-linear dimensionality reduction (NLDR) has received increased attention over
the last two decades. Remote sensing HSI datasets may exhibit non-linearity due to
multi-path scattering, variations in sensing geometry, non-homogenous composition
of pixels, attenuating properties of media and the variable presence of water [170, 13].
Non-linearity may manifest in a way that negatively affects performance when ap-
plying LDR methods, such as PCA and MDS. Several non-linear dimensionality
reduction techniques (also known as manifold learning) have been developed, includ-
ing locally linear embedding (LLE) [234], Isomap [267], spherical stochastic neighbor
embedding (SSNE) [168], and multidimensional artificial field embedding (MAFE)
[169].

Roweis and Saul [234] devised LLE, which maintains a k-nearest neighbour recon-
struction of each point while mapped to a lower dimensional space. This method
was then further developed by Ma et al. [171] and Fang et al. [62] to improve robust-
ness and include spatial information. In a comparison between LLE, variations of
LLE, and other dimensionality reduction techniques, using a acSVM classifier, LLE
exhibited competitive performance.

Tenenbaum et al. [267] introduced Isomap, which works by placing data points on a
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graph, where each point connects to its nearest neighbours. Points are then mapped
into a lower dimensional space by minimising the error of geodesic distances to the
original feature space. Wang et al. [286] applied Isomap to aerial hyperspectral data
to discriminate between seven different classes (but tested on only four) using a
Gaussian mixture model (GMM). Accuracy was high between classes of relatively
dissimilar spectral signatures, while performance of the pipeline decreased markedly
when attempting to discriminate more similar spectra, such as trees and grass.

Lunga et al. [170] provided a detailed recent review of NLDR methods applied specifi-
cally to HSI. Of particular interest is the fact that some manifold learning approaches,
such as Isomap and LLE often did not perform better than PCA in the particular
dataset being tested. On the other hand, two more recent, state of the art methods,
MAFE [169] and SSNE [168] gained significant improvements over the other methods.

2.2.4 Machine Learning Models

Machine learning models may be categorised into those that perform classification
or regression. The difference between the two is that for classification predictions
are categorical, whereas for regression predictions are continuous. Both classification
and regression approaches are used in a broad variety of applications spanning dif-
ferent research fields. This section will concentrate on the methods that have been
successfully employed in spectroscopy and HSI applications.

The spectral angle mapper (SAM) is a popular distance measure with specific appli-
cation to hyperspectral data classification. It considers each spectrum to be a vector
in the feature/band space, where the angle between vectors is calculated as shown in
Eq. (2.3):

α = arccos
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where B is the number of bands, si and sj are two spectra and α is the angle between
them. The angle between the vectors is inversely proportional to their similarities.
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Test spectra are classified according to the smallest angle to known average class
spectra. Garcia-Allende et al. [76] utilised SAM to successfully discriminate between
tobacco leaves and foreign objects. On the other hand, Shafri et al. [249] showed
that SAM exhibits significantly inferior performance compared to ANN or maximum
likelihood (ML) classification when classifying tree species in order to map tropical
forest cover in aerial data. This indicates that SAM may not be suitable for discrim-
inating between classes of very similar spectra, such as different types of vegetation.
Moreover, Murphy et al. [197] demonstrated that SAM is not necessarily insensitive
to variations in illumination or albedo, as was previously believed.

While SAM was specifically developed for use in hyperspectral data, many other types
of classification methods have successfully been applied to HSI. For instance, LDA
is a statistical method that uses a ratio of intra- and inter-class variance to predict
class membership [263]. Suzuki et al. [264] applied LDA to discriminate three plant
species groups (perennial ryegrass, white clover and other plants) in order to map
botanical composition and herbage mass in pastures, and Gray et al. [96] used LDA
to differentiate soybean from six weed species. The k nearest neighbour (KNN) al-
gorithm has also been used successfully to classify hyperspectral data [74, 206, 106].
Its main advantage is that training does not require additional computation, as clas-
sification is achieved based on distances to existing known data points [75]. However,
prediction can be more computationally resource intensive than some other classifiers
[206]. ML classification assumes that statistics for each class in each band are nor-
mally distributed, and calculates the probability that a given data point belongs to
a particular group. Each data point is classified according to the highest probability.
Good performance has been demonstrated when discriminating between classes of
vegetation [249]. Another statistical machine learning technique that has also shown
promise in classifying hyperspectral data are support vector machines (SVMs), which
attempt to obtain a hyperplane that maximises the distance to two classes [82]. If
classes are not linearly separable, SVMs can be used with a kernel function that maps
the input variables into a higher dimensional feature space that is linearly separable,
also known as the “kernel trick” [244, 63]. Murphy et al. [197] found that while SVM
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performed very well when classifying hyperspectral data sourced from the same set
as the training data, it exhibited poor results when classifying a mine face from a
separate library training set, implying that further work is required if it is to be used
in that context.

The most commonly used regression methods used in spectroscopy are multiple linear
regression (MLR), principal component regression (PCR) and PLS [175, 223]. MLR
is one of the oldest regression approaches, but while it is simple and fast, it does
not deal well with highly dimensional, collinear, and noisy input data like VNIR
spectra [298, 240]. PLS [78], on the other hand, overcomes these downsides and has
consequently become one of the most frequently employed tools in VNIR spectroscopy
and for chemometrics in general [266, 175]. PLS attempts to find latent variables
(known as components or factors) that capture most of the information from the
input variables (e.g. spectra) that is useful for predicting the output variables [223].
These latent variables are determined iteratively, for example by using the nonlinear
iterative partial least squares (NIPALS) algorithm [266]. Another popular regression
approach is PCR, which simply performs MLR after a PCA dimensionality reduction
[78]. PCR inherits PCA’s downsides, namely that it performs a transformation that
maximises the variance in the input data within in the first number of components,
and unlike PLS does not jointly consider maximising output variable variance [223].
PLS is generally considered to perform better than MLR or PCR [175].

MLR, PCR and PLS all assume that there is a linear relationship between the input
and output variables. Therefore this relationship must be inherent in the data, or
the data must be preprocessed in some way to remove non-linearities (e.g. log(1/R)
transform or manifold dimensionality reduction). There are, however, alternative non-
linear supervised machine learning methods. The previously mentioned “kernel trick”
can also be used for regression to map the input variables into a higher dimensional
space that is linearly related to the output variable [175]. For example, Nicolai et al.
[200] examined kernel PLS with Gaussian, quadratic and cubic polynomial kernel
functions to predict the sugar content in apples from NIR spectra. However, in
this particular case the authors found that regardless of the kernel used, kernel PLS
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performed no better than ordinary PLS.

ANNs are a broad category of machine learning approaches that have found increased
use due to advancements in computational performance. While there are many types
of ANNs, the most common types used for HSI are feed forward networks with one or
more layers, each with a collection of nodes (i.e. “neurons”), which multiply the input
from nodes in the previous layer with a set of weights, sum the result and output a
value via a non-linear activation function [158, 111, 12]. The weights and biases are
the model parameters to be learned, and are obtained by via back-propagation against
a training set [111]. While feed forward ANNs may have only input and output layers,
it is common to add a number of hidden layers in-between. ANNs methods can be
employed for classification [206, 39] or regression [279, 174].

A particular variety of ANN, CNNs and deep learning have recently garnered much in-
terest in the computer vision community, mainly for classification [140, 250, 265, 109]
and object detection [226, 162, 108] applications using RGB images. In contrast to
traditional fully connected (or dense) networks, CNNs apply a convolutional oper-
ation using a filter of a given size to each layer. The convolutional filter or kernel
contains the weights to be optimized by using back-propagation. Convolutional oper-
ations are highly parallelisable, allowing for efficient computation on processors with
many cores, such as graphics processing units (GPUs). Compared to fully connected
networks, CNNs have far fewer weights, which are the bulk of all parameters to be
optimised, increasing computational performance, reducing memory usage and the
risk of over-fitting.

Various types of CNNs have had a disruptive impact on image classification and ob-
ject detection over the past decade. Work in this area is often referred to as “deep
learning”, indicating the large number of layers used. While in one of the earliest
works, LeCun et al. [148] introduced a neural network for handwriting recognition,
Krizhevsky et al. [140] designed a CNN that raised the bar considerably over previous
models. Since then, several studies have made great strides, increasing classification
performance by growing the number of layers [250, 265, 109]. Zhong et al. [328] in
particular introduced residual blocks with shortcut connections to combat a degrada-
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tion problem, which previously decreased accuracy in deeper networks. CNNs have
also enabled accurate object detection, with the advent of region based object detec-
tors, such as R-CNN, Fast R-CNN and Faster R-CNN [86, 85, 226], and single shot
detectors like SSD and YOLO [162, 224]. Recently, CNN based networks have been
used to perform image segmentation instead of simply outputting bounding boxes
[108].

CNNs and deep learning have also been investigated specifically for classifying hyper-
spectral data. In one of the earliest papers on the topic, Chen et al. [34] used stacked
autoencoders to extract useful high level features, obtaining greater accuracy when
coupled with SVM or logistic regression compared to other established feature extrac-
tion methods. The approach first applied PCA on the spectral data, then flattened a
region around a central pixel, which was then passed to the autoencoder, taking into
account spatial context. Stacked auto-encoders have also been applied to learn illu-
mination invariant features in order to improve classification performance outdoors
[292, 295]. Hu et al. [122] proposed a simple network that worked by convolving
over individual spectra, using a single convolutional and pooling layer, and two fully
connected layers each, and achieved better classification performance compared to an
SVM with a radial basis function (RBF) kernel. Using a more traditional approach,
Makantasis et al. [178] employed a network that used 2D spatial convolutions on hy-
perspectral images that were reduced to 10-30 channels using randomised PCA, also
achieving superior performance compared to SVM methods. By using 3D convolu-
tions over both spatial and spectral dimensions, Chen et al. [33] proposed a network
that achieved competitive classification accuracy. Lee and Kwon [149] demonstrated
a much deeper network with a total of nine layers, first stacking the output of three
different size 2D filters, and then making use of residual connections in order to al-
low a larger number of layers. Similarly, Zhong et al. [328] tested residual neural
networks with varying depths on hyperspectral data, and showed that they increased
performance over more traditional CNN networks.

The training of neural networks using back-propagation can be tuned in many ways,
and several optimisations and improvements have been proposed. One insight is
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that using weights that have been pre-trained on a similar, often larger, dataset, as a
starting point can speed up convergence and allow training with smaller datasets [310,
293]. This is also known as transfer learning. Another technique commonly used in
image classification and object detection is augmentation, which artificially increases
the training set size and diversity to combat overfitting and increase accuracy [212].
Windrim et al. [294] have demonstrated this with hyperspectral data by artificially
introducing additional lighting differences.

As mentioned previously, some CNN networks apply filters over spatial as well as
spectral dimensions and can therefore be considered to be a subset of a more general
category of spectral-spatial models. These types of models seek to improve per-
pixel predictions by taking spatial context into account [110]. In a classification
task, for instance, it is likely that a pixel is of the same class as its surrounding
pixels. While several spectral-spatial approaches have been explored [110], graphical
models including markov random fields (MRFs) [261, 311, 30] and conditional random
fields (CRFs) [325, 326] have received considerable attention in the literature.

2.2.5 Spectral Unmixing

In situations where the resolution of the hyperspectral sensor is such that a single
pixel covers an area with multiple types of objects, the light seen by the camera can
be a mixture of the spectra of these surfaces. Since this is a particular issue for
high altitude aerial and satellite platforms, where a sensor’s IFOV on the ground
can be several metres, a significant body of work in the remote sensing literature
addresses the identification of the pure components and their abundances within
each pixel [116, 135]. This is commonly referred to as spectral unmixing, and the
pure components are referred to as endmembers. This can also be useful on smaller
scales, in applications such as mineralogy, where samples can be mixtures of several
minerals [276].

The most basic and frequently employed unmixing model is the linear mixing model
(LMM), which models a given spectrum as a linear combination of endmember spec-
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tra plus an additional uncorrelated noise vector [116]. This formulation is applicable
where the pure components exist on a flat surface and do not interact with each other
through reflections. If this assumption is not reasonable and a significant amount of
light reflects of multiple surfaces before reaching the sensor, then bilinear models are
more appropriate. The two-endmember bilinear model introduced by Singer and Mc-
Cord [251] added an additional artificial endmember, whose spectrum is the product
of the original two pure endmembers. A specialised two-endmember bilinear unmix-
ing model that incorporates soil and vegetation interactions has also been proposed,
which additionally accounts for light transmitted though leaves [318]. Multiple end-
member bilinear models have also been proposed more recently (e.g. Halimi et al.
[104], Fan et al. [61], Halimi et al. [105], Meganem et al. [185]). Heylen et al. [116] cite
a number of shortcomings of bilinear methods, including multiplication of endmember
spectra that are smaller than one, diminishing their contribution; sensitivity to noise;
exclusion of self-interactions in many models; and the large number of parameters in
some models, making them prone to overfitting. Some bilinear models also exclude
bilinear contributions of endmembers not present as linear components, which does
not allow for external reflections present in some scenes. Heylen et al. [116] also note
that the interpretation of abundances can become cumbersome since the abundances
of the bilinear interaction terms form a significant part of the signal, and the linear
abundances do not sum to one.

Spectral unmixing methods require prior knowledge of endmember spectra. They can
be determined manually from the data by finding pixels with the maximum abun-
dances of the desired endmembers [135]. Alternatively, endmembers can be selected
from a library of known spectra [135]. This allows for better comparisons with other
studies done at different times or in different illumination conditions. In addition,
there are approaches that can determine endmember signatures automatically [135].

Given a spectral mixing model and a set of endmembers, the relative abundances
must then be computed for each pixel in a scene. This process is known as inver-
sion and several methods have been developed for this purpose [135]. They include
least squares methods, which attempt to minimize the squared error between the
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known and modelled spectrum, minimum variance methods, and variable endmem-
ber methods, which reduce the number of endmembers within each pixel [135]. Some
approaches are able to determine the endmembers and their abundances simultane-
ously [116].

2.2.6 Vegetation Indices

A common method for extracting information from vegetation spectra is to com-
pute carefully selected indices, which are designed to estimate various biochemical
and biophysical properties [324, 5]. Indices can be categorised into broadband and
narrowband varieties, where the latter is suitable for hyperspectral sensing applica-
tions. Many indices have been studied and compared in the literature [230], and
include narrowband versions of broadband indices, e.g. ratio vegetation index (RVI)
[132], normalised difference vegetation index (NDVI) [233], soil adjusted vegetation
index (SAVI) [123] and normalised difference water index (NDWI) [71]; and indices
developed strictly for narrowband use, e.g. plant senescence reflectance index (PSRI)
[187], chlorophyll absorption ratio index (CARI) [136] and photochemical reflectance
index (PRI) [70]. Vegetation indices are used in a range of applications, from the
estimation of LAI and green biomass to pigments, carotenoids and light use efficiency
[230].

Choosing the optimal wavelength centres and bandwidths for indices is an important
research topic. Consider, for example, one of the most common vegetation indices,
NDVI, which has been used for quantifying LAI, percent vegetation cover, intercepted
photosynthetically active radiation (IPAR), and green biomass [324]. It has both
broadband and narrowband versions, and can be calculated as follows:

NDV I = NIR −Red

NIR +Red
. (2.4)

A common narrowband wavelength combination used for red and NIR is 670 and 800
nm [254, 300]. However, some studies have suggested that for estimating chlorophyll
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content and LAI different wavelength centres, such as 705 nm for red, are more
suitable [324, 300].

2.3 Mapping of Line Scan Hyperspectral Data

For many applications it is desirable to obtain the position of each HSI pixel in world
coordinates, a process called georeferencing. This section outlines some techniques
used to achieve this. The main focus will be on data obtained from line scanning
cameras, which is one of the most common types of hyperspectral imager, but also
more challenging, depending on the georeferencing approach used. For example,
methods that require significant overlap of the image data would be very difficult to
apply to line scan sensors. Some georeferencing methods require precise knowledge
of the sensor offset with respect to another sensor (e.g. navigation system). This
section summarises some of the approaches available in the literature to obtain these
measurements.

2.3.1 Mapping of Line Scan Data

A common way to georeference line scan data is to project it directly to a digital
surface model (DSM) using known camera poses, referred to as direct georeferencing
[242]. In order to achieve this, the position and orientation of the camera must
be known as accurately as possible with respect to the world frame. Usually this
requires the use of an accurate real time kinematic global navigation satellite system
(RTK-GNSS) and knowledge of the camera’s offset with respect it [262]. These offset
values are a combination of the camera’s relative position and orientation with respect
to the platform, and are often referred to as lever arm lengths and boresight angles
respectively. In addition, the DSM must be known with adequate accuracy.

The direct georeferencing process involves first converting the line scan image data
to sensor pixels in the world frame using the well known pinhole camera model. For
each pixel, view rays can be defined by the camera centre and sensor pixel points
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in world coordinates. The georeferenced image coordinates are located where these
ray lines intersect with the DSM. There are several examples of direct georeferencing
being used for line scan data acquired using various platforms [166, 121, 128, 68, 127].

Indirect georeferencing, on the other hand, does not require positional information of
the sensor. Instead other information is used, such as ground control points (GCPs),
which are locations that can be identified in the data for which world coordinates are
known [15, 213]. However, indirect approaches are far more challenging to implement
for line scan data, as it is very difficult to have GCPs in every line scan. Therefore,
direct and indirect approaches are often combined to achieve better results in cases
where the requirements for adequate direct georeferencing cannot be met [15, 225].
For line scanning cameras, several such methods have been proposed in the literature.
For example, Reguera-Salgado and Martín-Herrero [225] used a GCP based particle
swarm optimisation routine to refine projection of line scan imagery to a known
DSM. Suomalainen et al. [262] used a standard RGB frame camera in addition to a
line scanning hyperspectral sensor to reduce the accuracy required by the navigation
system. In this case, the authors only employed simple global positioning system
and inertial navigation system (GPS-INS) with 4-10 m accuracy. A structure from
motion (SfM) algorithm was used to generate a DSM from the frame camera images
and GPS-INS positions, as well as camera poses. Using known offsets between the
line scan camera and frame camera, the hyperspectral pixels could then be projected
to the concurrently generated DSM. Barbieux et al. [15] applied a similar method,
first correcting navigation data and obtaining a DSM using bundle adjustment of
RGB frame images, and then projecting line scans. In this case, the procedure used
tie points between the RGB reference and line scan data to optimise boresight angles.
In another study, Tuo and Liu [274] first performed direct georeferencing in a coarse
rectification step and then refined the result using a reference image with labelled
GCPs and a two degree polynomial model.
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2.3.2 Geometric Calibration 2

Direct georeferencing requires precise calibration of the sensor’s intrinsic (e.g., focal
length and principal point) and extrinsic parameters (i.e., camera pose with respect to
the vehicle body frame). In the remote sensing literature, determination of extrinsic
parameters is known as lever arm (translation) and boresight (orientation) alignment.

Extrinsic and intrinsic calibration for 2D frame cameras has been studied extensively
due to their ubiquitous use across many different fields, and established solutions exist
[323, 194, 163, 117]. Calibration of 1D cameras has not received as much attention.
Methods can be loosely grouped into two categories: scan-based calibration and line-
based calibration [152]. Scan-based calibration requires an accurate rig with a linear
actuator that moves the camera orthogonally to the line scan at a constant speed
over a calibration pattern, such as a checker board [55, 124]. This method is suitable
for industrial inspection applications in a controlled laboratory or factory setting,
where a linear actuator, manipulator arm or other rig is capable of moving the sensor
through a precisely specified trajectory. Line-based calibration methods, on the other
hand, allow calibration from a single line scan of a 3D target with a carefully designed
pattern of lines [151, 167]. Su et al. [259] proposed a similar approach to Li et al.
[151] that also obtained radial distortion by capturing multiple line scans. Line-
based approaches require that the dimensions of the calibration pattern are known
precisely, and that the whole pattern has been imaged in one exposure. Recently,
a variation of this method using multiple line scans of a planar calibration pattern
has been proposed [306], and the use of an additional auxiliary frame camera has
also been explored [152, 260]. All the aforementioned approaches are suitable for well
controlled environments: for scan-based calibration the movement of the sensor needs
to be accurately controlled, while for line-based methods, the position of the pattern
with respect to the sensor is critical. However, in a mobile field platform, where the
camera is rigidly mounted in a particular position to the platform, it is often difficult
to meet either of those requirements.

2Contains parts adapted from Wendel and Underwood [288] with minor modifications.
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In the aforementioned methods, extrinsic parameters are usually determined with
respect to the calibration pattern or an auxiliary frame camera. Therefore to deter-
mine the camera to navigation system transform either requires accurate knowledge
of a pattern or points in world coordinates or an additional step such as “hand-eye”
calibration [172]. Hand-eye calibration involves determining the transformation from
a camera to an end effector (a robotic hand for instance), where these are rigidly
linked, and is a thoroughly covered topic in the robotics literature. The problem is
generally solved by imaging a calibration pattern from many different locations, where
the transformations between the different end effector positions and camera to cali-
bration pattern transformations are known using standard frame camera calibration
techniques.

As remote sensing most commonly involves imaging from an aerial or satellite plat-
form, translation (lever arm) offsets have a smaller effect on imaging accuracy, and can
be measured manually [150, 213]. Accurately geolocated GCPs are commonly used
to determine boresight alignment [195, 68, 316, 118], which can also be adopted for
ground based applications [2]. Efforts have been made to avoid the use of GCPs, by
detecting points of interest in separate scans of the same area and determining their
3D position using a known digital elevation model (DEM) [150]. Similarly, Knauer
and Seiffert [139] matched line scan hyperspectral data to a georeferenced RGB im-
age using edges in order to determine boresight parameters. Non-surveyed tie-points
between overlapping acquisition runs have also been used in combination with bun-
dle adjustment to determine boresight parameters [297]. The use of GCPs has been
combined with DEMs to improve accuracy and allow self-calibration [309]. Frame
cameras have been used to aid in determination of boresight misalignments [296],
and additionally in combination with a DEM [15].

While there are several examples of line scanning cameras being examined in low
altitude UAV and mobile ground based applications [222, 48, 287, 273], there are
fewer studies addressing the extrinsic calibration requirements that closer proximity
to the scene implies. Requirements include obtaining a 6 degrees of freedom (DOF)
extrinsic parameter solution including translation, which has a greater influence on
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mapping when proximal; avoiding GCPs, which need to be more accurately geolocated
when viewed from nearby; and a need for smaller survey areas for calibration, because
it is more difficult to obtain data over large areas with mobile ground vehicles.

2.4 Summary

HSI research has evolved significantly over the years since its first applications in
the early 1980s. This chapter reviewed some of the types of hyperspectral sensors
that have been developed since that time, which include tunable filters, line scan
and snapshot cameras. Each type has particular strengths and weaknesses in terms
of integration time, number of bands, spatial resolution, light throughput, size and
weight. These need to be weighed against the particular intended application. Equally
important is the choice of illumination; artificial lighting ensures consistency, while
natural sun light can be more convenient or unavoidable in many applications.

HSI has been employed on a multitude of mobile platforms over the years. Early ap-
plications were dominated by high altitude aerial imaging. As technology advanced,
however, hyperspectral cameras have been used on satellites, and lower altitudes, es-
pecially onboard smaller UAVs, providing increased ground resolution. Even more
spatial detail can be gained in proximal sensing from ground based mobile platforms,
which have garnered more interest over the past decade, particularly in agricultural
applications. In addition, ground vehicles enable a greater variety of scanning ge-
ometries. However, there are few studies directly addressing the use of hyperspectral
cameras on such platforms.

This chapter also provided an overview of the many applications for which HSI has
been studied. There is a considerable body of literature studying HSI for geology
and mineralogy, one of its first uses. Other applications include food quality control,
medicine, art conservation, archaeology to name a few. However, a particularly active
research area is the use of HSI for analysing vegetation. Findings in this domain can
be applied in agriculture by, for example, determining crop health, growth and yield,
and detecting weed species.
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Processing hyperspectral data to produce estimates or predictions requires several
steps. First, the data must be radiometrically calibrated and corrected to remove cam-
era, lens, lighting and atmospheric effects, compensating for sensor non-uniformities
and illumination changes during acquisition. The correction for lighting and atmo-
spheric effects are commonly achieved with empirical methods or radiative transfer
codes. The former uses information in the data, as well as known reference sur-
faces. Radiative transfer codes, on the other hand, require information about the
atmosphere and sun geometry.

A number of further processing techniques have been proposed in the literature to
maximise the predictive ability of the subsequent machine learning models. These in-
clude chemometric techniques adopted from NIR spectroscopic applications, smooth-
ing, derivatives, and dimensionality reduction among others. Finally, several machine
learning models have been reviewed in this chapter ranging from statistical approaches
to various types of neural networks. In specific applications, alternative or additional
processing steps such as vegetation indices or spectral unmixing are useful.

In many instances, the position of each hyperspectral pixel in the world frame must be
determined, known as georeferencing. This chapter summarised the main categories
in this area, direct and indirect georeferencing, and combinations thereof. Direct
georeferencing in particular requires accurate camera pose estimates, which can be
obtained from vehicle pose estimates (e.g. RTK-GNSS) if a camera’s relative offsets
with respect to the platform are known. Determining these position and orientation
parameters is critical for accurate direct georeferencing. However, this can be a
challenging task for line scanning cameras, particularly on mobile ground vehicles,
where it is required to obtain a full 6 DOF pose, and the use of GCPs may not be
practical. This chapter reviewed some of the existing approaches, but there are not
many studies that focus on the use of line scanning cameras aboard mobile ground
platforms.

In conclusion, this literature review exposed a number of research areas where fur-
ther study is required. There are very few studies concentrating directly on the
optimal use of hyperspectral sensors aboard mobile ground based platforms. This is
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the primary impetus that motivates this thesis. To address the specific challenges
encountered when acquiring HSI data at very low altitudes, Chapter 3 examines the
use of an illumination compensation approach that is both effective and convenient
in a field setting. Chapter 4 focuses on the problem of obtaining the relative pose of
a line scanning camera, proposing a novel approach that requires only a small printed
calibration pattern, and no GCPs or auxiliary sensors. The thesis then tackles two
separate PA problems: weed detection and fruit maturity estimation. Chapter 5
proposes a self-supervised method for discriminating crops from weeds using HSI,
leveraging regular crop seeding patterns that are prevalent at commercial farms. Fi-
nally, in Chapter 6 the maturity of mangoes was non-destructively estimated while
still on the tree and mapped on an orchard-wide scale. These maturity maps can pro-
vide crucial information to growers that allows them to optimise harvest operations
and timing.



Chapter 3

Compensating for Illumination

Changes

When acquiring hyperspectral imaging (HSI) data in natural daylight, changes in
illumination are inevitable due to the gradual movement of the sun over the course of
a day, cloud variability, subtle variations in atmospheric composition and scattered
light from surrounding surfaces. The movement of clouds is a particular issue for
ground based and low altitude platforms that operate below cloud level. The result-
ing changes in lighting colour the measured spectra and can drown out the signal.
Therefore, when processing hyperspectral data it is desirable to correct for the ef-
fects of environmental illumination and obtain reflectance, which is an illumination
invariant property of the surface being measured. This also allows for comparing data
acquired in dissimilar conditions.

As summarised in Section 2.2, common approaches to obtain reflectance include em-
pirical methods and radiative transfer codes. When operating mobile ground plat-
forms with hyperspectral sensors, conventional empirical methods can be inconve-
nient, as they require frequent scanning of reference panels with known reflectance.
The logistics of placing these panels can become tedious for operators as ground plat-
forms inherently require more time to cover the same area as higher altitude platforms.
An alternative is to permanently mount a reference panel to the vehicle such that it
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is in view of the camera at all times. However, this introduces other difficulties in
the field due mounting geometry and transport logistics. Downwelling sensors, which
measure illumination directly, are another option, but introduce undue complexity
to the system. Due to their remoteness from the surfaces of interest, downwelling
measurements are also not necessarily representative. An extreme example is tree
canopies, where internal scattering from the tree itself significantly affects the signal,
which would not be captured by the downwelling sensor. Reference panels are also
affected in a similar way if they are not placed in close proximity to the surfaces to
be measured. Due to rapid cloud variability, radiative transfer codes would be very
challenging to use in this application. They require measurements of atmospheric
composition, which are often difficult to obtain, and would need to be updated to
match cloud cover and relative contributions of scattered and direct sunlight. In ad-
dition, modelling of local light scattering, such as in the aforementioned tree canopy
example, would be very challenging.

To address these challenges, in Section 3.1 this chapter proposes an alternative ap-
proach to illumination compensation, which only requires a few representative refer-
ence panel readings. The approach is based on previous work by Drew and Finlayson
[56], who introduced a method to derive illumination and reflectance spectra from
the light seen by the sensor. It requires a set of known illumination and reflectance
spectra for training, which can be obtained using reference panel readings. As long as
the spectra are representative of the data being processed, no further information is
required. This means that the reference data are not temporally tied to the HSI data
to be processed. The approach was validated by comparing its recovery accuracy
with traditional methods, evaluating its effects on vegetation indices, and trialling
various training and test dataset combinations. Based on these results, a number of
convenient field protocols are proposed to minimise manual labour for operators.
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a b s t r a c t

Hyperspectral imaging has emerged as an important tool for analysing vegetation data in agricultural
applications. Recently, low altitude and ground based hyperspectral imaging solutions have come to
the fore, providing very high resolution data for mapping and studying large areas of crops in detail.
However, these platforms introduce a unique set of challenges that need to be overcome to ensure con-
sistent, accurate and timely acquisition of data. One particular problem is dealing with changes in envi-
ronmental illumination while operating with natural light under cloud cover, which can have
considerable effects on spectral shape. In the past this has been commonly achieved by imaging known
reference targets at the time of data acquisition, direct measurement of irradiance, or atmospheric mod-
elling. While capturing a reference panel continuously or very frequently allows accurate compensation
for illumination changes, this is often not practical with ground based platforms, and impossible in aerial
applications. This paper examines the use of an autonomous unmanned ground vehicle (UGV) to gather
high resolution hyperspectral imaging data of crops under natural illumination. A process of illumination
compensation is performed to extract the inherent reflectance properties of the crops, despite variable
illumination. This work adapts a previously developed subspace model approach to reflectance and illu-
mination recovery. Though tested on a ground vehicle in this paper, it is applicable to low altitude
unmanned aerial hyperspectral imagery also. The method uses occasional observations of reference panel
training data from within the same or other datasets, which enables a practical field protocol that min-
imises in-field manual labour. This paper tests the new approach, comparing it against traditional meth-
ods. Several illumination compensation protocols for high volume ground based data collection are
presented based on the results. The findings in this paper are applicable not only to robotics or agricul-
tural applications, but most very low altitude or ground based hyperspectral sensors operating with nat-
ural light.
� 2017 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.

1. Introduction

An elevated awareness of environmental issues, food security
and sustainability, coupled with an ever-present desire to reduce
costs and waste, maximise quality and increase productivity has
highlighted precision agriculture (PA) as an important tool for opti-
mising farming practices (Tey and Brindal, 2012). Mapping and
analysing the reflected light spectrum of vegetation has emerged
as an important method for various PA objectives (Lee et al.,
2010). Multispectral imaging, which can capture image data in
several wavelength bands, has been used in various mapping appli-
cations (Zhang and Kovacs, 2012; Mulla, 2013), such as the estima-
tion of soil properties (Gomez et al., 2008), weed management

(López-Granados et al., 2016), pest management (Du et al., 2008),
and crop classification (Panigrahy and Sharma, 1997).

Hyperspectral imaging, which is able to sense spectra of objects
in hundreds of narrow bands, provides even more detailed infor-
mation. This allows for precise measurement of plant health indi-
cators (Thenkabail et al., 2002; Behmann et al., 2014), as well as
classification of individual plant species based on spectra alone
(Okamoto et al., 2014). There is a substantial body of research cov-
ering hyperspectral imaging in the remote sensing community,
where both satellite and aerial imaging have been used to map
vegetation for various research and farming applications, for
example for mapping cotton field variability (Yang et al., 2004),
vegetation cover estimation (Zhang et al., 2013), biomass estima-
tion (Marshall and Thenkabail, 2015), vegetation/crop classifica-
tion (Oldeland et al., 2010; Xue et al., 2017), disease mapping
(MacDonald et al., 2016) and nutrient/chlorophyll concentrations
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(Sims et al., 2013; Rao et al., 2008; Moharana and Dutta, 2016;
Pullanagari et al., 2016).

More recently, hyperspectral imaging solutions operating at lower
altitudes have begun to appear on both unmanned aerial vehicles
(UAVs) (Uto et al., 2013; Honkavaara et al., 2013, 2016; Aasen
et al., 2015) and mobile ground vehicles (Deery et al., 2014; Klose
et al., 2010; Underwood et al., 2017), which are increasingly being
used to provide high spatial resolution data. Mobile ground platforms
for agricultural applications have ranged from simple hand pushed
frames to manually driven motorised tractors or buggies to autono-
mous systems (Zhang et al., 2012; Deery et al., 2014). Recent exam-
ples of autonomous platforms include Ladybird (Underwood et al.,
2017), Bonirob (Ruckelshausen et al., 2009), and the tracked Arma-
dillo (Nielsen et al., 2012). Larger manually driven ‘‘buggies”, such
as BreedVision (Busemeyer et al., 2013) and PhenoMobile (Deery
et al., 2014), can carry more weight and supply more power, and
therefore tend to include a greater array of sensors, including 3D
time-of-flight, light curtains, and thermal imaging.

Retrieving reflectance, which is a property of the imaged surface
only (Chandra and Healey, 2008; Ahlberg, 2010), by compensating
for environmental illumination is a particular consideration for
hyperspectral sensors. Because higher altitude and satellite ima-
gery generally require relatively clear skies, lighting is more con-
sistent, being only dependent on the time of the day and
atmospheric composition. Low altitude and ground based plat-
forms can operate under cloud cover, allowing data acquisition
whenever there is sufficient light, but this increases the amount
of dynamic lighting variation, due to fluctuating cloud cover den-
sity. Additionally, because these configurations image smaller
regions of the scene at a time, total scan durations are longer,
increasing likelihood that not only the intensity but also the spec-
trum of light on the ground changes. This makes it difficult to
obtain reflectance accurately, but it is often impractical to wait
for opportune lighting conditions.

These difficulties highlight the need for autonomous platforms,
which ensure that data acquisition is both consistent and fast,
while minimising disruption to crops. Factors such as the trajec-
tory of the platform, including its orientation and velocity can be
tightly controlled, allowing data to be obtained in a regular man-
ner, which is suitable to feed into automated processing frame-
works. Autonomous systems allow very high resolution data to
be obtained practically over large areas of a farm, breaking the
trade-off between resolution and coverage.

In this paper, we examine the use of an unmanned ground vehi-
cle (UGV) to gather high resolution hyperspectral data of crops,
which are post processed to compensate for illumination changes
in order to retrieve reflectance.

The contributions of this paper are:

� The development of several different field protocols for gather-
ing the necessary training data for the illumination compensa-
tion method by Drew and Finlayson (2007). These present
different trade-offs between the accuracy of illumination com-
pensation and the logistical complexity of the field work.

� Testing the applicability of using historical reference data to
correct for illumination in future datasets.

� An analysis of the sensitivity to illumination compensation of
several metrics/indices that are commonly used in agricultural
applications.

� Evaluating the suitability of a previously developed logarithm
subspace method for illumination and reflectance extraction
(Drew and Finlayson, 2007) for use on a large, high spatial
and spectral resolution agriculture based field dataset.

By using the approach detailed in Drew and Finlayson (2007),
the following important advantages can be realised:

� No reference target readings need to be tied to imaged pixels.
� Significantly reduced number of reference target readings.
� Feasibility to recover reflectance and illumination from previ-
ously acquired training data, where no reference panel readings
are available.

� No need to obtain or estimate atmospheric parameters.

In Section 2, we briefly review the literature on illumination
compensation. Particular focus is given to the subspace model
method by Drew and Finlayson (2007), which approximates both
illumination and reflectance spectra based on sets of training data.
We posit this method as a basis for more convenient and practical
novel field protocols that facilitate compensation for lighting. In
Sections 3 and 4, experiments are documented that use high spa-
tial (3 mm by 9 mm) and spectral (2 nm) resolution hyperspectral
data cubes, covering 2.75 hectares of a plant phenomics trial. The
experiments highlight the magnitudes of reflectance error that
can occur when illumination compensation is ignored, and demon-
strate the effectiveness of several illumination compensation
approaches. Based on these results we provide some clear guideli-
nes for obtaining reflectance in hyperspectral data from ground
based field robotics systems (Section 5).

2. Surface reflectance retrieval methods

In this section, we summarise the most common methods used
for atmospheric correction and illumination compensation in order
to retrieve surface reflectance. For brevity, we use ‘‘reflectance”
and ‘‘surface reflectance” synonymously, as opposed to
‘‘at-sensor reflectance” or ‘‘top of atmosphere (TOA) reflectance”
(Teillet, 2015).

2.1. Empirical methods

There are several early scene-based approaches to reflectance
retrieval from the 1980s (Gao et al., 2009), including the Internal
Average Reflectance (IAR) (Kruse, 1988) and flat field (Roberts
et al., 1986) correction approaches. The former divides a hyper-
spectral image by the average spectrum for the whole scene, while
the latter assumes that there is an area with spectrally neutral
reflectances (little variation with wavelength) in the scene, which
can be averaged and used to retrieve reflectance. While these
methods are convenient, because no in field reference measure-
ments are required, they often do not provide accurate results
(Gao et al., 2009).

Using a reference panel that is measured in the same lighting
conditions (i.e. in the same scene or the same image as the surface
of interest) is a common way to determine reflectance of a surface
(Yao and Lewis, 2010; Uto et al., 2013). Ideally this target should be
a Lambertian scatterer with uniform reflectance in the spectral
range of the sensor, such as Spectralon by Labsphere, which exhi-
bits a very flat reflectance curve at a wide wavelength interval from
about 300 to 2400 nm (Geladi, 2007). Once the radiance of the ref-
erence target has been measured, the reflectance of a surface in the
same lighting conditions can be obtained by dividing its radiance
spectrum by the reference’s and multiplying by the target’s known
reflectance (see Section 3.4). This method is effective in situations
where the sensor is close to the object being measured, such as lab-
oratory, factory, low altitude aerial and ground based applications,
as long as lighting does not change from the conditions measured
at the reference panel. Interpolation has been used in the past to
take into account gradual lighting changes (Suomalainen et al.,
2014). This is useful over shorter durations, where lighting condi-
tions change approximately linearly. However, this method is less
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suitable where abrupt or non-linear changes occur throughout the
data collection period.

In higher altitude aerial (above approx. 100 m) and satellite
applications, any light that is scattered back to the sensor along
its line of view (path radiance) cannot be ignored (Mobley,
2016). More rigorous methods, such as the empirical straight line
method take this into account. This requires at least two readings
of known calibration targets that have different reflectances at all
wavelengths (Conel et al., 1987; Karpouzli and Malthus, 2003). A
best fit line model can then be obtained to derive a function for
each band. As with the simple reference panel method, this
approach is susceptible to changes in lighting that deviate from
what was measured at the reference targets.

As an alternative, reference targets can be substituted with a
sensor that continuously measures downwelling illumination
directly (Noble et al., 2002; Honkavaara et al., 2013; Deery et al.,
2014; Hakala et al., 2013). The downside is that they are usually
mounted to the platform and may therefore not exactly represent
the lighting incident upon the objects being imaged. For example,
illumination at higher altitude aerial platforms will be different to
the light on the ground, as the length of propagation through the
atmosphere is different, or because of the geometry between
clouds, sun, imaging platform and imaged surface. In ground based
imaging platforms this may be less of an issue, depending on the
geometry of the platform, while in aerial platforms the problem
can be partially overcome by using a ground reflectance panel
reading that is adjusted based on the continuous downwelling sen-
sor data (Kuusk and Kuusk, 2010). In addition, there is an increased
cost and complexity of having an appropriately calibrated down-
welling sensor, which may be restrictive for some applications.
Some manufacturers of higher cost sensors use fibre-optics to pipe
downwelling light into a portion of the pixel space of the sensor to
avoid the need for multi-sensor calibration (e.g. Jan et al. (2008)),
however, this is often not available in cheaper sensors.

Another reflectance retrieval method takes advantage of over-
lapping tie points between consecutive images. These can be used
to determine radiometric model parameters via least squares opti-
misation (Honkavaara et al., 2013; Hakala et al., 2013), and may
also make use of radiative transfer codes (Prosa et al., 2013). The
prerequisite is that a proportion of the imagery overlaps for every
change in lighting. This makes it more suitable for data from full
frame (snapshot) multi- or hyperspectral cameras, such as Fabry-
Perot interferometer-based units (Geelen et al., 2014; Saari et al.,
2009), which are starting to find increased interest in unmanned
aerial vehicle (UAV) applications. Theoretically, the method should
be extensible to line scanning cameras if there is spatial overlap at
times that span the full range of illumination.

2.2. Radiative transfer codes

In remote sensing applications, atmospheric modelling from
first principles (atmospheric radiative transfer codes) (Staenz
et al., 2002) is a widely used method to derive an estimate of
reflectance. Radiative transfer codes take as input atmospheric
parameters, such as column water vapour and aerosol content to
model the propagation of electromagnetic radiation as it is affected
by scattering, absorption and emission on its path to the surface
and then to the sensor. Several codes have been developed, includ-
ing ATREM (Gao et al., 1993), MODTRAN (Berk et al., 1999) and 6S
(Vermote et al., 1997).

Atmospheric transfer codes are known to be computationally
intensive (Guanter et al., 2009), and therefore some efforts have
been made to produce more efficient algorithms, such as Simple
Model for Atmospheric Radiative Transfer (SMART) (Seidel et al.,
2010). Alternatively, look up tables are commonly computed, that

allow more efficient retrieval of reflectance using a number of
input parameters (e.g. wavelength, pixel position, atmospheric
water vapour content, aerosol optical depth, and terrain elevation)
and interpolation (Staenz and Williams, 1997). An obvious advan-
tage of using radiative transfer codes is that no reference targets
are required. On the other hand, obtaining atmospheric parameters
is not simple (Karpouzli and Malthus, 2003), and therefore
‘‘standard atmospheres” are often used, introducing inaccuracies
(Mather and Koch, 2011). Some solutions, such as FLAASH
(Adler-Golden et al., 1998), HATCH (Qu et al., 2001), and ACORN
(Green, 2001), are able to estimate some atmospheric parameters,
including column water vapour. However, commonly these require
data in wavelength ranges that are well beyond the capabilities of
cheaper hyperspectral sensors commonly used on mobile ground
and UAV platforms (which usually operate below 1000 nm). In
addition, reliable parameter estimation often requires favourable
conditions. For example, FLAASH does not deal well with heavy
haze or water vapour content (Matthew et al., 2002). Belluardo
et al. (2016) performed an analysis on the SDISORT radiative trans-
fer model (Dahlback and Stamnes, 1991), that quantified the
estimated spectrum’s uncertainty based on uncertainty of the
input parameters. To improve accuracy, Thompson et al. (2016)
have recently examined combining radiative transfer models with
empirical reference measurements via Bayesian inference.

2.3. Subspace model recovery of illumination and reflectance

Approximating the constituent components of an at-sensor
radiance spectrum (illumination, reflectance, path scattered radi-
ance etc.) as linear combinations of distinct basis spectra is an
alternative approach, that was originally introduced by Ho et al.
(1990) in order to achieve colour constancy. Most commonly, basis
vectors are estimated from existing training data of illuminants
and reflectances (and sometimes path scattered radiance) using a
Singular Value Decomposition (SVD) (Chandra and Healey, 2005;
Drew and Finlayson, 2007). For each given input signal, these algo-
rithms attempt to find an optimal combination of basis function
coefficients, either using an iterative method or analytically. Being
able to use a finite set of training data to compensate for illumina-
tion in a dataset opens up an opportunity for applications in
ground based and low altitude platforms.

The standard use of reference targets ideally requires each pixel
to be tied to a corresponding target measurement. With the sub-
space model method, however, reflectance and illumination spec-
tra can be estimated without this requirement, as long as
suitable training reflectance and illumination data are available.
This permits simple field protocols where only a few representa-
tive reflectance targets need to be measured along with represen-
tative surface pixels. Furthermore, if a diverse enough database of
prior training spectra is available, it is feasible that no reference
measurements need to be made during future campaigns.

Drew and Finlayson (2007) propose an analytic solution using
logarithms and includes an additional regression step to refine
the results. The authors demonstrated that their method is over
100 times faster than non-analytical iterative approaches with 10
base spectra for both illumination and reflectance, while being at
least as accurate. There is an obvious practical benefit in being able
to rapidly compute results in both post-processing and real-time
applications, such as weed detection and control (Wendel and
Underwood, 2016; Underwood et al., 2015).

One downside of this method is that absolute intensity of illu-
mination and reflectance are not recoverable (Drew and
Finlayson, 2007). This is a consequence of the inherent ambiguity
in intensity of the two results. However, for many applications,
such as indices and classification, this is not a disadvantage, as in
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these cases only relative intensities (i.e. spectral shape) within a
given reflectance spectrum are of importance.

3. Materials and methods

This section outlines the equipment, materials and methods
used to acquire data and carry out experiments. A hyperspectral
line scan camera and reference target mounted to an unmanned
ground vehicle (UGV) were used to scan thousands of different
plots of cereal and legume crops for a phenotyping trial. After
acquisition, hyperspectral data were first thinned and treated for
saturation (except for maps). Then radiance was calculated using
dark current and integrating sphere measurements. The data were
then ready to be tested using the various lighting compensation
methods. Experimental results were compared to reference results
from a target that was in view at all times during data acquisition.

3.1. The autonomous ladybird system

The Ladybird robot (Fig. 1) was designed and built in 2014 at
the Australian Centre for Field Robotics (ACFR) at The University
of Sydney as a flexible tool to support research and development
of robotics applications for the commercial vegetable production
industry (Underwood et al., 2017). The Ladybird is mechanically
adjustable for width, height of the central sensing tower, and
height and angle of the solar covers, allowing adaptation for differ-
ent farm configurations and crop heights. Forward and rear facing
lidar and a spherical camera support obstacle avoidance and crop
row detection, while real time kinematic (RTK)/global positioning
system (GPS)/interial navigation system (INS) allows for map-
based farm traversal. Crop sensing is provided by hyperspectral
line-scanning, stereo vision (with strobe), thermal infra-red vision
and the same lidars used for obstacle avoidance.

The Ladybird achieves autonomous traversal of crop rows and
headland, by navigating over a pre-constructed farm-map. The
map specifies the geometry of rows and headland access areas
and how they are connected. Using the RTK/GPS/INS, a control sys-
tem guides the Ladybird along these composite path segments
with centimetre precision while maintaining constant speed and
orientation. This is particularly important for spectroscopy, where
a surface’s reflectance may change depending on the sun’s and
observing instrument’s relative angles.

3.2. Data acquisition

Hyperspectral data were acquired with a Resonon Pika II visible to
near-infrared (VNIR) line scanning camera that was mounted to the
Ladybird robot, pointing towards the ground at approximately 34�be-
low horizontal, such that the visible line intersects the row of crops
perpendicularly approximately 2.9 m in front of the Ladybird (see
Fig. 1(b)). The camera produces hyperspectral line-images of 648 spa-
tial pixels with 244 spectral channels in each pixel (spectral resolu-
tion of 2 nm from 390.9 to 887.4 nm) at a rate of 133 frames per
second and native bit depth of 12 (saved as 16 bit binary files). A Sch-
neider Cinegon 8 mm objective lens was used at an aperture setting
of approximately f/2.5, and manually focused with a checker board at
the expected crop heights. The lens provides a 33�field of view trans-
lating to a 3.0 mm/pixel spatial resolution per line scan, across the
row, imaging just wider than a single crop row. There is a linear
trade-off between vehicle speed and hyperspectral resolution along
the row. At the top speed of 1.2 m/s, which allows approximately
0.72 ha/h and was used in this study, a resolution of 9.0 mm/pixel
was achieved. This is well matched to the camera-lens combination’s
instantaneous field of view (IFOV) of 1.9 mrad, translating to a
ground resolution of 11.8 mm.

For all scans examined in this study, a reference panel (QPcard
102, MFR #GQP102) was mounted permanently at the edge of the
field of view of the camera (see Fig. 2). Spectral smile and keystone
can be of particular concern when the panel is mounted at the image
border, but calibration documentation from Resonon indicates that
for this camera these effects have been optically minimised to less
than half a spectral pixel peak to peak, therefore not requiring fur-
ther correction. This was corroborated via personal correspondence
with Resonon (R Swanson 2016, personal communication, 25
August). Dark current measurements were recorded regularly
(approx. every 2–4 h), by completely blocking all light to the sensor,
while averaging the data over approximately 10 s.

The data were acquired from a number of different phenotype
trials operated by South Australian Research and Development
Institute (SARDI). Throughout the campaign a large number of
datasets (continuous logs) were collected, spread over three sites
(Mallala, Pinery and Turretfield), which are located within a radius
of 41 km in South Australia. For a complete description of all data
gathered for phenotyping, and details regarding the automation of
the platform, the reader is referred to Underwood et al. (2017). The

(a) Scanning a field

  

(b) Sensor configuration

Fig. 1. The ladybird and mounted sensor configuration.
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sets used in this paper for experimentation and testing were
selected based on how much lighting variation due to cloud move-
ment they exhibit. The individual datasets are summarised in
Table 1 with some of their properties.

3.3. Thinning and saturation removal

An average dataset of 40 min duration contained approximately
100 GB of raw 16 bit data, which expands to 200 GB when radio-
metrically corrected due to the use of a 32 bit floating point repre-
sentation. Experiments were performed on data that were thinned
line scan wise by a factor of 100, to allow faster processing of
experimental iterations (while still retaining sufficient spatio-
temporal coverage). High resolution snapshots such as Fig. 2(b)
and voxelised maps such as those in Fig. 9 were produced using
the full unthinned dataset.

There are also several instances in the data where pixels satu-
rated (see Table 1). Scan lines where any bands in the reference
target spectra were equal to the maximum value of the range of
the sensor were excluded from any calculations or statistics due
to saturation, the processing of which is outside the scope of this
paper. It should be noted that this was done to allow calibration
with a continuously visible target. As most of the non-target pixels
were not saturated, compensation methods that do not require

continuous target readings, such as the subspace based method
tested in this paper, can still be used.

3.4. At-sensor radiance calculation

Raw hyperspectral imaging data from the Pika II camera come
in digital counts. To account for the effects of non-uniform lens
transmittance and sensor quantum efficiency, both spatially and
spectrally, these should first be converted to sample at-sensor radi-
ance (LSample), as follows (Suomalainen et al., 2014),

LSampleðkÞ ¼ DNSampleðkÞ � DNSampleDarkCurrentðkÞ
DNFlatFieldðkÞ � DNFFDarkCurrentðkÞ LFlatFieldðkÞ; ð1Þ

where DNSample and DNSampleDarkCurrent are raw digital number mea-
surements of the sample and nearest dark current respectively.
DNFlatField and DNFFDarkCurrent are flat field digital number measure-
ments and corresponding dark current. Flat field images were
acquired by averaging approximately 10 s of data in an integrating
sphere, where the light level was set to about 95% of saturation. The
corresponding dark current was measured in the same environmen-
tal conditions. The integrating sphere’s detector also provides inter-
nal radiance measurements at each wavelength, represented by
LFlatFieldðkÞ. It should be noted here that the camera’s parameters,

Table 1
Dataset summary.

Dataset
Name

Date Length Auto/
Manual

Plant Types Environmental Conditions % Sat.a % Sat. Target b

DDPA-1 19/08/2015 17 min 11 s Auto Pulses Cloudy, low light with some variation
due to cloud movement.

0.0% 0.0%

DDPA-2 19/08/2015 21 min 37 s Auto Pulses Cloudy, low light with some variation
due to cloud movement.

0.0% 0.0%

CDA-0 19/08/2015 52 min 55 s Auto Cereal Varieties Cloudy, moderate brightness with some variation
due to cloud movement.

0.0% 0.0%

NMAD-1 20/08/2015 56 min 11 s Auto Various Cloudy, clearing near the end of the set. Low light at
beginning of log to bright near the end.

0.0% 0.1%

ML-0 18/08/2015 28 min 25 s Manual Lentils Bright with a number of clouds causing heavy variation
in lighting conditions throughout the log.

0.3% 27.8%

SUL-0 18/08/2015 36 min 30 s Manual Lentils Bright with a number of clouds causing heavy
variation in lighting conditions throughout the log.

0.2% 20.9%

DBVL-0 18/08/2015 45 min 5 s Manual Lentils Bright with a number of clouds causing heavy
variation in lighting conditions throughout the log.

0.1% 16.9%

a Percentage of total pixels that are saturated (excluding line scan pixels 500–648, which mostly correspond to the reference target).
b Percentage of line scans where the calibration target is saturated and therefore excluded from calculation of metrics.

Fig. 2. Permanently mounted calibration target (a) mounted to the platform and (b) as seen in a high resolution close up example of hyperspectral data in true colour. The
calibration target can be seen at the bottom of (b) and appears saturated due to the gain applied for aesthetic purposes. The undulating appearance is a result of swinging and
vibration of the target mount as Ladybird moves. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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including integration time, offset, gain and lens aperture must be
the same for sample, dark current, and flat field measurements.

3.5. Reflectance quantities

In most natural light situations, including satellite, aerial and
ground based sensing, incoming electromagnetic flux is hemi-
spherical and reflected flux is conical, where the solid angle
depends on the instantaneous field of view (IFOV), which is
known as the hemispherical conical reflectance factor (HCRF)
(Schaepman-Strub et al., 2006). However, where reflected solid
angles are very small, as is the case with many imaging sensors,
including the one used in this paper, the HCRF closely approxi-
mates the hemispherical directional reflectance factor (HDRF)
(infinitesimally small reflected cone solid angle) (Schaepman-
Strub et al., 2006). All reflectance quantity results in this paper
refer to the HCRF or HDRF for the geometric configuration (zenith
and azimuth angles) at that point in time. The target reflectance
panels are assumed to be Lambertian, and consequently their lab-
oratory reflectance measurements were used to directly calculate
the illumination portion of the at-sensor radiance spectrum.

3.6. Reflectance and illumination calculation using reference panel

Benchmark (ground truth) sample reflectance (RSample) measure-
ments were obtained per line scan with the permanently mounted
reference panel with the following equation,

RSampleðkÞ ¼ LSampleðkÞ
LRef ðkÞ RRef ðkÞ; ð2Þ

where RRef and LRef are reference panel reflectance and radiance val-
ues. This assumes that path radiance is negligible due to the
sensor’s close proximity to the ground. We implemented an algo-
rithm that automatically extracted ten pixels from the centre of
the ‘‘mid grey” step of the QPcard 102 reference panel (which varied
spatially due to swing and vibration), and averaged them to obtain
Lref for each line scan. Calibration target reflectance (RRef ) was mea-
sured prior to data collection using an ASD Fieldspec 3 spectrometer
with controlled halogen illumination.

From Eq. (2), one can deduce that the incident illumination can
be estimated using

LIllumðkÞ ¼ LRef ðkÞ
RRef ðkÞ : ð3Þ

As mentioned in Section 3.5, since we are actually measuring
HCRF >(�HDRF), LIllum represents the amount of light that would
be reflected by a perfectly Lambertian and reflective surface in
the direction of the camera, given the hemispherical illumination
at the time. It therefore does not represent the full hemispherical
electromagnetic flux incident upon the reference panel surface.
Computing illumination for every single line scan individually is
referred to as REF, and is considered to be the ground truth bench-
mark against which all other methods are compared.

In addition, other simplistic illumination compensation
approaches were simulated using partial reference target data.
For the most basic approach, the illumination spectrum was fixed
for a whole dataset, based on the first line scan reference (referred
to as CONST for brevity). This emulates a field protocol where only
one initial reference measurement is taken. Linear interpolation
was included as an intermediate method that fits between the
above two methods in terms of expected accuracy. Calibration tar-
get samples were extracted at different fixed intervals, and the
spectra were interpolated with (Suomalainen et al., 2014)

LRef ðkÞ ¼ t � tRef1
tRef2 � tRef1

LRef1 ðkÞ þ
tRef2 � t

tRef2 � tRef1
LRef2 ðkÞ; ð4Þ

where tRef1 ; tRef2 and t are timestamps for the first, second and inter-
polated measurements, and LRef1 ; LRef2 and LRef are radiance spectra
vectors for the first, second and interpolated measurements. Satu-
rated target samples were simply removed, with the exception of
the first and last samples, which were moved to the first or last
unsaturated instance respectively. For comparison, several target
extraction intervals were simulated from the continuously visible
reference, emulating a field protocol where a reference target might
be periodically placed on the ground rather than being permanently
mounted to the vehicle. Interpolation methods are referred to as
INT-n, where n is the interval between target readings. A special
case, INT-BE refers to interpolating between the first and last
(non-saturated) line scan only. The interpolation intervals simulate
manual placement of reference targets on the ground at regular
intervals. Shorter intervals result in more manual labour for the
operators.

3.7. Log subspace illumination and reflectance recovery

While several subspace illumination and reflectance recovery
variations have been proposed, the method described as
‘‘REGLOGSEP” by Drew and Finlayson (2007) was implemented,
due to its computational advantages, as described in Section 2.3.
For brevity, in this paper it is referred to as LOGSEP. For this section
we also adopt that paper’s naming convention as follows, which
denotes absolute non-logarithmic quantities with hats.

ĈðkÞ ¼ LSampleðkÞ CðkÞ ¼ logðLSampleðkÞÞ
ÊðkÞ ¼ LIllumðkÞ EðkÞ ¼ logðLIllumðkÞÞ
ŜðkÞ ¼ RSampleðkÞ SðkÞ ¼ logðRSampleðkÞÞ

ð5Þ

Ignoring the effect of upward atmospheric transmittance and
path scattered radiance, which is reasonable for very low altitude

applications, the at-sensor sample radiance ĈðkÞ can be modelled as

ĈðkÞ ¼ ÊðkÞŜðkÞ ð6Þ
The foundation of the subspace model is that both Ê and Ŝ can

be approximated by a much smaller number of basis vectors than
the dimensionality of the spectra. Therefore we have

ÊðkÞ ¼
Xm
i¼1

�̂iÊiðkÞ; ð7Þ

ŜðkÞ ¼
Xn

j¼1

r̂jŜjðkÞ; ð8Þ

where m and n are the number of illumination and reflectance basis

functions respectively, Êi and Ŝj are the individual basis functions
for illumination and reflectance respectively, and �̂i and r̂j are the
corresponding coefficients.

Drew and Finlayson (2007) take the logarithm of Ĉ. Dropping
the hats for logarithmic quantities, this turns the at-sensor radi-
ance into a sum of reflectance and illumination, changing Eq. (6)
into

CðkÞ ¼
Xm
i¼1

�iEiðkÞ þ
Xn

j¼1

rjSjðkÞ; ð9Þ

The optimum coefficients �i and ri can be found by solving the
following equation,

Aa ¼ h ð10Þ

A ¼ M N
NT P

� �
; a ¼ �

r

� �
; h ¼ f

g

� �
ð11Þ
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where,

M ¼ ETE; N ¼ ETS; O ¼ NT;

P ¼ STS; f ¼ ETL; g ¼ STL
ð12Þ

Eq. (10) can be solved in the standard way by performing the
matrix product of the inverse of A on the left of both sides to obtain
a and thus � and r. See Drew and Finlayson (2007) for details on
the derivation of Eq. (10).

E and S are s�m and s� n matrices containing the respective
basis vectors in their columns, where s is the number of bands. Cor-
respondingly, � and r are the coefficient vectors for illumination
and reflectance basis functions.

Drew and Finlayson (2007) further refine the method by includ-
ing an additional regression step, which serves to take the initial
separation result and guide it using a known set of at-sensor radi-
ances, which is the set of all training illuminant and reflectance
combinations. A regularisation step is also added by penalising
large norm solutions during the regression. The regression and reg-
ularisation are achieved with the following equations:

W ¼ 1
ðmþ nÞ

X
diagð~a~aTÞIðmþnÞ; ð13Þ

Q ¼ ~�~aTð~a~aT � kWÞ�1
; ð14Þ

R ¼ ~r~aTð~a~aT � kWÞ�1
; ð15Þ

where IðmþnÞ is the ðmþ nÞ � ðmþ nÞ identity matrix and k is a tun-
ing parameter. ~�; ~r and ~a are the sets of m� N illuminant, n� N
reflectance, and ðmþ nÞ � N combined coefficients respectively for
all N illuminant and reflectance combinations.

The resulting regression matrices can be applied to any coeffi-
cient estimate a with,

anew ¼ Ta; T ¼ Q
R

� �
ð16Þ

Note that T differs from Eq. 15 of Drew and Finlayson (2007),
due to an apparent typographical error. Two methods of training
data selection were used: from line scans that are evenly spaced
in time, and line scans that were manually selected at times where
the greatest lighting variation occured. The first simulates placing a
calibration target on the ground at regular intervals (as with the
INT-n methods). This will be referred to as LOGSEP-n, where n is
the interval between readings. The second method simulates a pol-
icy where training data are collected manually when qualitative
lighting changes are observed by operators in the field, spanning
as much variation as possible, while minimising the number of
training samples (only 5–8 line scans per dataset). This method
will be referred to as LOGSEP-M. Full line scans were used as input
training data, where reference panel pixels were used to obtain
both illumination and reflectance training spectra. Basis functions
were obtained separately for illumination and reflectance spectra,
using Singular Value Decomposition (SVD) on the logarithm of the
training spectra. To ensure tractability, the number of illumination
and reflectance spectra was thinned to a maximum of 1000 each
(i.e. Nmax ¼ 106) for determination of the regression matrices only.
Scan lines where the reference target was saturated were removed
from the training data.

Reflectance using the LOGSEP methods can be recovered in two
ways: directly from the reflectance base spectra coefficients or by
dividing the at-sensor radiance by the recovered illumination spec-
trum. In our experiments we consider both groups of results. We
differentiate the two groups of methods as LOGSEP and LOGSEP-
IND (see Table 2).

When taking the logarithm of spectral values, very low, nega-
tive or zero values must be dealt with. For all processing in this
paper, any input spectra were set to an appropriate floor value
prior to processing with LOGSEP.

3.8. Georeferencing, voxelisation and mapping

One important advantage of acquiring hyperspectral data with a
mobile ground based platform is the ability to create very high res-
olution orthorectified maps (Abd-Elrahman et al., 2016). In this
paper, this enables us to visually demonstrate the result of com-
pensating for lighting changes. Georeferencing allows the place-
ment of hyperspectral pixels in real world 3D coordinates in
order to generate orthorectified maps. Each pixel is represented
as an infinite ray in Cartesian space using the standard pinhole
camera model. The rays are georeferenced using the vehicle’s loca-
tion and pose estimates from a Novatel SPAN RTK/GPS/INS. The
intersection of the rays and local horizontal ground planes define
the location of each point in world coordinates, where the local
planes are defined by the wheel contact points at each moment
in time. This assumption is reasonable where the ground does
not slope significantly across the span of the sensor/ground foot-
print, which was the case for all trials in the this study. It does
not take into account plant height, but the accuracy was sufficient
for visual interpretation of results. The maps were generated by
grouping the resulting 3D points into a regular 3 cm grid (column
voxelisation), where the mean was calculated on true colour values
(at appropriate red, green and blue wavelengths) and NDVI (see
Section 3.9).

3.9. Normalised difference vegetation index

In some of the experiments, the Normalised Difference Vegeta-
tion Index (NDVI), calculated with Eq. (17), is used as an example
to demonstrate a practical output measure that is very commonly
used in precision agriculture (PA) and remote sensing in general.

NDVI ¼ NIR� Red
NIRþ Red

ð17Þ

Its applications include quantifying leaf area index (LAI), per-
cent vegetation cover, intercepted photosynthetically active radia-
tion (IPAR), and green biomass (Zhao et al., 2007). The NDVI was
originally designed to be used with broadband sensors, such as
multispectral cameras, whereas its application with narrow band

Table 2
Summary of reflectance and illumination calculation methods.

Short Name Description

REF Illumination spectrum derived from target in view at each
linescan. Benchmark reference method used to compare all
other methods against (for example when calculating
spectral angle)

CONST Illumination spectrum derived from first target observation
and assumed to be constant for entire duration

INT-BE Linear interpolation between illumination spectra at the
start and end of the datasets

INT-n Linear interpolation of illumination spectra at n second
intervals

LOGSEP-n Direct subspace based separation with training spectra at n
second intervals

LOGSEP-M Direct subspace based separation with a few hand selected
training spectra

LOGSEP-IND-n Like LOGSEP-n but using recovered illumination to
indirectly obtain reflectance. Only applies to reflectance
recovery

LOGSEP-IND-M Like LOGSEP-M but using recovered illumination to
indirectly obtain reflectance. Only applies to reflectance
recovery
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spectroscopy and hyperspectral imaging requires specific red and
NIR bands to be selected. In addition, to reduce noise, it is often
necessary to average (bin) adjacent bands to maximise the signal
to noise ratio (SNR) of the input values, which requires an addi-
tional parameter, averaging width.

All NDVI values in this paper were obtained using red and NIR
values at wavelengths 670 nm and 800 nm respectively, which is
one of the most common combinations in the literature
(Slonecker, 2012; Wu et al., 2008). An averaging width of 10 nm
was found experimentally to provide adequate amelioration of
noise. In practice different parameters may be chosen depending
on the desired outcome.

4. Results

In this section experimental results of the reflectance retrieval
methods (Table 2) are outlined in detail. We demonstrate the
significant effect lighting variation can have, and we assess the
effectiveness of the various compensation methods. The overall
accuracy of each method was measured using its spectral angle
(SA) with REF for recovered spectra within each of the tested data-
sets. These are also plotted over time to demonstrate the stability
of each method. Maps are presented to illustrate the results and
show the improvement of illumination compensation when using
ratios and indices. The possibility of compensating for lighting
variation in one dataset using data from another or several others
is also evaluated using the LOGSEP recovery method.

4.1. Effect of lighting variation on hyperspectral data

The light incident upon the ground is a combination of direct
sunlight and light scattered through the atmosphere (skylight)
and from other objects. Skylight is blue shifted compared to direct
sunlight, because the atmosphere scatters the light more at lower
wavelengths than at higher wavelengths. When the amount of
direct sunlight is reduced, for instance by cloud cover, the total
illumination incident upon the ground is also blue shifted. This
can be seen in Fig. 3(a), where the high cloud cover illumination
spectrum falls off more steeply from 500 to 700 nm, compared to
the low cloud cover spectrum. The two spectra were taken
from the same dataset (ML-0), highlighting the additional
difficulty experienced when operating under changing cloud cover
conditions.

Fig. 3(b) demonstrates the effect on a recovered reflectance
spectrum if illumination is not determined accurately. The same
sample reflectance spectrum was multiplied by the two illumina-
tion radiance spectra to simulate at-sensor sample radiance
spectra. The two radiance spectra were then divided by one illumi-
nation spectrum, simulating using one constant illumination
measurement for all data (i.e. CONST compensation, see Table 2),
which does not account for lighting changes. A clear discrepancy
can be seen in almost all wavelengths, which affects the outcome
of any further analysis, such as the calculation of Normalised
Difference Vegetation Index (NDVI) (see Section 3.9). The NDVI
variation over time due to changes in lighting can be observed in
Fig. 4 for the spectrum in Fig. 3(b) for every point in time through-
out the ML-0 dataset (again compensated with CONST). NDVI val-
ues peak at about 0.63 and dip below 0.57, changing by over 9%
within only minutes. Closer examination of the illumination
spectra in Fig. 3(a) suggests that an even greater effect may be seen
in indices, classification and other analysis that rely more heavily
on the wavelengths approximately below 500 nm, between 600
and 700 nm, and between 740 and 800 nm. Subtle effects in plant
spectra can easily be overshadowed by environmental lighting
variation, which highlights the necessity for accurate lighting
compensation.

4.2. Choice of basis functions and regularisation parameter

The LOGSEP method is parameterised by three variables that
must be selected appropriately for the data. Fig. 5(a), (b) and (c)
illustrates the effect of varying the number of illumination and
reflectance basis functions on the LOGSEP illumination estimate
accuracy, shown as average spectral angle from REF, and computa-
tion time. To generate the results, 235 scan lines (152280 pixels)
were taken from evenly spaced locations in the ML-0 dataset. Error
levels out after approximately 12 reflectance and three illumina-
tion basis functions, while computation time increases with the
number of basis functions. This presents a trade-off, and the rela-
tively small increase in accuracy gained by increasing the number
of basis functions further was not considered worth the corre-
sponding computational cost. Consequently, all subsequent exper-
iments were done based on three illumination and 12 reflectance
basis functions.

Fig. 5(d) shows the effect of the regularisation parameter k on
accuracy. Overall the effect is minimal, but after about k ¼ 10�6
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(a) Illumination Spectra Example
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(b) Reflectance Spectra Example (NDVI in brackets)

Fig. 3. Sample (a) illumination and (b) reflectance spectra demonstrating the significant differences between a low and high cloud cover scenario. A representative plant
sample reflectance spectrum was multiplied by the illumination spectra in (a), and retrieved using one constant reference (CONST) to yield the reflectance spectra in (b). All
spectra were taken from the same dataset (ML-0, see Table 1) at the times indicated in Fig. 4. The spectral vectors were normalised to unity length to allow a direct shape
comparison (in reality, the high cloud cover spectrum is significantly lower in magnitude). Note: The plots use different y-axes as they are individually normalised spectra,
and therefore a direct comparison between plots is not meaningful.
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Table 3
Spectral angles to REF (�10�2 radians).

Dataset CONST INT-BE INT-180s INT-30s LOGSEP-30 LOGSEP-M LOGSEP-IND-30 LOGSEP-IND-M

NMAD-1 6.55 7.73 3.92 3.71 8.25 8.39 4.54 4.79
DDPA-2 4.09 3.90 3.72 3.63 8.72 8.69 3.65 3.88
CDA-0 4.98 3.32 2.57 2.47 6.20 6.32 2.98 3.18
DDPA-1 3.12 3.23 2.86 2.73 7.12 7.12 2.78 3.03
ML-0 2.80 2.71 2.29 1.46 4.50 4.59 2.08 2.29
DBVL-0 3.00 4.07 2.23 1.63 5.51 5.61 2.37 2.53
SUL-0 3.22 2.77 1.99 1.57 5.67 5.35 2.47 2.63

Average 3.97 3.96 2.80 2.46 6.56 6.58 2.98 3.19
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Fig. 5. Basis function and regularisation parameter test results. In (a), results obtained with varying numbers of reflectance basis functions are plotted against spectral angle
(as measured against REF). Each curve represents a different number of illumination basis functions. The effect of the number of illumination basis functions on accuracy is
shown in (b), plotted for a fixed number of reflectance basis functions of 12. In (c), computational time is graphed for a varying number of reflectance basis functions
(illumination basis functions fixed at three). In (d), the effect of varying the regularisation constant with respect to accuracy is shown (note the logarithmic x axis).
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Fig. 4. NDVI values plotted over time for a representative plant sample reflectance spectrum, multiplied by illumination spectra in a high lighting variation dataset (ML-0, see
Table 1), and retrieved using one constant reference (CONST). The two red vertical lines indicate the times of the spectra in Fig. 3. The vertical grey regions indicate locations
where the reference target was saturated and which were therefore excluded from training, interpolation and calculation of any statistics. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
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the error increases more noticeably, and thus all subsequent exper-
iments were performed with this value of k.

4.3. Recovery accuracy

In order to evaluate the accuracy of retrieved reflectances, the
SA of the resulting reflectance spectra for each calibration method
were calculated against the continuous reference panel result REF
(see Section 3.6) as an error measure. All line scans were calibrated
using the methods outlined in Table 2. Average SA error results are
shown in Table 3. In rare cases, where INT-n reference readings
coincide with corrupted calibration target readings (see Fig. 8),
SA results within the affected time intervals were omitted from
averaging for all methods in Table 3 to facilitate a fair comparison.
Similarly, affected line scans were removed from LOGSEP-n train-
ing data.

The two interpolation methods, perform best on average,
though the LOGSEP-IND methods produce comparable results.
LOGSEP-M and LOGSEP-IND-M perform similarly to LOGSEP-30
and LOGSEP-IND-30 respectively.

An example of a typical radiance spectrum and its recovered
illumination and reflectance are shown in Fig. 6, along with spec-
tral angle values in the legend. Both LOGSEP-30 and LOGSEP-M
qualitatively appear to closely model the reference illumination
and reflectance. LOGSEP is compared to LOGSEP-IND in Fig. 6(d).
Both are similar to each other, yet directly obtaining reflectance
as a combination of base spectra (LOGSEP) inherently tends to
smooth results, while LOGSEP-IND retains more high frequency

detail. Fig. 7 illustrates an example reflectance spectrum that was
poorly recovered using LOGSEP. In contrast, LOGSEP-IND appears
to provide better recovery performance here.

To demonstrate the evolution of the errors over time, illumina-
tion spectral angle values were averaged per line scan and plotted
over time in Fig. 8 for four representative example datasets, two
with heavy and two with light illumination variation. The interpo-
lated method’s SA drops to zero every 30 s, at which time the

400 500 600 700 800

Wavelength (nm)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

R
ad

ia
nc

e
(N

or
m

al
is

ed
to

U
ni

ty
Le

ng
th

)

ORIGINAL RADIANCE

(a) Uncalibrated Radiance Spectrum

400 500 600 700 800

Wavelength (nm)

0.00

0.02

0.04

0.06

0.08

R
ad

ia
nc

e
(N

or
m

al
is

ed
to

U
ni

ty
Le

ng
th

)

REFERENCE ILLUMINATION

INT-30 (2.36e-02)

LOGSEP-30 (2.24e-02)

LOGSEP-M (2.21e-02)

(b) Illumination Spectrum

400 500 600 700 800

Wavelength (nm)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

R
efl

ec
ta

nc
e

(N
or

m
al

is
ed

to
U

ni
ty

Le
ng

th
)

REFERENCE REFLECTANCE

INT-30 (3.21e-02)

LOGSEP-30 (4.52e-02)

LOGSEP-M (4.37e-02)

(c) Reflectance Spectrum

400 500 600 700 800

Wavelength (nm)

0.00

0.02

0.04

0.06

0.08

0.10

0.12

R
efl

ec
ta

nc
e

(N
or

m
al

is
ed

to
U

ni
ty

Le
ng

th
)

LOGSEP-30
LOGSEP-IND-30

(d) LOGSEP vs LOGSEP-IND

Fig. 6. Reflectance (c and d) and illumination (b) extraction example from a typical at-sensor radiance sample (a). In (d), note the inherent smoothing that occurs when
extracting spectra directly with LOGSEP. The noise present in the original reflectance spectrum most likely unfairly inflates LOGSEP reflectance spectral angles. Therefore,
illumination and LOGSEP-IND reflectance results are a better gauge of recovery accuracy. Spectral angles from REF in radians are shown in brackets. Note: The plots use
different y-axes as they are individually normalised spectra, and therefore a direct comparison between plots is not meaningful.
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Fig. 7. Example of a poorly recovered reflectance spectrum by LOGSEP. LOGSEP-IND
is able to provide a significantly more accurate result here. Spectral angles from REF
in radians are shown in brackets.
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illumination spectrum is exactly equal to the continuous method
(REF). It also maintains the lowest spectral angle for the majority
of the duration. In most cases, the two LOGSEP methods produce
an error that remains close to INT-30 and well below CONST,
particularly in Fig. 8(c), whereas in Fig. 8(a) the LOGSEP methods
fluctuate more significantly.

Fig. 9(a) shows an uncompensated example of a true colour
hyperspectral map of ML-0. Clear lighting differences are visible
in several places as clouds moved through the scene on the day
of acquisition. In Fig. 9(b), continuous calibration (REF) compen-
sated NDVI values are plotted for the same field, clearly showing
differences in vegetation densities, but no obvious illumination
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Fig. 8. Scan line average spectral angle values calculated for illumination extraction results from CONST, INT-30, LOGSEP-30, and LOGSEP-M against the reference REF. In (a)
and (b), environmental lighting was bright and sunny with frequent moving clouds resulting in sudden significant changes. In (c) and (d), however, cloud cover was heavy and
variation was limited. The vertical grey regions indicate locations where the reference target was saturated and which were therefore excluded from training, interpolation
and calculation of any statistics. The large spikes are caused almost exclusively by the following: excessive swaying of the calibration target, pushing it outside of the field of
view of the camera, or confusion of the extraction algorithm with separate calibration targets that were placed directly on the ground (but not used in this paper). All of these
affect each of the methods equally, except in rare cases where an INT-n reference coincides with one of the spikes, in which case they were excluded, as indicated on the plot
as vertical red regions. Spikes were also removed from LOGSEP-n training data.
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effects, as expected. Fig. 9(c) and (d) compares REF NDVI values
with CONST and LOGSEP-M results respectively by taking the
square difference and mapping it. The CONST result is clearly much
more susceptible to lighting variation when compared to the
LOGSEP-M square differences, which are barely visible at the same
scale.

4.4. Ratio stability

For analysis and mapping, it is very common to calculate vege-
tation indices, such as NDVI, from hyperspectral imaging data.
Compensation for illumination should aim to ensure accuracy
when computing these indices, which are generally ratios of

Fig. 9. Orthorectified hyperspectral maps for ML-0. An uncorrected true colour hyperspectral map is shown in (a). Absolute lighting differences due to moving clouds can be
seen in several places, as lighter and darker regions along the rows. An NDVI map is shown in (b), based on continuous calibration compensated data (REF). (c) illustrates the
square difference between the NDVI results of CONST and REF compensated NDVI, while (d) gives the difference between LOGSEP and REF compensated NDVI. Both (c) and
(d) are scaled to 0–0.0051. Difference values were scaled by the same amount in both images. Because CONST does not correct for variations in illumination that occur in the
scan, errors occur at the times during the scan when clouds moved past the sun. Given the progressive scan motion of the vehicle, this causes a strong spatial correlation of
the errors, which can cause ambiguity. In the LOGSEP compensated image, these differences are much smaller, as quantified in Table 3. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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reflectance values at one wavelength to another. To illustrate how
the various calibration methods perform, ratios were calculated for
all combinations of wavelengths. A generic normalised ratio of
reflectances at two wavelengths is expressed as

rðk1; k2Þ ¼ Rðk2Þ � Rðk1Þ
Rðk2Þ þ Rðk1Þ ; ð18Þ

where RðkÞ is the reflectance value at wavelength k. For appropriate
selections of k1 and k2 this equation covers a number of vegetation
metrics from the literature, including NDVI, normalised pigment
chlorophyll index (NPCI), and photochemical reflectance index
(PRI) (Slonecker, 2012).

The root mean square error (RMSE) for each ratio was calcu-
lated for CONST, INT-30 and LOGSEP-IND-30, with respect to REF.
The data are the same used in Section 4.3, and results are shown
as a matrix in Fig. 10.

As expected, CONST exhibits greater RMSE values for a large
proportion of wavelength combinations. As demonstrated previ-
ously, interpolating every 30 s generally corrects for illumination
changes well, while LOGSEP-IND-30 performed much better than
CONST, as expected, but slightly worse than interpolation. The
greatest deviation can be seen in ratios that include wavelengths
at the blue extremes (<470 nm), which can be attributed to a
greater amount of noise, though the effect is not as bad at the near
infra-red (NIR) end of the spectrum (>800 nm). Importantly, how-
ever, the ratio region that commonly corresponds to NDVI has been
improved markedly by both LOGSEP and INT.

4.5. LOGSEP cross dataset testing

An interesting application of subspace based illumination and
reflectance extraction is using a prior known set of training spectra
to build a subspace model that can be used on any data where a

reference target is not available. Previous sections in this paper
have focused on both training and testing on separate data from
within the same dataset. This relates to a field protocol where
training illumination and reflectance spectra are obtained during
the acquisition of each dataset, and compensation is performed
as a post-processing step. This section investigates the results from
training on illumination and reflectance spectra from one dataset
and testing on a different one, which would mean no reference tar-
get is needed once training is complete.

Tables 4 and 5 summarise the illumination extraction results
with LOGSEP-30 and LOGSEP-M respectively, when trained and
tested on all possible dataset combinations. In most cases, best
or close to best performance is achieved when training and test
spectra came from the same dataset (diagonal). It can also be
observed that datasets that came from similar conditions result
in better performance. For example, DBVL-0, ML-0 and SUL-0
combinations (high variation, sunny) perform well, as do DDPA-
2, DDPA-1 and CDA-0 combinations (low variation, cloudy).
Conversely, training on a low variation, cloudy dataset and
testing on a high variation, sunny one generally produces lower
accuracy.

To explore this further, Fig. 11 compares the highest and lowest
magnitude LOGSEP-30 illumination training spectra from repre-
sentative sunny and cloudy datasets (ML-0 and CDA-0). Both
cloudy spectra are blue shifted with respect to the sunny ones
(higher relative magnitude between 400 and 500 nm, and lower
relative magnitude between 600 and 700 nm). As a result, LOGSEP,
and in particular the regression step, can be expected to perform
poorly when attempting to reproduce the original illumination
(and by extension reflectance) spectrum.

To address this, we combined the training data sets from one
higher overall illumination and one lower overall illumination
dataset, for the purpose of training on a more diverse range of data.
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Fig. 10. RMS error matrices for ratios calculated on the ML-0 (high variation) dataset. Variation affected areas occur in the blue, between 390 and 450 nm, especially in
combination with 600–700 nm. The rectangles bound common wavelength combinations used to calculate NDVI, which are located in a moderately affected region above
740 nm.

Table 4
LOGSEP-30 cross dataset illumination extraction spectral angles (�10�2 radians)

Source of Training Data

NMAD-1 DDPA-2 CDA-0 DDPA-1 ML-0 DBVL-0 SUL-0

Test Data

NMAD-1 4.47 6.79 5.91 5.51 6.72 8.80 9.67
DDPA-2 5.72 3.31 4.09 4.07 6.37 6.77 7.88
CDA-0 5.15 4.52 3.08 4.50 4.98 5.14 5.91
DDPA-1 3.77 3.31 3.61 2.62 5.94 7.01 8.06
ML-0 5.00 8.84 5.47 7.71 2.17 3.11 3.23
DBVL-0 5.87 7.38 4.55 7.12 3.92 2.85 2.92
SUL-0 6.17 8.45 5.35 8.07 4.10 3.14 2.80

Average 5.17 6.08 4.58 5.66 4.89 5.26 5.78
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As there are a large number of possible combinations, only three
were selected on the following criteria:

� Range: DBVL-0 and DDPA-2 cover a large combined minimum
to maximum range of illumination magnitude.

� Overlap: SUL-0 and CDA-0 have large combined illumination
magnitude overlap.

� Best individual training sets (lowest average SA) combined:
ML-0 and CDA-0 each produced the best average SA in their
respective high variation and low variation groups.

The results are shown in Table 6. Compared to Tables 4 and 5,
average scores have clearly improved. In most cases, individual
accuracies have improved to approximately the better of the two
datasets in the training combinations. For instance, consider
ML-0-CDA-0-LOGSEP-30 SA results: Test dataset DDPA-2 has a
score of 4:13� 10�2 rad, which correlates well with the CDA-0
LOGSEP-30 training set score of 4:09� 10�2 rad, and test dataset

DBVL-0 has an SA of 4:10� 10�2 rad, which also closely matches
ML-0’s LOGSEP-30 training set score of 3:92� 10�2 rad.

5. Discussion

The results in Section 4 demonstrate that the LOGSEP methods
are able to extract illumination spectra with an accuracy similar to
short time interval interpolation methods. LOGSEP and LOGSEP-M
provide very similar performance overall, suggesting that for LOG-
SEP to extract illumination and reflectance spectra accurately, it is
not as important to have a large quantity of training data, but a
comprehensive sampling of different illumination conditions.

It is important to note that all REF, CONST and INT illumination
spectra are inherently smoothed, as reference panel readings were
averaged over ten pixels. This in turn results in high frequency
noise being transferred to reflectance when dividing into the radi-
ance spectrum. On the other hand, reflectances obtained directly
from LOGSEP (as a combination of reflectance base functions) exhi-
bit a smoothing effect themselves. This can artificially inflate their
spectral angle scores as computed against REF, resulting in the
inferior results of LOGSEP-30 and LOGSEP-M seen in Table 3. On
the other hand, LOGSEP illumination results are also smoothed by
the limited number of basis functions, and so LOGSEP-IND
(calculated by dividing illumination into radiance) provides a fairer
quantitative comparison of reflectance results to REF, CONST and
INT.

Additionally, there is also the possibility that if certain reflec-
tance spectra are not well represented in the training data (e.g.
uncommon non-vegetation spectra), LOGSEP will provide a poor
reflectance estimate directly (as a combination of basis functions).
Because illumination spectra are modelled in a lower dimensional
subspace (three in this case), its spectrum is more strictly
constrained, resulting in much better reflectance recovery with
LOGSEP-IND, as shown in Fig. 7. For this reason, it is generally
preferable to use LOGSEP-IND over LOGSEP.

Table 6
Combination cross dataset illumination extraction spectral angles (�10�2 radians).

Source of Training Data

Large Range Best Ind. Perf. Large Overlap

DBVL-0 DDPA-2
LOGSEP-30

DBVL-0 DDPA-2
LOGSEP-M

ML-0 CDA-0
LOGSEP-30

ML-0 CDA-0
LOGSEP-M

SUL-0 CDA-0
LOGSEP-30

SUL-0 CDA-0
LOGSEP-M

Test Data

NMAD-1 6.67 6.50 5.86 6.20 6.41 6.89
DDPA-2 4.17 4.23 4.13 4.67 4.43 5.14
CDA-0 3.78 3.77 3.28 3.60 3.36 3.75
DDPA-1 4.15 4.07 4.04 4.60 4.27 4.83
ML-0 3.44 3.67 2.81 2.45 3.40 3.12
DBVL-0 3.34 3.58 4.10 3.93 3.38 3.16
SUL-0 3.58 4.00 4.51 4.23 3.67 3.25

Average 4.16 4.26 4.11 4.24 4.13 4.31

Table 5
LOGSEP-M cross dataset illumination extraction spectral angles (�10�2 radians).

Source of Training Data

NMAD-1 DDPA-2 CDA-0 DDPA-1 ML-0 DBVL-0 SUL-0

Test Data

NMAD-1 4.74 7.25 6.06 5.42 6.64 8.77 9.65
DDPA-2 5.58 3.43 4.52 4.46 6.17 7.18 8.27
CDA-0 5.10 4.63 3.32 4.67 4.98 5.37 6.03
DDPA-1 3.86 3.60 4.17 2.84 5.66 7.21 8.07
ML-0 5.09 9.48 5.10 7.43 2.36 3.09 3.19
DBVL-0 5.77 7.54 4.40 7.04 4.24 3.07 3.07
SUL-0 6.10 8.68 5.05 7.89 4.45 3.34 2.94

Average 5.18 6.37 4.66 5.68 4.93 5.43 5.89
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Fig. 11. Comparison of illumination spectra in high and low variation datasets.
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The results also demonstrate that it is possible to compensate
for illumination changes in any datasets, where a reference target
is not available, if a sufficient range of historical illumination train-
ing spectra is present. By combining training data from datasets
with differing lighting conditions, LOGSEP was universally applica-
ble to all datasets, in contrast to other methods that require in field
reference measurements (e.g. Uto et al. (2013),Suomalainen et al.
(2014), and Karpouzli and Malthus (2003)).

Based on the results, we are able to provide guidance on which
compensation method and matching field protocol to use and
when. If accuracy of data is of critical importance and it is practi-
cally feasible to permanently mount a calibration target to the
platform, continuously imaging a calibration target panel in every
line scan will lead to the best results (REF), as no other method was
able to perfectly reconstruct the data. However, mounting the tar-
get correctly can be tedious and restrictive, or impracticable (e.g.
for aerial applications). For example, high crop growth made it very
difficult to mount the target while maintaining an optimal sensing
geometry in our case, as the covers of the Ladybird needed to be
adjusted. We also found that this approach increased the footprint
of the vehicle, raised potential safety concerns and was prone to
damage. In some cases, the target had to be completely removed
to allow for taller crops. In general, it would be a challenge to uni-
versally cater for all possible crop heights with a single configura-
tion. Another consideration is the loss of pixels where the target is
in view. On some fields, uneven ground caused excessive swing,
sometimes even moving the target out of view (as can be seen
by the spikes in Fig. 8). Furthermore, as shown in Table 1, there
are a number of occasions where the reference target was com-
pletely saturated (although the majority of vegetation/soil data
were not saturated). This can be avoided in the field by adjusting
the exposure, lens aperture and/or reflectance of the target itself,
however, there is a trade-off, as signal to noise ratio (SNR) is
reduced as the aperture or target reflectance is decreased in low
light conditions. Alternatively a downwelling illumination sensor
may be considered (e.g. Deery et al. (2014) and Kuusk and Kuusk
(2010)), which introduces increased cost and complexity as previ-
ously discussed.

A next best alternative is to image reference panels in close suc-
cession (INT-x) and interpolate (as in Suomalainen et al. (2014)).
This is also tedious and time consuming, as targets need to be man-
ually placed on the ground in line with the intervals (which could
correspond to the end of rows, for example). If shorter intervals
cannot be maintained, accuracy will deteriorate as sudden changes
in illumination are not captured.

On the other hand, field protocols based on the subspace model
reflectance extraction method (LOGSEP) can provide a convenient
alternative that avoids many of the aforementioned shortcomings.
If no historical reference data are available, we have shown that
LOGSEP can perform well when only a few separate (P6) reference
panel (and therefore both illumination and reflectance) samples
are acquired from each field that is being scanned (LOGSEP-M).
This would require operators to monitor conditions (visually or
with a light meter, for instance) and image reference targets when
lighting has changed significantly. It is important to capture as
much lighting variation as possible. We have shown that by com-
bining training samples from datasets with differing lighting
conditions, illumination compensation is possible for a wider range
of environmental illumination.

If historical illumination and reflectance spectra spanning a
wide range of lighting conditions is available, no further in-field
training samples are necessary. It would therefore be possible to
compile a training set of illumination and reflectance spectra based
on previously acquired data. No additional calibration panel mea-
surements would be required, which carries several advantages.
The complexity of the system is reduced, because no mounted

panels or additional downwelling sensors are required. Completely
autonomous operation is made possible, because there is no need
to manually place reference panels on the ground, increasing con-
venience for operators, which is an important factor both for
research and commercial applications. In addition, with the excep-
tion of a continuously imaged panel, all other reference panel
methods require the extraction of reference measurements as a
post processing step. A pre-trained system based on prior training
spectra enables processing of pixels as they are acquired, allowing
real time reflectance retrieval. An additional benefit is that com-
pensation can be performed retrospectively on datasets where a
reference target was not available. In contrast to approaches that
utilise radiative transfer codes (e.g. Berk et al. (1999) and Qu
et al. (2001)), specific atmospheric parameters and their variation
with time do not need to be known or estimated explicitly when
using LOGSEP.

6. Conclusions

This work examined the use of an unmanned ground vehicle
(UGV) for acquiring large quantities of high resolution hyperspec-
tral data of agricultural crops, and compensating for natural
illumination variation, in order to retrieve surface reflectance. A
previously introduced fast logarithm subspace method for
reflectance and illumination extraction was employed and tested
against more traditional approaches using reference target panels.
We demonstrated that the new approach competes well with
frequently (every 30 s) interpolated illumination spectra, while
requiring far fewer reference readings. In light of this, we com-
pared and recommended a number of in field policies to obtain
appropriate data for the various correction methods. Our experi-
ments show that calibration can be achieved with only six calibra-
tion target readings per continuous scan of 60 min. Furthermore,
we show that it is possible to train a dataset entirely on historical
data, which could allow compensation for lighting changes with-
out any further in field reference data. Future work will validate
this idea with a wider array of data in order to understand how a
training set would be optimally compiled.
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Chapter 4

Geometric Calibration

One of the most common types of hyperspectral sensor are line scanning cameras,
which acquire a single row of pixels per exposure. Line scanning cameras are preva-
lent in both remote sensing [304, 23] and industrial inspection [156, 45, 215], and
allow capturing images at higher frame rates or spatial resolution [152]. However,
as outlined in Section 2.3.1, accurate georeferencing of line scan data is challenging.
Direct georeferencing requires accurate camera pose estimates in the world frame.
For systems that use an accurate navigation system (e.g. real time kinematic global
positioning system and inertial navigation system (RTK-GPS-INS)), the fixed rela-
tive pose of the camera with respect to the platform or vehicle must be determined.
The full 6 degrees of freedom (DOF) relative camera pose solution is often referred
to as lever-arm lengths (position) and boresight angles (orientation).

A number of existing solutions for determining a line scanning camera’s pose were
discussed in Section 2.3.2. However, when using such cameras on mobile ground ve-
hicles, these approaches can be cumbersome. For example, some methods require the
use of ground control points (GCPs), which are difficult to obtain with the accuracy
required when scanning in close proximity. Many methods, particularly in the re-
mote sensing literature, focus on orientation and measure positional offsets by hand,
but greater accuracy is required in proximal sensing applications. In ground based
implementations, it is also advantageous to minimise the space required to perform
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calibration, as it is more difficult to obtain data over large areas and obstacles are a
greater consideration.

With the aim to address these concerns, this chapter provides a practical approach for
determining the relative pose of a line scanning camera when operating aboard mobile
ground vehicles. It requires a calibration pattern with a number of visually distinct
points, whose dimensions do not need to be known. This calibration pattern needs
to be imaged from a variety of vehicle positions and orientations. After manually
labelling the pattern points in the line scan data, the algorithm then uses information
from the on board navigation system to estimate the 3D pattern point locations and
computes reprojection errors. Taking into account uncertainties of the system in the
form of covariance matrices, including those provided by the navigation system, a
likelihood is then computed. This likelihood is then iteratively minimised by varying
the 6 DOF rigid relative camera offset.

In addition to providing an estimate of the relative camera pose, an Markov Chain
Monte Carlo (MCMC) algorithm is used to explore the likelihood in the 6 DOF space
surrounding the solution, allowing the calculation of its uncertainty. The resulting
covariance matrix can be propagated in subsequent georeferencing operations to esti-
mate mapping uncertainty. The approach was validated using data from two different
mobile platforms with geometrically differing mounting configurations. The resulting
solutions are then visualised in several novel ways, adding to the contributions of this
thesis.



sensors

Article

Extrinsic Parameter Calibration for Line Scanning
Cameras on Ground Vehicles with Navigation
Systems Using a Calibration Pattern

Alexander Wendel * ID and James Underwood ID

The Australian Centre for Field Robotics (ACFR), Department of Aerospace, Mechanical and Mechatronic
Engineering (AMME), The University of Sydney, Sydney, NSW 2006, Australia; j.underwood@acfr.usyd.edu.au
* Correspondence: a.wendel@acfr.usyd.edu.au; Tel.: +61-2-9114-0895

Received: 1 September 2017; Accepted: 25 October 2017; Published: 30 October 2017

Abstract: Line scanning cameras, which capture only a single line of pixels, have been increasingly
used in ground based mobile or robotic platforms. In applications where it is advantageous to directly
georeference the camera data to world coordinates, an accurate estimate of the camera’s 6D pose
is required. This paper focuses on the common case where a mobile platform is equipped with a
rigidly mounted line scanning camera, whose pose is unknown, and a navigation system providing
vehicle body pose estimates. We propose a novel method that estimates the camera’s pose relative to
the navigation system. The approach involves imaging and manually labelling a calibration pattern
with distinctly identifiable points, triangulating these points from camera and navigation system
data and reprojecting them in order to compute a likelihood, which is maximised to estimate the
6D camera pose. Additionally, a Markov Chain Monte Carlo (MCMC) algorithm is used to estimate
the uncertainty of the offset. Tested on two different platforms, the method was able to estimate the
pose to within 0.06 m/1.05◦ and 0.18 m/2.39◦. We also propose several approaches to displaying and
interpreting the 6D results in a human readable way.

Keywords: line scan cameras; extrinsic calibration; camera pose; navigation system; GPS; ground
vehicles; georeferencing

1. Introduction

Line scanning (also 1D or linear) cameras, which produce a single line of pixels for each exposure,
have been used widely in areas such as remote sensing [1,2] and industrial inspection [3–5]. While 2D
frame cameras offer the benefit of imaging a larger scene with each exposure, linescan cameras allow
capturing of images at higher frame rates or spatial resolution [6]. One specific but common example
is hyperspectral line scanning cameras, which provide both high spatial and spectral resolution.
Many applications require accurate and direct determination of the real world coordinates of line scan
image data, also known as georeferencing or mapping. This requires precise calibration of the sensor’s
intrinsic (e.g., focal length and principal point) and extrinsic parameters (i.e., camera pose with respect
to the vehicle body frame). In the remote sensing literature, determination of extrinsic parameters is
known as lever arm (translation) and boresight (orientation) alignment. More recently line scanning
cameras have also been studied for low altitude unmanned aerial vehicle (UAV) and mobile ground
based applications [7–10], but there are fewer studies addressing the extrinsic calibration requirements
that closer proximity to the scene implies. Requirements include obtaining a 6 degree of freedom (DOF)
extrinsic parameter solution including translation, which has a greater influence on mapping when
proximal; avoiding ground control points (GCPs), which need to be more accurately geolocated when
viewed from nearby; and a need for smaller survey areas for calibration, because it is more difficult to
obtain data over large areas with mobile ground vehicles. This paper addresses these requirements by
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providing a novel method to estimate line scanning camera pose with respect to the platform body
frame, where the location and orientation of the platform is itself provided in world coordinates from
a navigation system. The method uses the data from the navigation and line scanning camera only,
avoiding the need for auxiliary sensors.

Extrinsic calibration for 2D frame cameras has been studied extensively due to their ubiquitous
use across many different fields, and established solutions exist [11–14]. Calibration of 1D cameras
has not received as much attention. Methods can be loosely grouped into two categories: scan-based
calibration and line-based calibration [6]. Scan-based calibration requires an accurate rig with a linear
actuator that moves the camera orthogonally to the line scan at a constant speed over a calibration
pattern, such as a checker board [15,16]. This method is suitable for industrial inspection applications
in a controlled laboratory or factory setting, where a linear actuator, manipulator arm or other rig is
capable of moving the sensor through a precisely specified trajectory. Line-based calibration methods,
on the other hand, allow calibration from a single line scan of a 3D target with a carefully designed
pattern of lines [17,18]. Line-based approaches require that the dimensions of the calibration pattern
are known precisely, and that the whole pattern has been imaged in one exposure. Recently, a variation
of this method using multiple line scans of a planar calibration pattern has been proposed [19], and the
use of an additional auxiliary frame camera has also been explored [6,20]. All the aforementioned
approaches are suitable for well controlled environments: for scan-based calibration the movement of
the sensor needs to be accurately controlled, while for line-based methods, the position of the pattern
with respect to the sensor is critical. However, in a mobile ground based field platform, where the camera is
rigidly mounted in a particular position to the platform, it is difficult to meet either of those requirements.

In previous methods, extrinsic parameters are usually determined with respect to the calibration
pattern or an auxiliary frame camera. Therefore to determine the camera to navigation system
transform either requires accurate knowledge of a pattern or points in world coordinates or an
additional step such as “hand-eye” calibration [21]. Hand-eye calibration involves determining the
transformation from a camera to an end effector (a robotic hand for instance), where these are rigidly
linked, and is a thoroughly covered topic in the robotics literature. The problem is generally solved
by imaging a calibration pattern from many different locations, where the transformations between
the different end effector positions and camera to calibration pattern transformations are known
using standard frame camera calibration techniques. Comparisons can be made with the problem in
this paper, where the navigation system positions (and therefore any transformations between them)
are known, and camera to calibration pattern transformations can be determined using any of the
previously discussed methods.

As remote sensing most commonly involves imaging from an aerial or satellite platform, translation
(lever arm) offsets have a smaller effect on imaging accuracy, and can be measured manually [22,23].
Accurately geolocated GCPs are commonly used to determine boresight alignment [24], which can
also be adopted for ground based applications [25]. Efforts have been made to avoid the use of
GCPs, by detecting points of interest in separate scans of the same area and determining their 3D
position using a known digital elevation model (DEM) [22]. Similarly, non-surveyed tie-points between
overlapping acquisition runs have been used in combination with bundle adjustment to determine
boresight parameters [26]. The use of GCPs has also been combined with DEMs to improve accuracy
and allow self-calibration [27]. Frame cameras have been used to aid in determination of boresight
misalignments [28], and additionally in combination with a DEM [29]. Frame camera images have
also been used to improve the geometric characteristics of processed hyperspectral linescan images
from a UAV [30].

This paper provides a method for the determination of the relative 6 DOF pose of a rigidly
mounted line scanning camera with respect to a navigation system on a ground based mobile platform.
With this approach many of the previously outlined requirements and limitations are mitigated:

• The dimensions of the calibration pattern do not need to be known, and so it does not need to be
printed to any particular accuracy, nor even measured.
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• GCPs do not need to be surveyed.
• Auxiliary sensors, such as 2D frame cameras, are not required to aid the calibration.
• A single, compact calibration pattern can be used rather than widely distributed GCPs.
• Translational (lever arm) offsets are determined in addition to rotations (boresight), due to their

increased significance when at close proximity to the scene.

The remainder of the paper is organised as follows. In Section 2 the theory of the proposed method
is outlined in detail. Then Section 3 provides practical implementation details and the experimental
method. Experimental results using the Ladybird and Shrimp robotic platforms are produced and
discussed in Sections 4 and 5.

2. Overview of Approach

In this section, the theoretical approach used for estimating the camera pose with respect to
the platform body is outlined in detail. Initially, an overview of the line scanning camera model is
provided, which is an adaptation of the widely used pinhole model. This allows defining lines or rays
in 3D space that intersect both the camera centre and a pixel on the sensor. When combined with the
Cartesian coordinate transformations between camera, body and world frames, rays can be projected
onto a surface, and conversely a world 3D point can be reprojected to a point on the 2D sensor. It is
desirable to minimise any errors in the camera pose, as they directly affect mapping accuracy.

We propose a method that estimates the relative camera pose using image and navigation system
data. The data are obtained by moving the platform in order to observe a calibration pattern with
multiple point targets from different perspectives. The calibration pattern point locations are then
manually labelled in the image data. Starting from an initial hand measured camera pose, image
pixel locations of the observed pattern points and corresponding platform poses are combined, and
all of the resulting rays are used to triangulate the pattern point locations in world coordinates.
These point estimates are then reprojected to the sensor frame for each observation. The reprojection
error is calculated as the distance between each observed and reprojected pixel. The reprojection
error uncertainty is calculated by propagating the input uncertainties through each calculation as
variance-covariance matrices (henceforth referred to as covariance matrices for brevity). Assuming a
normal distribution of the reprojection error over input parameters, the likelihood of the data given a
relative camera pose hypothesis can be estimated. By maximising the likelihood, the six relative camera
pose parameters can be optimised. Following this, a random sampling based procedure is provided to
estimate the uncertainties of the optimal camera pose using Markov Chain Monte Carlo (MCMC).

Throughout this paper, superscripts represent the reference frame of a particular variable.
Subscripts refer to a descriptor (e.g., which pose is being referred to), axis reference, and instance
identifiers for that variable, in that order. For example, rb

c,x refers to the camera centre location along
the x axis relative to the body frame.

2.1. Line Scanning Camera Model

Using the pinhole camera model with homogeneous coordinates, a point pw = [x, y, z, 1]T in
world coordinates is projected to the camera sensor at [u, v, 1]T with the following Equation [31]:




u
v
1


 s = P




x
y
z
1


 , (1)

where s is a scale factor and P can be broken down into,

P = KRw
c
−1[I3×3| − pw

c ]. (2)
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Rw
c is the rotation matrix of the camera with respect to the world frame. Joined horizontally are

I3×3 and pw
c , which are the identity matrix and the world camera position (i.e., the camera centre

[rw
c,x, rw

c,y, rw
c,z]

T) respectively. K is the intrinsic camera matrix:

K =




f 0 u0

0 f v0

0 0 1


 , (3)

where f , u0 and v0 are the focal length (in pixels) and principal points respectively (we neglect skew
because there is only one spatial axis). For a line scanning camera, we assume that v0 = 0 and so
it follows that for a 3D world point to be visible in the 1D pixel array, it must be located near the
plane that intersects the scan line on the sensor (i.e., where v = 0) and the camera centre (focal point).
How closely a point must be located to that plane depends on the instantaneous field of view (IFOV)
and distance from the sensor. The IFOV is the angle over which each pixel is sensitive to radiation.
While linescan image data is by definition at v = 0, reprojection errors can occur in both u and v as
will be shown later. Therefore, even though the model allows for two spatial dimensions on the image
sensor, it describes the projection of points for individual 1D line scan frames only.

Each pixel point [u, v, 1]T maps to a ray or line in 3D space, which connects the sensor pixel,
camera centre and object being viewed. While that ray may be defined by any two points that lie on it,
the following are mathematically convenient to obtain: the camera centre pw

c and pw
s = P+[u, v, 1]T ,

where P+ is the pseudo-inverse of P [31].

2.2. Rotation and Transform Conventions

In this paper, we use both Euler and axis-angle conventions to represent rotations compactly.
The navigation system on the platforms used in this work provide platform pose estimates
using the Euler zyx intrinsic convention (also known as Tait-Bryan or yaw-pitch-roll), which are
represented as [φx, φy, φz], and may be converted to rotation matrices as per Berner [32] or Section 3.1
in Underwood [33]. While Euler angle representations are commonly used in robotics applications,
they present the following ambiguities. Some different combinations of φx φy and φz can represent the
same rotation [34]. Similarly, a small freedom of rotation about a non-orthogonal axis can result in a
large correlated degree of freedom spread over two Euler angles, which is difficult to interpret when
estimating parameter uncertainty. For these reasons, while navigation and hand measured pose data
is provided as Euler angles, we favour the axis-angle representation for all internal calculations and
results. An axis-angle rotation is given as a unit length vector e and a rotation θ around it:

(θ, e) =


θ,




ex

ey

ez





 . (4)

Since rotations only have three degrees of freedom, an axis-angle rotation may be expressed as a
length three vector:

θe =




θex

θey

θez


 . (5)

Axis-angle rotations may be converted to rotation matrices as follows [32]:

R =
[
I3x3 + sin(θ)Sn + (1− cos(θ))S2

n

]
, (6)

where
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Sn =




0 −ez ey

ez 0 −ex

−ey ex 0


 . (7)

A complete 6 DOF pose transform can be compactly represented with the three translation and
three orientation parameters:

t = [rx, ry, rz, φx, φy, φz]
T , (8)

or

t = [rx, ry, rz, θex, θey, θez]
T , (9)

depending on whether Euler or axis-angle conventions are used. The pose transforms of importance
in this paper are the world to platform body transform tw

b , platform body to camera transform tb
c , and,

combining these, the world to camera transform tw
c (see Figure 1). Note the sub- and superscripts:

e.g., tb
c denotes the translation and rotation of the camera axes with respect to the platform body.

By splitting the world pose of the camera tw
c into a combination of the body pose tw

b and the
camera relative pose tb

c , P from Equation (2) can be shown as a function of the camera rotation and
translation with respect to the body frame Rb

c and pb
c , and platform body rotation and translation with

respect to the world frame Rw
b and pw

b :

P = K
(

Rb
c
−1

[I3×3| − pb
c ]
)([ Rw

b
−1 0

0 1

][
I3×3 −pw

b
0 1

])
(10)

In our case, Rw
b and pw

b are provided by the navigation system, and Rb
c and pb

c are the relative
camera pose parameters we would like to estimate.

Figure 1. Summary of transforms referenced in this paper.
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2.3. Estimation of Calibration Pattern Points

The first step of the proposed method involves estimating the location of calibration pattern points
in world coordinates, as these are unknown and must be computed from the data. As shown in Figure 2,
rays are calculated for each pixel observation of each calibration pattern point, given the concurrent
navigation system solution and camera pose proposal. Average point locations are determined by
triangulating all rays corresponding to the same calibration pattern point. Uncertainties for all inputs
(pixel locations, navigation solutions and intrinsics) in the form of covariance matrices are propagated
using the Jacobian of the point calculation function, yielding an uncertainty estimate (covariance
matrix) for each calibration point estimate.

Estimate target 
pattern point

Project ray 
from pixel observation

Reproject ray from
estimated point

Compute reprojection 
error

1

2

3

4

Figure 2. Method summary. Rays corresponding to individual calibration pattern point observations
are determined from pixel observations and camera poses. Calibration pattern point locations are then
triangulated from all rays, and subsequently reprojected to the camera sensor. A reprojection error can
then be computed by calculating the difference between the reprojected point and the pixel observation.
Uncertainties are propagated through at each step, which facilitates the calculation of the uncertainty
for the reprojection error, and subsequently a likelihood value, which is maximised by the optimiser.

The proposed method starts with repeated imaging of points that can be uniquely identified.
The use of a regular calibration pattern ensures points can be easily distinguished and is therefore
recommended. The location of each pattern point pw

k for k ∈ {1, 2, ..., M} is estimated from all of its
observation rays i ∈ {1, 2, ..., N}. There are M points on the calibration pattern and the whole pattern
is viewed N times. For each point, we calculate the nearest points between all pairs of observation
rays (i, j) and apply a weighted average. Nearest points between rays are calculated as follows [35]:

pw
k,ij =pw

c,k,i+

(pw
c,k,j − pw

c,k,i) · nk,ij

(pw
s,k,i − pw

c,k,i) · nk,ij
(pw

s,k,i − pw
c,k,i),

(11)

where

nk,ij =(pw
s,k,j − pw

c,k,j)×
[(pw

s,k,i − pw
c,k,i)× (pw

s,k,j − pw
c,k,j)].

(12)
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We could estimate pw
k as the unweighted mean of all pw

k,ij for a given pattern point k, but some
estimates are more certain than others given the conditions of how they were measured. A more
accurate estimate is obtained using a weighted average according to the uncertainty. The uncertainty
of each point pw

k,ij can be obtained by computing its Jacobian Jpw
k,ij

with respect to all input values.
Also required are the uncertainties of the pixel and platform pose observations for each ray, expressed
as covariance matrices, Quv,k,i, Qtw

b,k,i
, Quv,k,j and Qtw

b,k,j
, as well as intrinsic and extrinsic parameter

covariances, Qint and Qtb
c
. Although line scan cameras have only one pixel coordinate (u), there is

also uncertainty in the second coordinate v, because a point elicits a pixel response if it is located
within the camera’s IFOV, not necessarily directly on the scan line. Qint and Qtb

c
contain variances and

covariances of the intrinsic camera parameters and the relative camera pose respectively. All the input
covariance matrices are combined into one matrix Qk,ij:

Qk,ij =




Quv,k,i 0 0 0 0 0
0 Qtw

b,k,i
0 0 0 0

0 0 Quv,k,j 0 0 0
0 0 0 Qtw

b,k,j
0 0

0 0 0 0 Qint 0
0 0 0 0 0 Qtb

c




. (13)

No correlation between the navigation solutions of the two rays is assumed, which is reasonable
if the two observations are sufficiently separated in time. Qk,ij and Jpw

k,ij
can now be used to compute

the uncertainty of pw
k,ij (Equation (11)) as covariance matrix Σpw

k,ij
:

Σpw
k,ij

= Jpw
k,ij

Qk,ijJ
T
pw

k,ij
. (14)

Because we wish to estimate both tb
c and Qtb

c
with respect to all error sources other than the camera

pose, we set all elements of the 6× 6 covariance matrix Qtb
c

to zero temporarily [33,36]. Each point pw
k

on the calibration pattern can then be estimated by computing an average that is weighted according
to the covariances [37]:

Wk,ij = Σ−1
pw

k,ij
, (15)

Σp̂w
k
=

(
N

∑
i

N

∑
j

Wk,ij

)−1

, (16)

p̂w
k = Σp̂w

k

(
N

∑
i

N

∑
j

Wk,ijp
w
k,ij

)
. (17)

This ensures that the contribution of each closest point for each ray pair (pw
k,ij) is weighted

according to its certainty, taking into account navigation system uncertainty or challenging viewpoint
geometry (such as a small angle between the two rays).

2.4. Calculation of Reprojection Error and Likelihood Optimisation

Once estimates and uncertainties of each calibration pattern point have been obtained, they are
reprojected to the camera for each observation, which allows calculating an error between each of the
observed pixel locations and the reprojected pixels (see Figure 2). The uncertainties of all inputs and
calibration pattern point estimates are also propagated through, which yields an uncertainty value for
each reprojection error. This enables the calculation of an overall likelihood value of the data given a
camera pose proposal. The optimiser maximises this likelihood by varying the camera pose to arrive
at an estimate.
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For each observation i, p̂w
k can be reprojected according to Equation (1), given a tb

c and
corresponding navigation system solution tw

b,k,i. The reprojection error is calculated as the Euclidean
distance between the reprojected and observed pixel locations:

ek,i =
√
(uk,i − ûk,i)2 + (vk,i − v̂k,i)2. (18)

The reprojection is two dimensional, because non-optimal tb
c can result in reprojected pixels that

deviate from the one dimensional scan line (v̂k,i 6= 0), but vk,i is assumed to be 0. The variance of the
reprojection error can also be computed using the input covariance matrix and Jacobian jek,i :

σ2
ek,i

= jT
ek,i

Qk,ijek,i , (19)

where

Qk,i =




Σp̂w
k,l

0 0 0 0

0 Quv,k,i 0 0 0
0 0 Qtw

b,k,i
0 0

0 0 0 Qint 0
0 0 0 0 Qtb

c




. (20)

The Jacobian jek,i is lower case because it is only one dimensional in this instance, since ek,i is a
scalar value. As in Equation (13), we again set all elements of Qtb

c
to zero. The log likelihood of a

transform tb
c given the observations can then be estimated as,

logΛ = −
M

∑
k

N

∑
i

e2
k,i

2σ2
ek,i

. (21)

The objective is to maximise logΛ, by varying the 6-DOF tb
c vector. This can be achieved using

standard optimisation methods to minimise the negative log likelihood:

argmin
tb
c

− logΛ = argmin
tb
c

M

∑
k

N

∑
i

e2
k,i

2σ2
ek,i

, (22)

logΛ is fully recalculated at each optimisation iteration, which includes the triangulation of
calibration pattern points and calculation of their reprojection error.

2.5. Variance-Covariance Matrix Estimation

Once the relative camera pose tb
c has been determined, it is desirable to approximate the covariance

matrix of the solution, which provides an estimate of how uncertain the six relative camera pose
parameters are. In combination with covariances of other parameters, such as the navigation system
solution, this also allows mapping accuracy to be quantified. In other words, the result provides values
for Qtb

c
, completing the full covariance matrix (see Equation (29) in Section 3.6). Note that all elements

of Qtb
c

are set to zero for its estimation and optimisation, as previously mentioned in Sections 2.3 and 2.4.
The proposed approach is based on similar work done with lidar sensors [33,36], but the

details differ because 1D cameras do not directly provide depth information. We propose a random
sampling based method, where a set of sample sensor to body transforms are selected using a MCMC
algorithm [38], which differs from the Monte Carlo (MC) importance sampling approach in [33,36].
This provides greater sampling efficiency and avoids the need to manually define a sampling region.
The algorithm is guided by the likelihood of each relative camera pose sample, which governs the
selection of the next sample.

There are several MCMC variations, but they all share the property that each sample is selected
based on the previous. For a large number of samples, the distribution tends towards the probability
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distribution that is being sampled from (i.e., Λ in this paper) [39]. For further details about MCMC
sampling, the reader is referred to the numerous resources available on the topic [38,39]. The MCMC
algorithm provides a list of samples {tb

c,1, tb
c,2, ..., tb

c,l , ..., tb
c,r}, which are distributed according to Λ,

from which the covariance can be computed as:

Qtb
c * =

1
r− 1

r

∑
l=1

(
tb
c,l − t̄b

c

) (
tb
c,l − t̄b

c

)T
, (23)

where

t̄b
c =

1
r

r

∑
l=1

tb
c,l , (24)

3. Materials and Methods

This section outlines the equipment and methods used to obtain the data and analyse the
results. A planar calibration pattern was placed in the environment and imaged from several different
orientations using a line scanning camera mounted to two different ground based robotic platforms.
A navigation system mounted to each platform recorded the 6 DOF position and orientation of the
platforms (tw

b = [rw
b,x, rw

b,y, rw
b,z, φw

b,x, φw
b,y, φw

b,z]) throughout the acquisition period. Image pixel locations
of calibration pattern points and matching robot poses were then used to estimate the relative camera
pose using an iterative optimisation algorithm. Finally, the uncertainty of the camera pose estimate in
the form of a covariance matrix was approximated using MCMC.

First the ground based mobile platforms and associated sensors used to acquire data are
introduced, followed by a description of the data acquisition process and extraction of pattern point
observations. The implementation of the method presented in Section 2 is outlined, which includes the
optimisation and an outlier removal process. Methods for mapping image data and comparing camera
poses are presented, as required for the analysis of the results, and a method is presented to calculate
the basin of attraction, to assess the sensitivity of the process to the initial camera pose.

3.1. Mobile Sensing Platforms

A line scanning hyperspectral camera was mounted to two different robotic platforms, Ladybird
and Shrimp (Figure 3). Both were designed and built at the Australian Centre for Field Robotics (ACFR) at
The University of Sydney as flexible tools to support a range of research applications [40–45]. The sensor
suite on both platforms includes a real time kinematic (RTK)/global positioning system (GPS)/inertial
navigation system (INS), which provides platform pose and covariance estimates (details in Table 1).
The GPS units on both platforms are identical, but the Shrimp platform uses a lower grade inertial
measurement unit (IMU) than the Ladybird platform.

Line scan image data were acquired with a Resonon Pika II visible to near infrared (VNIR) line
scanning camera that was mounted to the Ladybird and Shrimp robots in a push broom configuration.
For the Ladybird, the camera was oriented such that the scan line is horizontal, pitched down for
scanning the ground surface (Figure 3a). On Shrimp, the camera was mounted such that the scan line
is vertical, and pitched upwards slightly to allow scanning of upright objects (Figure 3b). The camera
produces hyperspectral images of 648 spatial by 244 spectral pixels (spectral resolution of 2 nm from
390.9–887.4 nm) at a rate of 133 frames per second and native bit depth of 12. For the purposes of this
paper, the spectral dimension was averaged to produce 648 pixel monochrome scan lines. Apart from
this averaging step, the method described in this paper is not particular to hyperspectral cameras
and may be applied equally to other types of line scanning imagers. Schneider Cinegon 6 mm and
8 mm objective lenses were used for Shrimp and Ladybird respectively, and manually focused with a
checker board at the typical distance to the scene. The principal point of the camera/lens combination
was assumed to be at the centre of the line scan (u0 = 323), the focal length was assumed to be as
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per the manufacturer supplied measurements (see Table 1), and distortion was assumed to be zero.
Hand measured pose estimates and manufacturer supplied lens details are shown in Table 1.

Ladybird Autonomous
Robotic Platform

Resonon Pika II Hyperspectral CameraGPS

INS

Direction of travel

(a) Ladybird robotic platform

Resonon Pika II Hyperspectral Camera

GPS

INS

Shrimp Autonomous
Robotic Platform

Direction of Travel:
In and Out of Page

(b) Shrimp robotic platform

Figure 3. The Ladybird (a) and Shrimp (b) robotic platforms and sensor configurations.

Table 1. Platform configurations.

Ladybird Shrimp

Manually Measured Camera Pose tb
c

rb
c,x , rb

c,y, rb
c,z (m) 0.2, 0.0,−0.8 0.0,−0.2,−0.5

φb
c,x , φb

c,y, φb
c,z (◦) −56.0, 0.0,−90.0 0.0, 105.0,−90.0

Camera Lens Details

Manufacturer Schneider Schneider
Model Cinegon 8 mm Cinegon 6 mm
Focal length 8.2 mm 6.2 mm
Approx. aperture f/2.5 f/3.0
IFOV 1.88 mrad 2.5 mrad

Navigation System Details

Manufacturer Novatel Novatel
GPS receiver ProPak-G2plus ProPak-G2plus
IMU Honeywell HG1700 IMU-CPT

Initial pose estimates were measured by hand with the mobile platforms on a level surface using
measuring tape for translational offsets, and a digital inclinometer (SPI Pro 3600) for angular offsets
around the robots’ horizontal x and y axes. Angular offsets around the robots’ vertical z axis were
assumed to be the intended mounting orientations, which are in increments of 90◦ for both platforms.
Note that if the camera is mounted at angles that are clearly not in 90◦ increments, referring to a CAD
model is recommended. Hand measured translation parameters (rb

c,x, rb
c,y and rb

c,z) were assumed to
have a standard deviation (σ) of 0.1 m and orientation parameters (φb

c,x, φb
c,y and φb

c,z) were assumed to
have a σ of 2◦.

3.2. Data Acquisition

A calibration pattern with 15 points arranged in a 3 × 5 pattern was printed to an A1 size sheet
of paper and mounted to a flat rigid plywood board (see Figure 4c). The pattern was designed to
maximise contrast for efficient extraction of pattern points. A corner shape was added to one side of
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the pattern to facilitate unique identification of each point. It is not necessary to know the pattern’s
dimensions for recovery of the platform to camera pose, as each point is treated independently during
the calibration. This also means that theoretically a single point with sufficient observations could be
used for calibration. However, we added more pattern points since there is no significant practical
cost, efficiently increasing the amount of data obtained. For the Ladybird platform, the pattern board
was placed on relatively flat ground (see Figure 4a). As shown in Figure 5, the pattern was scanned
from several directions around a circle with the calibration pattern in the centre. Two types of scans
were performed, one with the robot’s wheels flat on the ground and one with one side of the robot
elevated by driving over an aluminium channel. This raised two of the wheels by approximately
100 mm, inducing a roll of approximately 4◦. For the Shrimp platform, the same calibration pattern
was mounted to a ladder in an approximately vertical orientation (see Figure 4b). In this case data
were acquired next to a hill with various orientations and positions with respect the pattern, where the
hill caused continuously variable roll and pitch, up to approx. 17◦ (see Figure 5b). For both platforms,
body orientation was intentionally varied as much as possible in an attempt to maximise observability
of parameters [33]. The robots were manually operated throughout the acquisition period, and care
was taken to move slowly and smoothly while the calibration pattern was imaged.

(a) Ladybird data acquisition (b) Shrimp data acquisition

151.1 151.1151.1151.1

166.9

166.9

(c) Calibration pattern

Figure 4. Data acquisition configuration and location for Ladybird (a) and Shrimp (b). The calibration
pattern used in both instances is shown in (c). Dimensions are in mm. The centre dots are 10 mm in
diameter, sized to be as small as possible while still being visible in the image data in order to maximise
labelling accuracy. The outer rings help with locating the points in the data for labelling, and are
75–120 mm, inner to outer diameter. Note that these dimensions do not need to be known for the
optimisation procedure, nor is it necessary to print them in any particular strict arrangement, though a
regular pattern is recommended to allow easy identification of each point.

All data was timestamped allowing association between individual scan lines and platform
pose solutions. Localisation uncertainties reported by the navigation system are shown in Table 2
as median standard deviations (i.e., square root of the diagonals of the covariance matrices only) for
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the acquisition runs, which illustrates that the navigation system in the Ladybird platform is able to
provide body pose estimates with much greater certainty than the navigation system on Shrimp, due
to the higher grade IMU.

Table 2. Median navigation system uncertainties as 1 standard deviation.

Platform σrw
b,x

(m) σrw
b,y

(m) σrw
b,z

(m) σφw
b,x

(◦) σφw
b,y

(◦) σφw
b,z

(◦)

Ladybird 1.052× 10−2 1.305× 10−2 1.118× 10−2 2.362× 10−1 2.636× 10−1 1.053× 10−1

Shrimp 4.520× 10−2 4.369× 10−2 4.887× 10−2 7.534× 10−1 7.284× 10−1 8.416× 10−1
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Figure 5. Top down view of platform positions (from navigation system) during each observation of
the calibration pattern for Ladybird (a) and Shrimp (b). Each observation provides a complete view of
all points on the calibration pattern, as well as concurrent navigation system solutions. The calibration
pattern points are indicated with blue dots. The observation runs are numbered, and coloured according

to the norm of vehicle body pitch and roll (i.e.,
√

φw
b,x

2 + φw
b,y

2), as indicated by the colour bars in
degrees. Note that in (b) the calibration pattern was upright (mounted to a ladder), which is why the
points appear more closely clustered from the top-down perspective. Some of the observation runs
appear very short in (b). This is because in these instances the platform scanned the pattern by rotating
on the spot.

3.3. Pattern Pixel Extraction

Approximate pixel locations of points on the calibration pattern were selected manually by
appending successive line scans to form a rectangular image and selecting individual pattern points in
order (see Figures 6 and 7). Note that line scans were concatenated naively, ignoring camera or body
pose data (i.e., not mapped or georeferenced). This worked well for this purpose, because the platforms
were moved slowly and smoothly while the calibration pattern was scanned. Particular care was
taken to ensure that point ID numbers were consistent for all observations of the calibration pattern.
Pixel locations were then refined to sub pixel precision by extracting a 10× 10 patch around the selected
points and resizing it to 100× 100 pixels using bi-cubic interpolation. The intensity peak closest to
the centre was taken as the pattern point pixel location. Along-track, the closest time stamp was used
to obtain the corresponding navigation solution. This provides pixel position uk,i and platform pose
[rw

b,x, rw
b,y, rw

b,z, φw
b,x, φw

b,y, φw
b,z]

T, which are necessary for calibration according to Equation (22).
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Along-track (successive line scans appended in time)

Cross-track 
(single line scans)

Figure 6. Example grey scale image obtained by appending successive line scans from Ladybird
(without pose compensation). A single view of all points on the calibration pattern is referred to as
an observation in this paper, including concurrent navigation system data. The red box indicates
one such observation, shown as a more detailed close-up view in Figure 7. The two views of the
calibration pattern shown in this figure were obtained by driving the platform forward, producing the
first view, and then backwards, giving the second view, which is therefore a mirrored version of the
first. The second view appears more stretched because it was scanned more slowly, generating more
line scans, given the same fixed frame rate. Note that the observations shown in Figure 5a only include
one observation from each forward-reverse pair, because they provide almost the same information
(i.e., similar navigation system solutions).

Along-track (successive line scans appended in time)

Cross-track
(single line scans)

Numbered pattern point observations

Figure 7. Close-up view of the observation indicated in Figure 6, showing manually labelled calibration
point locations (white crosses) with ID numbers. Each 648 pixel line scan is vertical and concatenated
horizontally. A similar image was generated for each observation of the calibration pattern prior to
manually labelling each point. Care was taken to ensure the numbering scheme remained consistent
for all observations of the pattern.

3.4. Optimisation and Uncertainty Estimation

Optimisation was performed using the Powell optimiser algorithm provided by the SciPy
python package [46,47]. While other optimisers may be suitable for this task, as long as they
minimize a scalar (negative log likelihood), while varying a vector (relative camera pose), the Powell
algorithm achieved acceptable performance with the following tolerance values: tolx = 1× 10−5

and f tol = 1× 10−8. The objective function that was provided to the optimiser takes the relative
camera pose parameters (tb

c = [rb
c,x, rb

c,y, rb
c,z, θb

c eb
c,x, θb

c eb
c,y, θb

c eb
c,z]

T) and computes the negative log
likelihood −logΛ (see Equation (22)) given all pixel locations and navigation system solutions.
The optimiser repeatedly calls this function, updating tb

c in order to find a relative camera pose
tb
c* that minimises −logΛ.

As described in Section 2.5 we use MCMC to estimate uncertainties in the form of a
covariance matrix. MCMC was performed with the emcee python package [38], which was given
a function that computes the log likelihood (Equation (21)). The algorithm was initialised with the
previously optimised relative camera pose tb

c*, and run with 250 walkers and 100 iterations, yielding
25,000 samples. A burn in run was also performed with 100 iterations to allow the function to explore
the local region prior to performing the actual sampling run. Each sample represents one hypothetical
parameter vector tb

c . The distribution of the samples generated by the MCMC algorithm correspond to
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logΛ, so the uncertainty of the relative camera pose estimate, Qtb
c *, can be estimated by computing

Equation (23).
For all calculations of logΛ, 6×6 covariances for the platform pose were provided by the

navigation system at each time stamp. It was assumed that a u pixel point location could be estimated
to within one standard deviation of 0.5 pixels (i.e., σu = 0.5 pixels). If a point is visible it must also
be within the IFOV of the sensor (see Table 1), which is approximately 2 pixels for both platforms.
We assumed this to span two standard deviations (95%), and so one standard deviation is 0.5 pixels
(σv = 0.5 pixels). Principal point and focal length were assumed to have a standard deviation of
2 pixels and 0.1 mm respectively. As previously mentioned, the uncertainty of the relative camera
pose, Qtb

c
, was temporarily set to zero (see Sections 2.3 and 2.4).

3.5. Outlier Removal

Unusually high reprojection errors were removed by an iterative process of outlier rejection.
First optimisation was performed on all observations shown in Figure 5 for each platform.
Reprojection errors, ek,i were calculated for each observation i of each pattern point k (see Equation (18)).
These were then averaged per observation:

ei =
∑M

k ek,i

M
. (25)

The observation i with the largest mean reprojection error was then removed from the data set and
the process was repeated several times (i.e., optimise, calculate reprojection error, remove observation
with largest reprojection error). The removal process may be stopped once all mean reprojection errors
are below a threshold.

3.6. Mapping

To demonstrate mapping performance, rays were projected to a plane that was fitted to
the estimated pattern point coordinates. Utilising the method in Section 2.3, the pattern points
(pw

k = [rw
k,x, rw

k,y, rw
k,z]

T) were first calculated given the data and relative camera pose . Using the general
form of the equation of a plane ax + by + cz + d = 0, a best fit plane can be found in a linear least
squares fashion (setting c = −1):

Ax = b,




rw
1,x rw

1,y 1
rw

2,x rw
2,y 1

...
...

...
rw

M,x rw
M,y 1







a
b
d


 =




rw
1,z

rw
2,z
...

rw
M,z




, (26)

where the plane parameters x can be solved for by left multiplying b with the pseudo-inverse of A, A+.
The rays for observation i of pattern point k, defined by pw

ci,k
and pw

si,k
as calculated in Section 2.1,

can then be projected to the plane by computing their point of intersection:

pw
proji,k =

([0, 0,−d/c]T − pw
ci,k

) · [a, b, c]T

(pw
si,k
− pw

ci,k
) · [a, b, c]T

. (27)

Knowing all input covariance matrices, including the covariance of the relative camera position
and orientation, as obtained using MCMC (see Section 2.5), the uncertainty of each point projection
pw

proj,i,k may also be calculated. First the partial derivatives of Equation (27) with respect to all inputs
were computed to yield the Jacobian Jpproj,i,k of the x, y and z position of each point. The uncertainty of
each projected point can then be calculated:

Σpw
proji,k

= Jpproji,k
Qk,iJ

T
pproji,k

, (28)
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where

Qi =




Quv,k,i 0 0 0
0 Qtw

b,k,i
0 0

0 0 Qint 0
0 0 0 Qtb

c


 . (29)

3.7. Comparing Poses

To assess how close a solution is to the optimal, we require a distance metric between two different
6 DOF pose transforms. As described in Section 2.2, each pose vector is composed of three translation
and three orientation parameters. Given two unique poses t1 = [r1,x, r1,y, r1,z, θ1e1,x, θ1e1,y, θ1e1,z]

T and
t2 = [r2,x, r2,y, r2,z, θ2e2,x, θ2e2,y, θ2e2,z]

T , we can compare the translation parts easily by computing their
Euclidean distance:

d1,2 =
√
(r2,x − r1,x)2 + (r2,y − r1,y)2 + (r2,z − r1,z)2. (30)

However, measuring the distance or difference between two rotations is more complicated,
and the readers are referred to Huynh [34] for an in-depth analysis of the topic. Huynh [34] presents
and recommends a number of metrics for comparing rotations. Of these, the geodesic on the unit
sphere was chosen, because it represents the magnitude of the rotation angle required to align the two
rotations, which was deemed to be an intuitive measure. It can be computed as follows:

Φ1,2 = 2 arccos(|q1 · q2|), (31)

where q1 and q2 are unit quaternion equivalents of [θ1e1,x, θ1e1,y, θ1e1,z]
T and [θ2e2,x, θ2e2,y, θ2e2,z]

T

respectively, computed as:

qi =ai + bii + cij + dik

= cos
(

θi
2

)
+ ei,x sin

(
θi
2

)
i+

ei,y sin
(

θi
2

)
j + ei,z sin

(
θi
2

)
k.

(32)

Φ1,2 can also be interpreted to be equal to the absolute value of the angular magnitude θ (in the
range [−π, π]) of the axis-angle rotation required to align the two orientations. For this reason,
the metric will be simply referred to as the axis-angle difference. Combined, d1,2 and Φ1,2 form a 2D
pose distance that is convenient for visualisation.

3.8. Basin of Attraction

Because the method in this paper requires an approximate initial camera pose, it is important
to numerically quantify how precise this initial camera pose must be to yield an accurate optimised
estimate. To measure how far an initial hand measured camera pose can be from the optimum,
while still resulting in correct global convergence, we test a set of starting conditions that are altered
by different amounts, and measure how close the optimal result is from the known global optimum.
Due to the high dimensionality of the search space, a random sub-sampling of initial poses is performed.
Deviation of initial values from the known optimum is quantified in the two dimensional pose distance
space defined in Section 3.7. The 2D space was sampled uniformly in a grid, and for each location a
6D initial parameter vector was randomly generated at the corresponding Euclidean and axis-angle
distance from the known optimal value.
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First an x, y and z translation vector was generated at random, uniformly distributed over an
equal negative to positive range for all three parameters. The vector was normalised to unity and
then multiplied by the Euclidean distance value of the corresponding grid position. The resulting
vector was added to the optimised translation parameters, yielding the initial coordinates. Similarly,
three axis-angle orientation values were randomly generated in the same way, normalised to unity
and multiplied by the corresponding axis-angle difference value at the given grid location, yielding an
axis-angle rotation. The optimised orientation parameters were then rotated by this difference rotation,
producing the initial orientation values.

This yields a set of sparse random 6 DOF samples that are uniformly spaced in terms of pose
distance from the known optimal camera pose, allowing the basin of attraction to be mapped.
Optimisation was performed for each randomly generated initial camera pose on the grid. For each
result, the Mahalanobis distance to the reference optimum was calculated, given the covariance matrix
resulting from the MCMC uncertainty estimation on the optimised parameters.

4. Results

This section presents the results of line scan camera pose estimation for two different platforms
and configurations, including outlier rejection, resulting camera pose and uncertainty, in-depth analysis
of the uncertainty, the impact of platform pose diversity on the accuracy, and finally the combined
mapping uncertainty.

4.1. Outlier Rejection

The iterative results of outlier removal based on reprojection errors are shown in Figure 8.
Each row represents an outlier removal iteration, labelled by the number of remaining observations,
where the top row includes all observations. Each column represents one of the observations from
Figure 5, where each observation is one view of all 15 points on the calibration pattern. The colour
of each cell indicates the mean reprojection error of the 15 points within the single observation of
the calibration pattern, for a particular outlier removal iteration. In each figure, the black rectangle
highlights the row with the greatest number of observations that all have mean errors less than a
5 pixel threshold. Ladybird exhibited a greater number of outliers and higher worst-case reprojection
errors than Shrimp, with 9 compared to 6 outliers respectively. This resulted in 16 inliers for Ladybird
and 14 for Shrimp.
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Figure 8. Outlier removal and average reprojection errors for (a) Ladybird and (b) Shrimp. Each row
represents an iteration as described in Section 3.5, labelled with the number of remaining observations,
and each column represents an observation of the calibration pattern as per Figure 5. White cells indicate
that an observation has been removed for that iteration. Otherwise, the cell colour indicates the mean
reprojection error in pixels for that particular observation of the calibration pattern at a given outlier
removal iteration. For example, in (a), observation No. 12 exhibited the greatest mean reprojection error
with 25 observations, and was therefore the first observation to be removed. The highlighted rectangle
points to the row with the greatest number of remaining observations with a mean reprojection error of
less than 5 pixels.
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4.2. Pose and Uncertainty Results

The relative camera pose transforms and associated uncertainties (one standard deviation) for
both platforms are shown in Table 3 before and after outlier removal. The hand measured estimate is
also shown for reference, where the tolerances reflect the difficulty of measurement. The results for the
Shrimp platform exhibit greater uncertainty compared to the Ladybird platform.

Table 3. tb
c estimates and uncertainties (axis-angle rotations).

rb
c,x (m) rb

c,y (m) rb
c,z (m) θb

c eb
c,x (rad) θb

c eb
c,y (rad) θb

c eb
c,z (rad)

Ladybird

All observations 0.147± 0.025 −0.128± 0.045 −0.630± 0.051 −0.849± 0.013 0.768± 0.015 −1.420± 0.008
16 observations 0.189± 0.032 −0.142± 0.054 −0.794± 0.057 −0.822± 0.016 0.738± 0.018 −1.429± 0.009
Hand measured 0.200± 0.100 0.000± 0.100 −0.800± 0.100 −0.762± 0.039 0.762± 0.039 −1.433± 0.037

Shrimp

All observations 0.044± 0.031 −0.133± 0.096 −0.660± 0.158 1.409± 0.018 1.400± 0.027 −1.078± 0.019
14 observations −0.010± 0.069 −0.080± 0.141 −0.579± 0.178 1.380± 0.030 1.427± 0.042 −1.093± 0.026
Hand measured 0.000± 0.100 −0.200± 0.100 −0.500± 0.100 1.399± 0.026 1.399± 0.088 −1.074± 0.071

Note: Hand measured orientation uncertainties are 2◦ for each parameter in Euler representation, converted to
axis-angle representation by propagating the covariance matrix using the Jacobians of the conversion function.

In Figure 9 each outlier removal stage is plotted against each parameter’s standard deviation.
As would be expected, increasing the number of observations decreases the uncertainty of the estimate.
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Figure 9. The number of observations vs. standard deviation for (a) Ladybird and (b) Shrimp
respectively. The x axis mirrors the outlier removal stages shown in Figure 8.

The number of observations affects the number of computations and therefore has a significant
effect on calibration and MCMC run time. For Ladybird, optimisation and MCMC took approx. 15 min
and 7 h respectively for all 25 observations. For 16 observations, this was reduced to just over 7 min
and 4 h. For Shrimp, the respective optimisation and MCMC times were reduced from approx. 5.5 min
and 5 h for all 20 observations to just over 2 min and 3 h with 14 observations.

4.3. In-Depth Uncertainty Analysis

Examining uncertainty in more detail, MCMC samples are shown on a corner plot in Figure 10 [48].
Each sub-plot below the diagonal provides a 2D histogram, showing the MCMC sample density
between two parameters (i.e., the marginal likelihood distribution for a parameter pair), and on the
diagonal a 1D histogram, giving the sample density for the marginal likelihood distribution for each
single parameter.
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Figure 10. Corner plots for (a) Ladybird and (b) Shrimp platforms for 16 and 14 observations respectively.
Each sub-plot below the diagonal provides a 2D histogram of MCMC sample values for a pair of relative
camera pose parameters. The sub-plots on the diagonal show 1D histograms for each parameter.

For human interpretation of the uncertainty, in Figure 11a,d the MCMC sample values for
[θeb

c,x, θeb
c,y, θeb

c,z]
T are plotted on a sphere. For visualisation only, each point is coloured according to a

kernel density estimate (KDE) performed on all MCMC samples to give an indication of the axis-angle
vector marginal likelihood. Hand measured pose estimates are shown as red crosses. Likewise,
in Figure 11c,f, values for θb

c are presented in a histogram, showing the marginal likelihood of the
axis-angle magnitude. While both figures indicate a clustering to within two degrees, the Shrimp
platform’s distribution exhibits a more elongated elliptical shape, while for Ladybird, it is more
uniformly spread in all directions. Also apparent for Ladybird is that the manual measurements are
well outside the region of high likelihood, both in terms of the axis-angle unit vector and magnitude.
Conversely, the hand measured pose for the Shrimp platform is highly likely given the data, suggesting
the initial manual measurement may have been more accurate than for Ladybird.

In Figure 12, the distributions of MCMC samples is shown superimposed on the corresponding
platform model. Translation parameters are presented as a 2D histogram, similar to Figure 10,
demonstrating the marginal density of the likelihood distribution from each orthogonal viewpoint.
To present the orientation parameter distribution, line segments coincident with the camera’s viewing
direction, and anchored to the optimized camera centre, are rotated by each MCMC rotation sample.
Each line is semi-transparent, and so as all samples build up, the density distribution of the camera
orientation is visualised. It is evident that there is greater variance in the MCMC samples for Shrimp
when compared to the Ladybird platform, particularly for the translation parameters, as corroborated
by the numerical results in Table 3.

4.4. Effect of Angular Diversity

To investigate how angular diversity of body poses in a dataset affects the certainty of the result,
two experimental subsets were compiled from the outlier-rejected dataset with 16 observations for
Ladybird. The first includes only ten observations with small roll angles φw

b,x < 1.9◦. The second
includes five observations with small roll φw

b,x and five with roll angles 3.3◦ < φw
b,x < 5.8◦. Both datasets

therefore contain ten total observations, representing low and high angular diversity. Optimisation
results for these subsets are shown in Table 4. Despite containing the same number of observations,

4.1 Extrinsic Parameter Calibration for Line Scanning Cameras on Ground Vehicles
with Navigation Systems Using a Calibration Pattern 88



Sensors 2017, 17, 2491 19 of 27

the dataset with high angular diversity results in significantly lower uncertainty for the optimal camera
pose, compared to the low diversity set.
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Figure 11. Ladybird and Shrimp platform MCMC axis-angle unit vector (eb
s ) samples plotted on a

sphere (a,d) and close-up, centred to a pole (b,e) (using 16 and 14 observations for Ladybird and Shrimp
respectively). Each point on the sphere is coloured according to a KDE to give an indication of the
axis-angle vector marginal likelihood for visualisation purposes only. Points were randomly thinned
by ten to facilitate plotting. A histogram of the magnitudes of the axis-angle rotation, θb

s , is shown in
(c,f). The hand measured pose orientation is shown with red crosses in (a,b,d,e), and a vertical red line
in (c,f).

Table 4. Angular diversity comparison.

rb
c,x (m) rb

c,y (m) rb
c,z (m) θb

c eb
c,x (rad) θb

c eb
c,y (rad) θb

c eb
c,z (rad)

High ang. diversity 0.166± 0.041 −0.155± 0.083 −0.717± 0.074 −0.831± 0.023 0.744± 0.023 −1.420± 0.015
Low ang. diversity 0.147± 0.118 0.058± 0.107 −0.269± 0.281 −0.797± 0.051 0.796± 0.059 −1.452± 0.026

4.5. Repeatability

To assess the repeatability of the approach, another two experimental subsets were compiled from
the outlier-rejected dataset with 16 observations for Ladybird. They each contained five observations
with small roll φw

b,x and three with roll angles 3.3◦ < φw
b,x < 5.8◦. The two subsets do not share

any observations, making them independent. Optimisation results for these subsets are shown in
Table 5. The two results are consistent with each other, as the two distributions overlap to a significant
degree. Due to the small dataset size, uncertainty values are higher than the result in Table 3 with all
16 observations, which is expected as demonstrated in Section 4.3.
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(a) Ladybird - Side (b) Ladybird - Front

(c) Shrimp - Side (d) Shrimp - Front

Figure 12. Optimised camera pose and MCMC sample poses for Ladybird (a,b) and Shrimp (c,d).
The optimised pose is shown as an xyz axis with black lines. The MCMC samples are shown as
red, green and blue xyz axes, where greater colour intensity corresponds to greater sample density,
approximating the marginal likelihood of the poses in the viewing direction. The body (i.e., navigation
system) pose is also shown as a red, green and blue xyz axis.

Table 5. Repeatability.

rb
c,x (m) rb

c,y (m) rb
c,z (m) θb

c eb
c,x (rad) θb

c eb
c,y (rad) θb

c eb
c,z (rad)

Subset 1 0.192± 0.046 −0.170± 0.095 −0.702± 0.093 −0.828± 0.024 0.735± 0.028 −1.420± 0.015
Subset 2 0.206± 0.071 −0.306± 0.123 −0.819± 0.112 −0.839± 0.034 0.693± 0.040 −1.408± 0.022
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4.6. Mapping Accuracy

Figure 13 shows Ladybird’s and Shrimp’s observations, after outlier removal, projected to the
best fit plane of predicted point locations before and after calibration (see Section 3.6). Figure 13a,c
give projections of all observations, while Figure 13b,d only show the projections for one observation,
but include uncertainty ellipses. Post calibration average pattern point estimates are also shown as
green crosses.
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Figure 13. Point to plane projection comparisons for both platforms. In (a,c) all scans of all pattern
points are plotted to best fit planes before (grey) and after (red) calibration, while in (b,d) a single
projected observation of each pattern point is shown with 1-σ uncertainty ellipses. In all figures,
post-calibration pattern point estimates are marked with green crosses for reference. Because the
calibration pattern was positioned flat on the ground for Ladybird, a top down (North-East) view was
selected for (a,b). Conversely, for Shrimp the calibration pattern was positioned almost vertically on a
ladder, facing west, and therefore a side view (North-Elevation) was selected for (c,d).
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For both platforms, the calibrated camera pose exhibited more densely bound projected points.
The change in spread is less pronounced for the Shrimp platform, because as mentioned previously
the manual measurements were by chance much closer to the optimum values, though a significant
offset can be observed between manual and calibrated results. The plots also demonstrate the effect of
relative camera pose uncertainty on mapping uncertainty, which were significant for both Ladybird
and Shrimp.

Given the hand measurement for shrimp happened to be close to the optimal, the effect of adding
just one degree of error to the measured axis-angle vector is shown in Figure 14, which compares the
mapped points from the optimised and erroneous camera pose. The optimisation improves the cluster
significantly compared to a hand measured pose with one degree error.
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Figure 14. All pattern points plotted to best fit planes for Shrimp, red for post calibration (same as in
Figure 13c) and blue for projected points resulting from a relative camera pose where the optimised
orientation was altered by 1◦. This demonstrates the significant effect small changes in the camera pose
can have on mapping performance.

4.7. Basin of Attraction

Basin of attraction plots, which were generated as described in Section 3.8 using the Powell
optimiser, are shown in Figure 15 for both platforms. The Mahalanobis distances were generally either
close to zero or very large, so they are colour coded into two tiers, below and above 1.0, to improve
readability. The basin for the Ladybird platform (Figure 15a) shows success can be expected in the
triangular region with less than 20◦ and 0.5 m of hand measurement error. The basin for Shrimp
(Figure 15b) shows a greater immunity to translation errors and successful results can be expected with
initialisation errors less than 20◦ and as high as 1.5 m. Both figures indicate that when the initialisation
error is higher, there is still a high chance (approx. 60%) of a solution within a Mahalanobis distance of
0.1, but it cannot be relied upon, and deteriorates as the distance from optimum increases.
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Figure 15. Basins of attractions for the (a) Ladybird and (b) Shrimp platforms. The x and y axes of the
plots are the Euclidean distances and axis-angle rotational differences between the initial values and
the optimal reference solution respectively. Each grid cell is colour coded into two tiers based on the
Mahalanobis distance of the result to the known optimum: below 0.1 and above, which was chosen as
a suitable threshold for optimisation success.

5. Discussion

The results show that the proposed method was able to to reliably estimate the relative line scan
camera pose on a mobile ground vehicle, resulting in a reduction in mapping error, as long as the
calibration data includes sufficient viewpoint variability. An uncertainty of 0.06 m/0.018 rad (1.05◦)
for Ladybird, and 0.18 m/0.042 rad (2.39◦) for Shrimp was achieved. This result is dependent on
the certainty of input parameters, which include pixel observations, navigation system solutions,
and camera intrinsics. For example, confidence in the calibrated pose parameters for the Ladybird
platform was significantly greater than for the Shrimp platform, due to Ladybird’s higher grade IMU,
which allowed the navigation system to provide more certain solutions.

The results show that it is necessary to examine reprojection errors and remove outliers, as is
common with many camera calibration approaches. Outliers statistically fall outside the assumptions
encoded in their respective error models, and so the mean of the final camera pose distribution is
pulled in the wrong direction. A number of observations for both platforms exhibited high reprojection
errors relative to other observations (>approx. 8 pixels). These errors could be caused by manual
labelling inaccuracies (e.g., due to limited resolution), navigation system solution errors that incorrectly
fall outside the reported navigation uncertainty, or a combination thereof. Removing outliers had
significant effects on the results, evident particularly in the correction of some parameters such as the
z-offset tb

c,z for both platforms (see Table 3). The results shown in Figure 8 also support the iterative
removal of outliers at each stage. For instance, reprojection errors of Ladybird observation 20 improve
as other observations are removed, while Shrimp observation 4 degrades, and was eventually removed.
Conversely, as shown in Figure 9 a larger number of observations, outliers or not, allows for greater
certainty in the final result. Thus, there are two competing factors when performing outlier rejection.
A sufficiently large number of observations is required to maintain an acceptable level of certainty,
yet removing outliers is important to minimise reprojection errors. It is, therefore, desirable to
obtain a sufficient number of observations to allow for subsequent outlier removal. The additional
computational time required when increasing the number of observations is also a consideration.
The ending condition threshold should be chosen such that significant outliers are removed, but a
sufficient number of observations remain. In this paper a value of 5 pixels was empirically determined
as an appropriately balanced threshold given the data.

The main product of the MCMC uncertainty analysis is a covariance matrix (Equation (23)), which
can be used to estimate mapping accuracy (e.g., Figure 13a,c). However, covariance matrices represent
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uncertainty in a compressed format, given the assumption that the likelihood function is normally
distributed. The corner plots (Figure 10) provide a direct view of the MCMC sampling result, which
qualitatively confirm that for both vehicles the normality assumption is justified: specifically that
the distributions behave linearly within the sampled region, and the 1D histograms are qualitatively
Gaussian in shape.

In this paper we propose methods of visualising sensor pose distributions in a human interpretable
way, as depicted in Figures 11 and 12. The sphere plots and associated axis-angle magnitude histograms
in Figure 11 present the same underlying data in the MCMC sample plots (Figure 10), but focus on
human interpretability of the orientation parameters. The sphere provides a relatable reference that
demonstrates how closely clustered the pose orientation is. Similarly, the visualisation in Figure 12
allows for human interpretation of the resulting camera pose and uncertainty (likelihood distribution)
with respect to the platform models. These figures particularly highlight the greater uncertainty in
translation parameters compared to orientation. They also confirm that the solutions are qualitatively
“sensible” with respect to the physical platform models.

The primary objective of optimising the camera pose is to reduce mapping errors. This was
demonstrated in the results by the tighter clustering of mapped calibration target points that was
achieved post-calibration. The improvement was particularly noticeable for the Ladybird platform,
and to a lesser extent for the Shrimp platform. By chance, the manually measured camera pose
on Shrimp was much closer to the optimal result than it was for Ladybird, and so the mapping
improvement for Shrimp was less pronounced. The camera location on the Shrimp platform was easier
to access, due to the lower height and smaller footprint, compared to the Ladybird platform, which
likely explains the better manual estimate. Nevertheless, such accurate manual measurements can
typically not be guaranteed, and Figure 14 reveals the sensitivity of the map to small errors in camera
pose, highlighting the need for calibration.

The results reinforce the importance of acquiring a calibration dataset that exhibits a wide variety
of platform poses with respect to the calibration pattern. This was tested by optimising both with and
without large body roll (φw

b,x) observations. Removing high φw
b,x observations had a considerable effect,

as shown in Table 4, where uncertainty approximately doubled and even tripled for some parameters.
The proposed method is able to deal with a wide range of initial hand measured values when

paired with the Powell optimisation algorithm. In Figure 15 we propose an intuitive approach to
visualising the basins of attraction, by reducing the 6 DOF initial parameter space to form a 2D
pose-distance space, comprising Euclidean and axis-angle distance. The plots demonstrate that initial
estimates that deviate up to 0.5 m or 20◦ are likely to result in a successful optimisation. Additionally,
with even larger deviations there is still a better than even ( 60%) chance of success. However, this is
highly dependent on the geometry of the sensor and platform, the acquired data and the chosen
optimisation algorithm. In our case, the solution for the Shrimp platform was surprisingly robust to
initial translation errors (up to 1.5 m), while some failures can be seen at over 0.5 m for the Ladybird
platform. This may be the result of the greater platform roll and pitch angles (up to 17◦) achieved with
Shrimp during data acquisition. In addition, different optimisers will have varying abilities to deal
with local minima and “flat” regions in the 6 DOF parameter space. Nevertheless, measurement error
tolerances of ±0.5 m and ±20◦ should be practically achievable for most applications.

As shown in Table 5, the camera pose estimates obtained from two independent datasets for the
same platform were consistent with each other. The results therefore verify that the proposed approach
is repeatable by demonstrating that different sets of data from the same platform yield consistent results.

An important advantage of the proposed method is that exact dimensions of the calibration
pattern do not need to be known. As such, a planarity assumption or assumptions about the distances
or geometry between points are not required. This simplifies the method in the field because it is not
affected by printing errors or damage/warping of the pattern which affects the relative geometry of
the points. Furthermore, a calibration pattern could be manually produced in the field if necessary.
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One important condition, however, is that individual points are uniquely distinguishable in the line
scan image data.

6. Conclusions

This paper demonstrated a novel method for estimating a rigidly mounted line scanning camera’s
fixed 6 DOF pose relative to a mobile platform with a navigation system. The method is appropriate
for ground or very low altitude applications, where the scene is relatively near the platform, as it
does not require GCPs and uses a compact calibration pattern, the dimensions of which do not
need to be known. Furthermore, it does not require data from auxiliary sensors such as full frame
cameras. The approach involves imaging a calibration pattern with distinctly identifiable points
from various platform poses, and using the navigation system and image data to triangulate their
positions in the world frame. Reprojecting the points to the camera yields reprojection errors, which
are used as a basis for outlier rejection, and then to calculate the likelihood given a candidate camera
pose. By minimising the negative log likelihood, the optimal relative camera pose can be obtained.
Given the likelihood function, an MCMC algorithm is able to estimate the certainty of the camera pose.
The results demonstrate the effectiveness of the approach using two different mobile platforms with
differing mounting configurations. The method was shown to be robust to relatively inaccurate initial
hand measurements (within 0.5 m and 20◦). Additionally, a number visualisations have been proposed
to aid in human interpretation of the results. Future work will attempt to precisely specify platform
pose requirements prior to data collection, automate and improve the pattern point extraction process,
and explore the application of a robust optimisation routine or loss function to simplify the outlier
rejection process.
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Chapter 5

Crop-Weed Discrimination

One specific problem in precision agriculture (PA) is the treatment of weed species,
which can affect yield and contaminate harvested crop. Traditional broadcast spray-
ing approaches, which apply herbicides over entire fields, are economically inefficient
and pose an environmental risk due to over-application [46]. site specific weed man-
agement (SSWM), which aims to only spray affected areas, is therefore an attractive
alternative [26].

In order to perform SSWM, it is necessary to identify weeds and discriminate them
from crop, which do not need to be sprayed with herbicide. Section 2.1.4 summarised
some examples of hyperspectral imaging (HSI) being used for discrimination of plant
species in general [144, 264] and specifically for SSWM [284, 207, 321]. The major-
ity of the work in this area uses supervised methods, which requires the generation
of manually labelled training datasets. These datasets are susceptible to temporal
variability due to physiological or environmental changes over days or seasons. Con-
sequently, more labelled data would need to added if new conditions are not yet
present in a training dataset, which can be a labour intensive task.

The study in this chapter addresses this problem by introducing a self-supervised
training method for detecting weed species using HSI data. While weed detection
using more common imaging methods has been successful, they are usually based on
spatial features such as texture and shape. This makes them susceptible to partial
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occlusion, flexing or other detrimental effects. On the other hand, classification us-
ing HSI can be performed on a pixel-wise basis, making it largely immune to these
concerns.

Integrating ideas from a previous paper that uses RGB imagery [47], the proposed
approach automatically generates separate training sets for weeds and crops by lever-
aging prior knowledge about regular seeding patterns in row crop fields. This allows
the classifier to be continually updated making it robust to the aforementioned phys-
iological and environmental changes. The method was evaluated on data acquired
in corn crop rows, using linear discriminant analysis (LDA) and support vector ma-
chine (SVM) classifiers, by comparing results to those obtained using manually gen-
erated datasets.



Self-Supervised Weed Detection in Vegetable Crops Using Ground
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Abstract— A critical step in treating or eradicating weed
infestations amongst vegetable crops is the ability to accu-
rately and reliably discriminate weeds from crops. In recent
times, high spatial resolution hyperspectral imaging data from
ground based platforms have shown particular promise in this
application. Using spectral vegetation signatures to discriminate
between crop and weed species has been demonstrated on
several occasions in the literature over the past 15 years. A
number of authors demonstrated successful per-pixel classifi-
cation with accuracies of over 80%. However, the vast majority
of the related literature uses supervised methods, where training
datasets have been manually compiled. In practice, static train-
ing data can be particularly susceptible to temporal variability
due to physiological or environmental change. A self-supervised
training method that leverages prior knowledge about seeding
patterns in vegetable fields has recently been introduced in the
context of RGB imaging, allowing the classifier to continually
update weed appearance models as conditions change. This
paper combines and extends these methods to provide a self-
supervised framework for hyperspectral crop/weed discrim-
ination with prior knowledge of seeding patterns using an
autonomous mobile ground vehicle. Experimental results in
corn crop rows demonstrate the system’s performance and
limitations.

I. INTRODUCTION

With an elevated awareness of environmental issues, food
security and sustainability, and an ever-present desire to
reduce costs and waste, and increase quality and productivity,
precision agriculture (PA) has emerged as an important tool
for managing variability in order to achieve these aims [1].
In this context, robotics, automation and image processing
are becoming indispensable to providing high resolution data
and facilitating timely and accurate response and treatment.

One particular focus of PA is site specific weed manage-
ment, for which one of the greatest challenges is the accurate
identification of plant species [2]. Various methods have been
proposed, using different sensors including monochrome,
colour, multispectral and hyperspectral cameras. Recently,
hyperspectral imaging (HSI), which captures data in hun-
dreds of narrow bands, has shown promising results when
performing per-pixel classification, which is of particular
advantage in situations where morphological features may
perform poorly due to occlusion or other detrimental effects
[3]. Furthermore, simpler, less computationally intensive
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methods may be employed, because unlike colour (RGB)
imaging, individual pixel spectra already provide sufficient
information for plant classification.

In PA a particular challenge for all methods is dealing with
variable conditions, such as morphological and illumination
changes, the consequence being that reference training data
can not be universally applied. As a result, if conditions
differ over days, months and seasons, and from location to
location, a large volume of training data is required to cover
the resulting variance. One way to deal with this issue is to
automatically update the classifier in a self-supervised man-
ner, allowing continuous adaptation to changing conditions.

Recent work has demonstrated a self-supervised frame-
work, which learns the characteristics of each class by rely-
ing on the fact that commercial crops are typically planted in
a strict linear and constant seeding pattern [4]. Thus training
data can be extracted by assuming that crop pixels are
concentrated near seed lines, while vegetation pixels between
rows are highly likely to correspond to weeds. This paper
applies these general principles to crop/weed discrimination
with hyperspectral data, to achieve the best of both worlds;
highly accurate per-pixel classification, without the need for
manual labelling, and adaptability to illumination, seasonal,
geographical and species variations.

II. BACKGROUND

The last decade has seen much research supporting the
feasibility of differentiating plant species using their spectra
only. There is now significant research indicating good
classification performance when using spectral imaging tech-
niques for discrimination of plant species [6, 7, 8, 3]. There
are many papers covering classification using data from
both multispectral and hyperspectral sensors. Multispectral
imaging provides relatively few broad spectral bands, which
can be specifically targeted to a particular application. HSI,
on the other hand, often involves several hundreds of very
narrow spectral bands.

In one of the earliest works, a multispectral imaging
system was used to classify weeds and sugar beet crop [9].
Classifiers including k-Nearest Neighbour (kNN), minimal
distance, and multi-layer neural network with non-linear
mapping (MLNLM) were compared and MLNLM produced
the highest success rates. Reflectances at 441, 446, 459, 883,
924 and 988 nm yielded MLNLM classification success rates
of 80.1% and 91.4% for crop and weed classes respectively.

Later, four species of weed among sugar beet crop were
discriminated with success rates from 74.7% to 97.3% for
weeds and 81.3% for crops [10]. The data was transformed

2016 IEEE International Conference on Robotics and Automation (ICRA)
Stockholm, Sweden, May 16-21, 2016

978-1-4673-8026-3/16/$31.00 ©2016 IEEE 5128

5.1 Self-Supervised Weed Detection in Vegetable Crops Using Ground Based
Hyperspectral Imaging 100



Direction 
of Travel

Resonon Pika II
Hyperspectral Camera

Scan Line

(a) Platform Overview (b) Typical Corn Crop Rows

Fig. 1. (a) The Ladybird robot used to autonomously gather the hyperspectral data [5]. (b) Rows of corn that are typical of the data in this paper. Each
hyperspectral scan line crosses two rows at a time.

using wavelet analysis, followed by stepwise selection of the
most significant features. Classification was achieved using
Linear Discriminant Analysis (LDA). LDA has also been
compared against a neural network (NN) based classifier
on similar data (sugar beet crop and four species of weed)
[11]. In addition, raw data (no transformation) and data
transformed by Principal Component Analysis (PCA) were
compared by feeding both into the two classifiers. While the
PCA-NN pipeline performed best in a two class discrim-
ination scenario (weed and crop), with success rates from
90.2% to 99.1% depending on the weed type, PCA-LDA was
similarly accurate with success rates from 89.3% to 97.0%.

Comparing NN to maximum likelihood classification
(MLC) with canola, pea and wheat crops, and two species
of weed, NN demonstrated best performance with overall
accuracies of 73.7% to 95.4% when trained and tested on
the same date [12]. Partial least squares discriminant analysis
(PLS-DA) has been implemented for classifying wheat crop
and weeds, achieving a total accuracy of 72% [13].

There is also a large body of literature supporting the use
of monochrome or RGB imaging for weed detection. High
classification rates can be obtained by extracting features
based on leaf shape, texture or vein patterns [3]. For exam-
ple, Gabor wavelet and Gradient Field Distribution (GFD)
techniques have been combined to detect weeds with an
overall accuracy of 94% [14]. In other research, Active Shape
Models (ASM), which are deformable templates that can
only change according to a statistical model learned from
the training data, have also been leveraged to successfully
discriminate weed from crop with accuracies from 65% to
over 90% depending on exact method and plant species
[15, 16].

Random Forest classifier has been implemented to esti-
mate crop/weed certainty at sparse pixel positions, which is
then smoothed using a Markov Random Field method [17].
Shape, contour, and statistical features were calculated for
image tiles extracted from a sparse grid. Fully connected
plant regions were interpolated to obtain the final classified

image. In testing, a high average classification accuracy of
93.8% was achieved.

One issue that many of the papers to date do not address
yet is coping with temporal and geographical variability of
plant characteristics. All methods mentioned so far require
a process of training. Therefore, final classification perfor-
mance is closely linked to how representative a training
dataset is of current conditions. Both spectral signatures
and morphological features change as plants grow. Also,
due to changing uncontrolled conditions present at com-
mercial farms, plant colour can be subject to considerable
variability over time and from location to location. [18]
found that changing conditions over multiple seasons can
cause unacceptable degradation of performance (up to 36%
total error rate). While it was determined that a global
calibration procedure improved performance, the authors
went further to design a multi-classifier system with three
canonical Bayesian classifiers optimized for three seasons
individually. A total discrimination accuracy of 95.8% was
demonstrated with the multi-classifier system. However, the
method requires historical data from several seasons.

More recently, morphological features extracted from
colour images have been utilised to perform self-supervised
weed detection in corn and soybean fields [4]. The authors
leverage the fact that in modern agriculture most crops are
sown in strict patterns by automated methods. By employing
the Hough transform, linear crop rows were automatically
detected. Pixels are labelled as outside or inside the row
using rules based on their distance from the row centres,
and probability distributions are calculated for each group via
the Parzen-Rosenblatt window method [19, 20]. By assuming
data points located outside rows are exclusively weeds, the
weed probability distribution in feature space is known. The
crop probability distribution was inferred by subtracting the
known weed distribution from the inside-row distribution,
which is a mixture of crop and weed. A high classification
rate was achieved on fields with varying levels of infestation,
using a combination of Naive Bayes and Gaussian Mixture
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Model (GMM) classification. The system would therefore be
able to adjust to conditions present at individual farms at a
given time (no historical datasets are required).

To the best knowledge of the authors, similar self-
supervised training techniques have not been employed for
ground based weed detection with hyperspectral data, which
can offer some useful advantages over colour or monochrome
imaging. Relying on morphological features can adversely
affect classification where plants occlude each other, are
damaged by insects or weather, or bent into unidentifiable
shapes [21, 22, 18]. Classification on HSI, which is done
for each individual pixel, is mostly invariant to these effects.
Additionally, for standard imaging methods, feature vectors
must first be generated, which can be computationally inten-
sive. Conversely, raw hyperspectral data already contains a
rich set of features (bands), which can require less complex
preprocessing.

The methodology in this paper draws upon previously
established concepts to automatically detect and pre-process
training data from hyperspectral images obtained with
a ground based robot [4]. The subsequent classification
pipeline itself is based on prior work in supervised hy-
perspectral crop/weed discrimination [11]. Therefore, the
main contribution of this work is a self-supervised training
data generation and weed detection system that is suitable
for hyperspectral data obtained from vegetable fields. To
demonstrate the system, it was tested on rows of corn.

III. MATERIALS AND METHODS

A. Overview

The objective of the system is to classify the pixels in
ground based hyperspectral imagery, as either belonging to
crop or weed. A line scan hyperspectral camera mounted to
the autonomous mobile ground vehicle Ladybird™[5] (see
Fig. 1), traversing corn crop fields was used to gather the
raw hyperspectral data. The resulting line scans (Nbands ×
Npixels) were stacked to create three dimensional data cubes
(Nbands×Npixels×Nlinescans). A software pipeline was im-
plemented to pre-process, extract training data, and classify
each pixel (see Fig. 2).

Training data was generated automatically using the row
detection and extraction method described in Section III-E.
A manually labelled training and testing data set was also
assembled as described in Section III-C.

The hyperspectral data preprocessing and classification
methodologies take cues from previous work in the literature
[11]. First, vegetation pixels are separated from background
pixels via Normalised Difference Vegetation Index (NDVI)
thresholding. Individual spectra means and minima are then
normalised to 1 and 0 respectively, prior to feature extraction
using PCA. Finally, classification is performed using an LDA
classifier. For the implementation, the open source machine
learning package scikit-learn [23] and image processing
package scikit-image [24] were used.

Classification using manual training data was performed
to form a benchmark basis against which to compare the
automatically collected training data set.
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Fig. 2. Summarised self-supervised processing pipeline for the weed
detection method presented in this paper. Non-vegetation pixels are first
removed using NDVI. Portions of the data are then manually labelled as
either weed or crop to be used as test data. Separately, the NDVI separated
data is processed to automatically extract the training dataset. Both the test
and training datasets are preprocessed, normalised and transformed with
PCA. Finally the classifer is trained with the automatically extracted data,
and prediction is subsequently performed on the test data.

B. Data Aquisition

All data used in this analysis were collected on 25th
November, 2014, from rows of corn crop (Zea mays everta)
at Mulyan Farms near Cowra, NSW, interspersed with weeds
of the following varieties:

• Caltrop (Tribulus terrestris),
• Curly dock (Rumex crispus) or red dock (rumex san-

guineus)
• Baryardgrass (Echinochloa crusgalli)
• Types of Ipomoea spp. and/or Polymeria spp.
A Resonon Pika II VNIR hyperspectral line scanning

camera was mounted to the Ladybird robot, pointing towards
the ground at about 52° from the horizontal (see Fig. 1).
The camera produces hyperspectral images of 648 spatial
by 244 spectral pixels (spectral resolution of 2nm from
390.9-887.4nm) at a frame rate of 133 fps and bit depth
of 12. A Schneider Cinegon 6mm objective lens was used
at an aperture setting of f/2.1, and manually focused with a
checkerboard at average height of the corn. The lens provides
a 43.5° field of view translating to a 2.8mm/pixel cross track
spatial resolution. The along track resolution is limited by the
robot’s velocity, which at 1.2m/s equates to 9.0mm/pixel.

Two crop rows were scanned at a time (i.e. each scan
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line crosses two crop rows). In addition, pairs of crop rows
were covered twice in one scan, in the outward and return
direction.

The sky was clear (no clouds moving in front of the sun),
individual scans were short (less than 10 min), and all scans
were made within two hours. Therefore illumination changes
within scans were almost non-existent, while there was little
variation from scan to scan.

An RGB camera and strobe combination mounted un-
derneath the robot and facing downwards simultaneously
gathered colour images. In addition, black cardboard was
used to highlight a number of crop and weed examples that
were separately photographed with a DSLR camera (see Fig.
7).

C. Manual Data Labelling

Both the outward and return traverses of two represen-
tative scans were sparsely labelled by hand (i.e. number
of labelled pixels � total number of pixels), yielding a
total of four labelled sets. The label locations were chosen
semi-randomly, while trying to avoid bias and background
pixels were removed using the NDVI thresholding method
described in Section III-D (see Fig. 3). The process yielded
thousands of vegetation pixels from tens of distinct crop and
weed plants.

Black cardboard backings with physical labels as shown
in Fig. 7 helped to identify a few of the plants, while
the majority of box selected regions were distinguished by
physical appearance in HSI false colour or the separate RGB
images. The extracted data was labelled as either crop or
weed and care was taken to ensure class assignment is correct
to avoid any cross-class contamination. Dataset details are
summarised in Table I.

TABLE I
HAND LABELLED DATASET DETAILS

No. of Sample Pixels
Name Details Crop Weed

DS1-1 HL 300m outward scan 65706 51255
DS1-2 HL 300m return scan 50457 30026
DS3-1 HL 80m outward scan 10175 10167
DS3-2 HL 80m return scan 11899 10755

D. Vegetation Separation

Background pixels, which include soil, dead vegetation
and other non-vegetation were masked out prior to clas-
sification of vegetation type. Vegetation spectra are very
distinct from non-vegetation, allowing simple discrimination
techniques to separate them. Vegetation indices with careful
waveband selection are particularly useful for this purpose.
While there are several indices that could be employed,
the NDVI is pervasive in the literature and has also pre-
viously produced good results in this particular application
[25]. Vegetation exhibits high absorption at red wavelengths,
while high reflectance is observed at near infrared (NIR)
wavelengths. The NDVI builds on this fact to calculate a
vegetation measure:

NDV I =
NIR−Red

NIR+Red
(1)

Red and NIR wavelengths were carefully chosen to ensure
good separation. Average Red-NIR values from wavelength
ranges 679-685nm and 740-744nm produced good results,
and is in line with the literature [26, 27]. To generate a
vegetation mask, a threshold was applied to the computed
NDVI index values, where values above the threshold were
considered to be vegetation.

Otsu’s method [28] was employed to dynamically compute
an optimum threshold that minimises intra-class variance.
Fig. 3 illustrates the background separation process.

It was found that near boundaries between classes (e.g.
the edge of a leaf against the background soil) spectral
mixing can occur, whereby the intensity profile (hyperspec-
tral colour) of a pixel is influenced by the spectra of both
classes. To minimise this effect, binary erosion was applied
to the vegetation mask. Two iterations with a square kernel
size of three were determined to offer good classification
performance without excessively reducing the vegetation
mask.

E. Automatic Training Dataset Generation

In order to collect crop and weed training data in a self-
supervised manner, row centres need to be detected. Fig. 4
shows the vegetation mask of a typical section of a corn
crop row. Rows are distinct and run in a consistent parallel
direction. In order to obtain good representations of crop row
centres, the Hough transform is used to extract two lines that
are sufficiently far apart.

The next step leverages the consistency with which corn
plants adhere to the detected row centre lines. To determine
crop and weed training pixels, the vegetation mask is first
broken up into distinct connected regions. Any of these
regions that do not touch either row line are assumed to
exclusively consist of weed pixels. Crop training data are
collected from a fixed region around the row centre, where
the probability of encountering crop pixels is highest. In this
work, crop training samples were extracted from one pixel
thick row centre lines. While these pixels are in reality likely
to be a mix of mostly crop and a few weed spectra, for the
purposes of training they were all assumed to be crop. The
extraction rules are slightly different to ones introduced in
[4], where left and right row borders were determined first
and any blob having at least one pixel within the borders
was considered to belong inside the row. The modified rules
were determined to be more reliable for the dataset tested in
this paper.

F. Spectral Preprocessing

In order to mitigate the effects of varying environmental
illumination intensity at different times of day and between
shade and direct sunlight, a simple normalisation method was
used [11]:

Ni =
Si − Smin

Smean − Smin
(2)
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(a) Cropped Sample Image (False Colour) (b) NDVI Image (c) Resulting Masked Image (False Colour)

Fig. 3. The above illustrates the vegetation separation process. The images are close-ups of stacked hyperspectral scan lines, which are vertical, with crop
rows running horizontally. The sample image (a) is converted to an NDVI intensity map (b). An image mask is generated using all NDVI values above a
threshold to generate the filtered image in (c). Note that false colour representations are generated with RGB values at wavelengths 600, 530 and 475nm
respectively.

Fig. 4. Binary vegetation mask (see Section III-D) with predicted row
centres (left) and cropped close up of detected training samples (right, see
Section III-E). Red regions represent weed sample pixels, whereas green
regions represent crop sample pixels. Blue regions are discarded vegetation
pixels.

where Si is the pixel value at band i, Smean and Smin are
the mean and minimum spectral intensity values respectively
per pixel, and Ni is the normalised pixel intensity.

Savitzky-Golay smoothing was applied to the spectra
[29]. A window length of 11 with polynomial order 2 was
determined to be appropriate. Also, excessive noise due to
lower quantum efficiency at the edges of the spectral range
was mitigated by cropping the first and last 20 bands from
all spectra.

After centring the data, PCA was used for feature ex-
traction and dimensionality reduction, which assumes that
information is maximised in the direction of greatest vari-
ance. PCA was performed on the training data, and then both
training and test data were transformed based on the resulting
reduced dimensions. The 20 most explanatory PCA dimen-
sions were retained. The transformed data was whitened,
as it positively affected the Support Vector Machine (SVM)
classifier, with no effect either way on the LDA classifier.

G. Classification Methods

Both LDA and SVM based classifiers were implemented
and compared using the scikit-learn package [23]. LDA
was chosen as it previously provided competitive results for
crop/weed discrimination [11] and fast processing, which is
applicable particularly in the context of robotics, including
real time applications such as targeted weed spraying [5].
SVM is a more sophisticated but well known classifier, which
has been employed with HSI in the past [30]. For this paper,

a Radial Basis Function (RBF) kernel was used with the
SVM classifier.

Prior to classification, both training and test sets were
balanced to prevent bias in the classifiers and metrics.

IV. RESULTS AND DISCUSSION

A. Supervised Classification

Supervised training and classification was initially per-
formed to optimise the classification pipeline parameters and
set a performance benchmark. Ten-fold cross validation was
applied to each of the four datasets independently. Each
whole dataset was also used for training and tested against
each of the other three datasets (e.g. not including itself),
yielding 12 training/testing dataset combinations. Results are
shown in Fig. 5, and also in Table II (table does not include
cross validation results for brevity).

These results confirm that good performance can be
achieved when discriminating plant species with hyperspec-
tral data. SVM achieved marginally better results than LDA.

B. Classification Using Automatically Collected Data

Automatic collection of training data was achieved using
the method described in Section III-E, applied to windows
of 1000 scan lines at a time. Datasets were auto-generated
on outward and return traverses of the same two scans used
for manual labelling (see Section III-C), again yielding four
datasets, which were individually tested against each of the
four hand labelled datasets, resulting in 16 training/testing
dataset combinations. Table III details the four datasets.

To evaluate the accuracy of the automatic dataset gen-
eration algorithm, it was compared to the hand labelled
datasets. To achieve this, matching pixels between corre-
sponding hand labelled and auto-generated dataset pairs (for
instance “DS1-1 HL” and “DS1-1 Auto”) were extracted and
their labels compared. The last two columns in Table III
summarise the results, where the “HL Overlap” column gives
the number of pixels shared by each auto-generated dataset
and its corresponding hand labelled dataset. These accuracy
numbers are very high, but it should be noted that this is
not an exact measure of extraction performance, because it
represents the intersection between two extraction methods,
which is less likely to include challenging regions due to the
human bias towards exemplars that are easier to define in the
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Fig. 5. Summarised results from both hand labelled and auto generated training sets. Green and red boxes represent results for crop and weed classes
respectively. Values are summarised in Table II (not including 10-fold cross validation). Short hand column labels are as follows: X-VAL - 10-fold cross
validation, HL - Hand labelled datasets, AUTO - Automatically generated datasets.

TABLE II
MANUAL AND AUTO TRAINED CLASSIFIER PERFORMANCE

Training Set Type1/ Classifier Min Median Mean Max

Precision
HL LDA Crop 0.82 0.92 0.90 0.96
HL LDA Weed 0.87 0.92 0.92 0.96
HL SVM Crop 0.84 0.92 0.92 0.98
HL SVM Weed 0.91 0.94 0.94 0.98
AUTO LDA Crop 0.74 0.84 0.84 0.92
AUTO LDA Weed 0.84 0.88 0.89 0.95
AUTO SVM Crop 0.68 0.83 0.84 0.94
AUTO SVM Weed 0.87 0.91 0.91 0.97

Recall
HL LDA Crop 0.88 0.92 0.92 0.96
HL LDA Weed 0.81 0.92 0.90 0.96
HL SVM Crop 0.92 0.95 0.95 0.98
HL SVM Weed 0.82 0.92 0.91 0.98
AUTO LDA Crop 0.83 0.89 0.89 0.96
AUTO LDA Weed 0.67 0.84 0.82 0.92
AUTO SVM Crop 0.86 0.92 0.92 0.98
AUTO SVM Weed 0.56 0.82 0.82 0.94

F1 Score
HL LDA Crop 0.86 0.91 0.91 0.96
HL LDA Weed 0.85 0.91 0.91 0.96
HL SVM Crop 0.88 0.93 0.93 0.98
HL SVM Weed 0.87 0.93 0.93 0.98
AUTO LDA Crop 0.82 0.85 0.86 0.93
AUTO LDA Weed 0.77 0.84 0.85 0.93
AUTO SVM Crop 0.79 0.89 0.88 0.94
AUTO SVM Weed 0.70 0.87 0.86 0.94

1 HL - Hand labelled datasets, AUTO - Auto-generated datasets.

manual labelling process. Nevertheless, it can be viewed as
an indication that the algorithm was functioning correctly.

Classification results are shown on Table II and sum-
marised in the “AUTO DS” columns in Fig. 5. SVM and
LDA performed similarly. While median and mean scores
were marginally higher for the SVM classifier, LDA exhib-
ited slightly more consistent results when trained with the
auto-generated datasets. In most cases F1 scores remained
above 0.75 for both classes. While it is evident that these per-
pixel scores do not match the level of performance obtained
with hand labelled training sets, this is to be expected, due
to the higher levels of contamination from the opposite class
in the training sets.

A large dip can be seen in the box plot for the self-

TABLE III
AUTO-GENERATED DATASET DETAILS

Compared to HL Data
Name No. of Pixels1 HL Overlap2 Ext. Accuracy3

DS1-1 Auto 32515 / 3153 3447 / 4045 98.52 / 100.00%
DS1-2 Auto 46096 / 3566 2875 / 2961 100.00 / 100.00%
DS3-1 Auto 8348 / 8110 641 / 2791 100.00 / 98.35%
DS3-2 Auto 9680 / 4983 732 / 4668 100.00 / 100.00%

1 Number of crop/weed pixels per dataset (after erosion).
2 Number of crop/weed pixels shared with the corresponding hand
labelled dataset. Note that these numbers were calculated without erosion
to maximise the overlap between between auto and hand labelled
datasets.
3 Crop/weed percentage of shared pixels that have been correctly iden-
tified with the automatic method.

supervised SVM weed recall results (and to a lesser extent
the corresponding crop precision scores). This was caused by
two of the 16 training/test set combinations (0.56 and 0.61
recall), and future work will seek to diagnose the reasons for
the poor performance from those particular training/test set
pairs. The other combinations performed better, as demon-
strated by a median and mean recall of 0.82.

The results appear to have a bias towards high recall/low
precision for crop pixels and the reverse for weed, partic-
ularly in cases of lower performance. This indicates a bias
in the classifiers towards labelling points as crop; in other
words, more weed pixels are falsely classified as crop than
crop pixels as weed. Dealing with this may depend on the
final application. For example, a lower chance of falsely
eradicating crop plants may be desirable in targeted herbicide
applications. In this case, LDA prior probabilities (which are
set to 0.5 for both classes in this paper) could be manually
adjusted to ensure high crop recall.

Fig. 6 outlines some typical classification results, com-
paring a hand labelled training dataset to an auto-generated
one (DS1-1 HL and DS1-1 Auto). It can be seen that the
majority of falsely labelled pixels occurred around the edges
of crop plants and as speckle within weeds. Both issues may
be overcome by incorporating a form of spatial smoothing or
segmentation. Examples 2 and 3 demonstrate the separation
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Fig. 6. Sample classification results showing false colour RGB images (first row), manually supervised classification (second row) and self-supervised
classification (third row). Green and red indicates crops and weeds respectively. Hand labelled and auto-generated training sets are DS1-1 HL and DS1-
1 Auto respectively. Black cardboard backings in some of the images explicitly label plants as crop or weed (as identifiable in corresponding DSLR
photographs, see Fig. 7).

(a) Example 1 - Weed (b) Example 3 - Crop (c) Example 5 - Weed (d) Example 6 - Weed (e) Example 7 - Crop

Fig. 7. DSLR photos of five of the seven examples shown in Fig. 6. Weed species are as follows: (a) curled or red dock, (c) caltrop and (d) Ipomoea sp.
or Polymeria sp.

between overlapping plants of different classes, a particular
strength of HSI based classification. Some of the examples
also demonstrate that due to the limited spatial resolution and
morphological erosion, very small plant pixels will not be
classified at all. This can be improved by decreasing the scan-
ning speed, or increasing the resolution by scanning closer to
the ground or using a higher resolution line scanning camera.

In general, both classification methods yielded relatively
high performance when performing self-supervised training,
in some cases rivalling scores from hand labelled datasets,
yet the automated method requires no human labelling effort
or intervention. Additionally, self-supervision is particularly
useful when conditions change, as the classifier can be
continually updated with new training data, and it is expected
that the performance in this case will remain constant. On the
other hand, a manually generated, static training set performs
well in matching conditions, but would degrade as these vary
considerably [18].

Finally, as an indication of speed, training and classifica-
tion was timed and averaged over ten iterations with DS1-1
Auto training and DS1-1 HL test sets. LDA training only

took 0.0079s on 6306 total pixels, while SVM took 0.3665s.
Testing on 102510 pixels was timed at 0.0036s and 4.2455s
with LDA and SVM respectively. This suggests that using a
simple classifier like LDA might be preferable in situations
where processing time is critical.

V. FUTURE CONSIDERATIONS
This paper demonstrates how crop/weed discrimination

can be achieved without labour intensive manual labelling,
with a framework that is well equipped to handle appear-
ance variability. Further testing is required to confirm and
demonstrate how robust the system is to changing conditions
compared to static training data.

For weed management, a complete system would use
classification results to perform corrective actions, such as
spraying or removal of identified weeds, which requires a
number of additional steps. Firstly, the hyperspectral data
and classification results should be geographically registered.
This will allow real world location of identified weeds and
subsequent treatment. Alternatively, if real time treatment
is desired, weed locations must be translated to treatment
locations relative to the robot in a fraction of a second as the
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vehicle passes. Spatial smoothing or segmentation will also
be necessary to reduce the speckled nature of the result, and
help convert per-pixel classification results to identification
of whole plants, as some treatment options will require centre
locations of plants.

VI. CONCLUSION

This paper presented a self-supervised method for discrim-
inating weeds in crop fields, without the need for manual
labelling. The technique, which is based on prior work using
RGB images [4], gathers training data automatically to form
a self-supervised classification framework that is resistant
to variation. This would allow the classifier to adapt to
changing class appearance without manually generating new
datasets. Good overall weed/crop discrimination performance
was achieved with all of the extracted datasets (mean F1
scores of 0.85 or better), approaching performance of hand
labelled training data (mean F1 scores of 0.91 or better), yet
not requiring any manual labelling. Future work will seek
to improve classification performance by investigating tech-
niques that refine the training data, as well as the use of more
sophisticated classification methods. The inclusion of spatial
information, real-time performance, and online loop closure
for weed control are all opportunities for future work. The
framework’s ability to deal with changing conditions should
also be confirmed in datasets that span greater variability.
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Chapter 6

Fruit Maturity Estimation

In horticulture, estimating the optimal time for harvest is important to maximise
revenue and minimise waste. Harvested fruit need to have optimal maturity to allow
for storage and transport while maximising eating quality. By tracking maturity of
fruit on tree as they develop, growers use their expertise and prior knowledge to
try and predict a suitable harvest date. While maturity can be approximated by
visual inspection, more accurate methods have been developed. Dry matter (DM)
content has been shown to be a reliable indicator of maturity, as it correlates closely
with a fruit’s carbohydrate content. The most direct way to measure DM is by
oven-drying which requires sacrificing the fruit sample. However, more convenient
and non-destructive methods using spectroscopy have been developed instead. One
approach currently in use for some fruit involves holding a hand-held spectrometer
with partial transmittance optics in contact with sample fruit to be measured. Several
such measurements can be made per block and tracked over time via weekly or bi-
weekly measurements.

While using the hand-held spectrometer method is accurate on a per fruit basis, it
is very labour intensive if a high level of data density and resolution is required, e.g.
measuring fruit in every single tree of an orchard block. This would be useful if an
orchard block exhibits significant maturity variability. For example, if specific regions
receive more sun light they will mature more quickly. To maximise yield in this case,
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it would be necessary to harvest these areas earlier to avoid overripe fruit or fruit that
drop from the tree prior to picking. This is also referred to as selective harvesting.
Alternatively, knowing the fruit maturity profile across a block instead of a simple
average allows a more accurate estimate of a single optimal harvest date.

The need for more granular maturity estimates presents an opportunity for hyper-
spectral imaging, which motivates the work in this chapter. The study proposes the
use of a hyperspectral sensor and navigation system aboard a mobile ground vehicle
to efficiently predict and map maturity on an orchard scale. An entire orchard block
was scanned, producing hyperspectral data for hundreds of trees. A novel classifica-
tion, regression and mapping pipeline is introduced to process the data. The system
extracts pixels belonging to mango fruit before providing a DM estimate for each
pixel. Using the navigation system, the data are then georeferenced, producing maps
that provide DM predictions that are averaged per tree.

The system was presented with challenging conditions as the hyperspectral camera
was set up to scan trees in a sideways push-broom configuration using natural day-
light. Lighting variations were extensive due to the complicated canopy geometry,
introducing shadows and scattered light from surrounding surfaces. Despite this,
experimental validation of the system supports its ability to predict DM and its re-
peatability over two days.
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A B S T R A C T

Monitoring the maturity of fruit in commercial orchards can help growers optimise the time of harvest. Dry
matter content (DM) of fruit is used as an indicator of mango maturity, measured in-field with a hand-held
spectrometer. This approach is labour intensive, limiting the extent to which DM variability can be measured
across an orchard block, which would enable selective harvesting. This paper proposes an alternative approach
that utilises a hyperspectral camera, LIDAR sensor and navigation system mounted to a ground vehicle to predict
fruit DM individually for hundreds of trees in a mango orchard block. First, the challenges faced due to tree
geometry and shadows in mango orchards are addressed. Then the ability to predict DM at a distance using
hyperspectral imaging (411.3–867.0 nm) was demonstrated. Two regression methods, partial least squares (PLS)
and a convolutional neural network (CNN) were compared and tested against DM results from a hand-held NIR
spectrometer using harvested ( = =n σ w w468, 2.32% / ) and on-tree fruit ( = =n σ w w662, 1.79% / ). The CNN
achieved a cross validation =R 0.64CV

2 and =RMSE w w1.08% /CV in fruit on tree, while PLS achieved =R 0.58CV
2

and =RMSE w w1.17% /CV . In order to discriminate mango and non-mango pixels, PLS discriminant analysis (PLS-
DA) and a CNN were also compared, where both methods achieved good classification performance with a mean

>F1 0.97. Having established mango classification and DM prediction performance, hyperspectral data were
processed for a full orchard block and projected to world coordinates using AGV position and orientation as
provided by the navigation system. Trees were segmented using corresponding LIDAR data, which allowed
association of projected DM predictions to individual trees. Repeated scans of the orchard block over two days
allowed a measure of repeatability, which was achieved with an <RMSE w w0.29% / . The results provide strong
evidence that predicting maturity at a distance for all trees in an orchard is feasible using a hyperspectral
camera, which will be an important management tool for growers to optimise harvest timing and yield.

1. Introduction

In commercial orchards, monitoring the maturity of fruit as they
develop is important because it influences the optimal time to harvest.
Growers aim to harvest fruit at “harvest maturity”, which allows the
fruit to ripen off the tree. The best tasting fruit would be ripened on the
tree, as they would have the longest time to accumulate sugars and
starch, but would have no allowance for transport and shelf life.
Because of this, growers try to optimise the balance between on-tree
ripening and transport/shelf-life, known as “harvest maturity”, which
includes achieving physiological maturity and some on-tree ripening.
While fruit maturity can be approximated by visual inspection (Subedi
and Walsh, 2011), much progress has been made to more accurately
measure it. For some types of fruit, such as mangoes and bananas, dry

matter (DM) content is considered an important indicator for fruit
maturity, correlating with a fruit’s carbohydrate content (starch and
sugars) (Walsh and Subedi, 2014). For example, in Walsh and Subedi
(2014) DM was measured for mangoes over eight weeks from the stone
hardening stage leading up to harvest, and ranged from just over 9% w/
w to almost 22% w/w. The Australian Mango Industry Association
(AMIA) recommends a harvest DM of ranging from 13% w/w (R2E2
cultivar) to 15% w/w (Kensington Pride, Calypso and Honey Gold
cultivars) (AMIA, 2015). DM can be determined destructively, but re-
cent advances have yielded spectroscopic methods and portable hand-
held instruments that allow accurately estimating fruit dry matter
content on intact fruit, even while still on the tree.

DM can be measured in the field using a hand-held spectrometer
with partial transmittance optics by holding it in contact with
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individual fruit. Several such measurements can be averaged per block
and tracked over time via weekly or bi-weekly measurements. A
number of past studies have shown the potential of using near infra-red
(NIR) spectroscopy for the prediction of mango fruit DM (Guthrie and
Walsh, 1997; Saranwong et al., 2004; Walsh et al., 2004; Subedi et al.,
2007). Subedi and Walsh (2011) examined the applicability of NIR
spectroscopy using partial transmittance optics, as proposed by
Greensill and Walsh (2000), for the estimation of DM and total soluble
solids (TSS) of mesocarp tissue of both banana and mango. Using a
wavelength range of 500–1050 nm and partial least squares (PLS) re-
gression, mango DM could be successfully predicted across all stages of
maturity with a cross validation correlation coefficient >R 0.75CV

2 and
root mean square error <RMSE w w0.70% /CV . Walsh and Subedi (2014)
and Subedi et al. (2013) used hand-held spectrometers with PLS re-
gression to estimate mango fruit DM in the field, and confirmed its
applicability in making harvesting decisions. In addition, machine vi-
sion approaches have been proposed for the prediction of fruit prop-
erties in production lines. For instance, Nandi et al. (2014) used an RGB
camera and support vector machine (SVM) to classify harvested man-
goes during packing into four maturity groups with an accuracy of
>90% to allow the fruit to be sorted for transport to different locations.
There are also many examples of dry matter or maturity estimation in
other fruit, such as banana (Rajkumar et al., 2012; Surya Prabha and
Satheesh Kumar, 2015), persimmon (Mohammadi et al., 2015), and
tomato (Acharya et al., 2017). In another related study,
Rungpichayapichet et al. (2017) utilised imaging spectroscopy (also
known as hyperspectral imaging) in a lab setting to map firmness, ti-
tratable acidity (TA) and TSS across a whole fruit.

The aforementioned methods allow accurate estimation of fruit
quality, including DM, on a per fruit basis, where environmental con-
ditions such as illumination can be controlled. However, these ap-
proaches become logistically intractable when a higher level of gran-
ularity is required in the data, such as averages of fruit properties per-
tree across a whole orchard block. Non-destructively predicting pre-
harvest fruit properties on an orchard scale, which involves thousands
of trees and hundreds of thousands or millions of fruit requires a pro-
hibitive amount of labour using current best practice methods.
Nevertheless, such detail would be useful to growers, as fruit maturity
can vary significantly within orchard blocks, due to external factors
such as available sunlight, soil quality and water availability.
Additionally, mangoes can have multiple flowerings per year, leading
to significant variability in maturation times from tree to tree and even
within single tree canopies (Subedi et al., 2013). Growers could use
knowledge of this variation in maturity to optimise harvest timing or to
selectively harvest specific areas within orchard blocks. This would
increase yield by reducing harvested fruit at suboptimal maturity and
minimising mature fruit that drop from trees prior to harvest.

There is a substantial body of research examining the use of satellite
and aerial remote sensing in predicting vegetation properties, including
for vegetation cover estimation (Zhang et al., 2013), biomass estimation
(Marshall and Thenkabail, 2015), vegetation/crop classification
(Oldeland et al., 2010; Xue et al., 2017), disease mapping (MacDonald
et al., 2016) and nutrient/chlorophyll concentrations (Sims et al., 2013;
Rao et al., 2008; Moharana and Dutta, 2016; Pullanagari et al., 2016).
In fruit orchards, such remote sensing techniques may be useful for
determining properties that are discernible at the canopy level, such as
volume, mineral nutrition content, yield, diseases/pests and stress
(Usha and Singh, 2013; Robson et al., 2017; Salgadoe et al., 2018),
however, they do not currently provide the spatial resolution needed to
directly predict fruit DM. Low altitude unmanned aerial vehicle (UAV)
platforms can provide the resolution needed, but the geometry of many
fruit crops is such that they must be viewed at a shallow angle with
respect to the ground. As a result, to be ideally located for viewing
individual fruit on trees, a sensor should generally be situated at tree
level, moving in-between orchard rows. Navigating between tree rows
has been demonstrated with multi-rotor helicopter UAVs (Verbeke

et al., 2014; Stefas et al., 2016; Hulens et al., 2017), however, while
these types of platforms are convenient in many ways, their limited
battery life and payload can be prohibitive in some situations.

Recently, several studies have explored the use of mobile ground
platforms to acquire data of large areas for the purpose of phenotyping
and yield estimation (Deery et al., 2014; Andrade-Sanchez et al., 2014;
Busemeyer et al., 2013; Comar et al., 2012; Montes et al., 2011;
Underwood et al., 2017; Bargoti and Underwood, 2017; Wang et al.,
2013; Payne et al., 2014; Qureshi et al., 2017; Aquino et al., 2018).
These platforms allow the use of multiple sensors to acquire high re-
solution data over large regions, which can be used to measure various
plant properties. Bargoti and Underwood (2017) developed a con-
volutional neural network (CNN) based image segmentation approach,
which used data from an unmanned ground vehicle (UGV) to detect
individual apples on trees and estimate yield per row. Stein et al. (2016)
developed an approach that tracked CNN detections from multiple
views of mango trees to predict yield, and compared it to single view
(one side of a tree only) and dual view approaches (two opposing sides
of a tree). Linker (2018) performed yield estimation in apple trees using
a pipeline that included Upright SpeededUp Robust Features (U-SURF)
descriptors and a SVM classifier. Payne et al. (2014) developed a pi-
peline using a number of thresholds that allowed detection of mango
fruit and subsequent yield count. Several other studies demonstrated
fruit detection and yield estimation (e.g. Dorj et al., 2017; Wang et al.,
2013; Gongal et al., 2016). In addition, estimating fruit size (Wang
et al., 2017), and assessing water status using thermal imaging
(Gutiérrez et al., 2018) and NIR spectroscopy (Diago et al., 2018) have
also been demonstrated in fruit orchards or vineyards. However, the
authors are not aware of any published studies that use imaging sensors
from a platform that moves along the inter-row for the estimation of
fruit maturity.

This study examines the use of a UGV with a hyperspectral imaging
sensor and navigation system to efficiently predict and map DM on an
orchard scale. The system is coupled to our prior work on light detec-
tion and ranging (LIDAR) tree segmentation to allow association of the
estimates per tree. While hyperspectral imaging, which captures spectra
in hundreds of narrow bands for each pixel in a given image frame, has
been extensively studied in the remote sensing community, there are
only a few examples of the use of hyperspectral imaging on ground
based mobile platforms for agricultural applications, such as pheno-
typing (Deery et al., 2014; Klose et al., 2010; Underwood et al., 2017).
To the best of the authors’ knowledge, however, there are no published
studies yet of hyperspectral imaging being used in fruit orchards to
predict fruit properties, from mobile ground platforms or otherwise. In
this work hyperspectral images were captured using natural light,
which presents some challenges due to lighting variations as will be
detailed later. Using artificial illumination (e.g. halogen lights at night)
may be a potential option, but introduces other difficulties such as in-
creased power draw and timing logistics. The system presented in this
work enables the generation of orchard-scale fruit maturity (dry matter)
maps to facilitate granular farm management and selective harvesting.
Specifically, this paper makes the following contributions:

• An efficient system for orchard-scale maturity (dry matter) mapping
with tree and fruit-level resolution, using mobile ground-based hy-
perspectral sensing, including;

• A novel, unified approach to detect fruit in hyperspectral imagery
and estimate its maturity (dry matter) simultaneously.

• A system for associating and averaging dry matter estimates per
tree, to generate spatial orchard-scale dry matter maps.

• A solution to illumination compensation derived from prior work
(Wendel and Underwood, 2017b; Drew and Finlayson, 2007) and an
analysis of the challenges faced when acquiring hyperspectral data
in fruit orchards due to variations in lighting resulting from the
complex acquisition and tree canopy geometry.

A. Wendel et al. Computers and Electronics in Agriculture 155 (2018) 298–313
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2. Materials and methods

This section details the acquisition of the hyperspectral data and its
processing in order to achieve DM estimation on an orchard scale and
the experimental protocol for validation. All data were acquired at an
orchard in Bundaberg, Queensland, Australia, using sensors mounted to
a UGV. Orchard-scale DM estimation requires classifying each hyper-
spectral image pixel (i.e. individual spectra) as being mango or non-
mango. Each classified mango pixel spectrum was then regressed to a
DM value. Classification and regression models were trained and vali-
dated using manually labelled ground truth data. Finally, the resultant
DM estimates were summarised in spatial maps of the average DM per
tree. Each step of this process (classification, regression and mapping),
was evaluated experimentally to demonstrate the effectiveness of the
proposed method.

2.1. Data acquisition

Data were collected using a UGV called “Shrimp”, developed at the
Australian Centre for Field Robotics (ACFR), which is equipped with a
Resonon Pika II visible to near infrared (VNIR) line scanning hyper-
spectral camera, a Velodyne HDL64E 3D LIDAR and a Novatel SPAN-
CPT real time kinematic, global positioning and inertial navigation
system (RTK/GPS/INS). as indicated in Fig. 1(a). The Resonon Pika II
camera was mounted to the platform in a push broom configuration
such that the scan line is vertical, and pitched upwards slightly to allow
scanning of upright objects such as orchard trees (Fig. 1(a)). The
camera produces hyperspectral images of 648 spatial by 244 spectral
pixels (spectral resolution of 2.1 nm from 390.9 to 887.4 nm) at a rate
of 133 frames per second and native bit depth of 12. A Schneider Ci-
negon 6mm objective lens was manually focused with a checker board
at the typical distance to the scene. The Velodyne HDL64E 3D LIDAR
was configured to spin at 10 Hz with a data rate of 1.3 million points
per second. Contrary to typical practice, the Velodyne was mounted
“sideways”, as pictured in Fig. 1(b), to capture the full height of the tree
canopies. The Novatel SPAN system combines an OEM3 GPS receiver
with an IMU-CPT inertial measurement unit (IMU), to provide six

degree-of-freedom location and orientation of the platform at 50 Hz.
The data were collected from three cultivar B74 (Calypso) mango

orchard blocks (“A”, “B” and “C”, see Fig. 2(a)) at Simpson Farms in
Bundaberg,Queensland, Australia on 6th and 7th December 2017. Block
A comprises 10 rows ranging from 60m to 260m in length, with a
rectangular cut-out where two sheds are located, containing a total of
494 trees. Block B is comprised of five rows ranging from aprox. 25m to
210m in length, and contains 121 trees. Block C is comprised of four
rows ranging from 175m to 335m in length, and contains 266 trees.
Rows in block A run approximately south to north, while they run
approximately west to east in blocks B and C. All trees, which were
typically 3–4m in height, were scanned from both sides, by traversing
every row in both directions while continuously recording the sensor
data. In addition, to allow repeatability testing, all trees in block A were
scanned twice over two days. Several illumination reference panels
(QPcard 102, MFR #GQP102) were placed at the beginning of as many
rows as logistically possible. The panels were mounted to tripods as
shown in Fig. 2(b) and placed both in direct sunlight and shadowed
regions underneath trees to measure as wide a range of reference illu-
mination conditions as possible. Scans in block A for both sides of the
trees were timed to have good solar illumination behind the hyper-
spectral camera given in-field logistical constraints. This meant that the
west side was scanned in the afternoon, and the east side in the
morning, while data acquisition at mid-day, when the sun is at its ze-
nith, was avoided whenever possible. Nevertheless, due to logistical
constraints one repeated scan of the west side of block A had to be
started just before midday, even though the west side of trees would
optimally be scanned after midday, providing an opportunity to ex-
amine how this affected the results. Because blocks B and C run west to
east, it was not possible to locate the camera optimally with respect to
the sun at any time of the day, and therefore acquisition was timed to
ensure that overall illumination was adequate (i.e. not too early or late
in the day). See Table 1 for a detailed acquisition summary. Dark cur-
rent measurements for the hyperspectral camera were recorded reg-
ularly (before or after acquisition runs), by completely blocking all light
to the sensor and averaging the data over approximately 10 s.

A total of 78 fruit were selected to span a wide range of DM values

Fig. 1. The Shrimp robotic platform and sensor configuration.
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( = =μ w w σ w w12.98% / , 2.39% / ) as measured with a hand-held Felix F-
750 produce quality meter that was calibrated prior to use (validation

= =R RMSE w w0.95, 0.56% /2 ). This instrument employs a Zeiss MMS1
NIR enhanced spectrometer, which has a pixel resolution of approx.

3.3 nm, optical resolution of 10 nm, wavelength range 400–1100 nm
and an internal halogen lamp, referencing for background illumination
and lamp illumination on every sample. The measurements were taken
at the equator of the fruit on two opposing sides. The fruit were picked
and placed in trays such that the measured location faced the camera
with adjacent illumination reference panels, as shown in Fig. 3(a). The
trays were then scanned by Shrimp at different times throughout one
day. The fruit were also turned after a period of time to allow scanning
of the opposing measured area. This provided an additional “fruit-in-
tray” ground truth dataset, with controlled fruit orientation and illu-
mination conditions.

Additionally, individual fruit from two rows in A and one row each
in B and C were tagged and measured with the hand-held produce
quality meter ( = =μ w w σ w w12.94% / , 1.79% / ). The measurements
were taken at the equator on the fruit region facing out from the tree.
Up to three fruit were selected per tree-side, with high, medium and
low DM values, and coloured tags were unambiguously placed on the
stem above the fruit, to allow field measurements to be associated to the
hyperspectral data, as shown in Fig. 3(b). Care was taken to place tags

Fig. 2. Google Earth map of the three blocks A, B and C from which data were acquired (a) and QPcard 102 reference panels used for illumination compensation (b).

Table 1
Acquisition summary.

Block Date Tree sides Start time Finish time Conditions

A 6/12/
2017

East 9:52:02 11:26:11 Clear

A 6/12/
2017

West 13:34:05 14:30:25 Some very light
clouds

A 7/12/
2017

East 8:35:13 9:29:27 Partly cloudy

A 7/12/
2017

West 10:09:09 11:21:39 Partly cloudy

B 6/12/
2017

North &
South

11:56:37 12:31:16 Clear

C 7/12/
2017

North &
South

9:48:43 12:52:32 Partly cloudy

Fig. 3. Photos of “fruit-in-tray” with calibration panels (a) and example “fruit-on-tree” with pink, blue and orange tags (b). The photo in (a) was taken earlier in the
day, and the shadow across the fruit was not present later during acquisition when the sun was in a more favourable position. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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as far as possible above the fruit to minimise their effect on the colour of
each mango. This produced a “fruit-on-tree” ground truth dataset.
While there are examples of mangoes with DM of near 20% w/w, the
average for both “fruit-in-tray” and “fruit-on-tree” is closer to 13% w/w
as the blocks were not mature enough for harvesting yet.

2.2. Labelling

Manual labelling was performed on true colour hyperspectral image
data pertaining to individual fruit, non-fruit examples, and calibration
panels, as summarised in Table 2. Hyperspectral line scans were ap-
pended in time with no motion compensation or orthorectification
applied and converted to RGB true colour images using wavelengths at
605, 555 and 445 nm (see Fig. 4(a)). The RGB conversion was per-
formed to aid in manual labelling only, and full spectra were preserved
and used downstream. Individual fruit were selected with tight
bounding boxes. Then a representative region (patches of size
4×4–13×13) on each fruit was selected as the best pixels to be used for
regression. These patches were chosen to be both well illuminated to
maximise signal to noise ratio (SNR) and closest to the fruit cheek area
measured by the hand held produce quality meter (see Fig. 4(b)). A
similar number of rectangular patches of non-mango pixels (e.g. grass,

tree branches, leaves…) were also labelled for use as negative training
samples for classification. For illumination compensation, pixels on the
calibration panel and temporally adjacent (within 5 s) were also
manually labelled.

Labelled fruit hyperspectral data needed to be matched to their
respective ground truth dry matter values. “Fruit-in-tray” mangoes
were individually numbered with a marker corresponding to individual
manual DM measurements. “Fruit-on-tree” data, on the other hand,
required assigning labelled data to individual trees. This was automated
by projecting the data to the world reference frame, using camera ex-
trinsics obtained as per the approach in Wendel and Underwood
(2017a), and assigning them to the closest trees using segmented LIDAR
data (Wellington et al., 2012; Underwood et al., 2015, 2016; Stein
et al., 2016).

2.3. Spectral preprocessing

Illumination compensation was performed as per Wendel and
Underwood (2017b) and Drew and Finlayson (2007). First the spectra
were converted to at-sensor sample pseudo-radiance, ls, to account for
the effects of non-uniform lens transmittance and sensor quantum ef-
ficiency, both spatially and spectrally, using the following equation
(Suomalainen et al., 2014):
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where dns λ, and dnsdcλ are raw digital number (DN) measurements of the
sample and nearest in time dark current at wavelength λ respectively;
dnff λ, and dnffdc λ, are flat field raw digital number measurements, ac-
quired using an integrating sphere, and corresponding dark current.

For the “fruit-on-tree” data, the “LOGSEP” method described in
Wendel and Underwood (2017b) was then applied to convert the
spectra to reflectance. The LOGSEP algorithm requires reference illu-
mination radiance and surface reflectance spectra for training, which
were produced using the reference panels. When a reference panel is
seen in the hyperspectral data, the illumination that the panel is ex-
posed to at that point in time, li λ, , can be estimated with
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l
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r λ

r λ
,

,
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where lr λ, and rr λ, are radiance and reflectance of the reference panel
respectively. Reference panel pixels were manually selected as patches
between ×5 5 and ×9 9 in size from the “mid grey” step of the panel
(i.e. the second darkest step), and averaged to produce a single spec-
trum per reference panel observation. Patches were made as large as
allowed by the apparent size of the panel in the hyperspectral data,
which varied depending on the panel’s distance from the camera. The
calibration panel reflectance, rr λ, , was measured in the lab prior to data
collection using an ASD Fieldspec 3 spectrometer with controlled ha-
logen illumination.

Table 2
Summary of data used for training and validation.

Dataset Name No. of Fruit No. of Groups No. of Spectrac DM% w/w μ/σ/min/maxd Purpose

Fruit-in-tray 78 468a 22932 12.90/2.32/ 9.20/21.57 Regression cross validation
Fruit-on-tree 662 (block A/B/C split: 420/93/149) 662 33018 12.94/1.79/ 8.98/19.95 Regression cross validation

Regression training for mapping
Positive data for classification cross validation
Positive data for classification in mapping

Non-mango 204 (all from block A) 204b 33048 N/A Negative data for classification cross validation
Negative data for classification in mapping

a Fruit-in-tray were scanned twice on one side, and four times on the other.
b Negative training data were grouped by blocks of adjacent pixels.
c Each spectrum is a single sample for training and cross-validation.
d Calculated on groups.

Fig. 4. Example true colour RGB image with fruit labels (a) and close-up fruit
with patch label (b). The images were created by appending consecutive line
scans from the Resonon Pika II hyperspectral camera and selecting three ap-
propriate RGB wavelengths. As the camera is oriented such that each scan line
is vertical, each column in these images represents pixels from a single scan
line. Full spectrum data between 390.9 and 887.4 nm is available for each pixel
(not shown).
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To generate reference reflectance spectra for LOGSEP training,
sample surface pixel radiances, ls λ, (e.g. of mangoes, grass, leaves, etc.),
that were imaged within a few seconds of the a calibration panel to
ensure the illumination seen by the panel is representative of the light
hitting other surfaces, were extracted from the data. Care was also
taken to ensure that sample surfaces had a similar geometry with re-
spect to the sun. These were then converted to reflectance using the
following equation:

=r
l
l

r .s λ
s λ

r λ
r λ,

,

,
,

(3)

Using the resultant training data, the LOGSEP model was trained
and used to estimate illumination for each pixel used in further pro-
cessing. By dividing the at-sensor radiance of each pixel by its corre-
sponding LOGSEP illumination estimate, ∗li λ, , the reflectance for each
pixel, ∗rs λ, , can be recovered:
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A grid search was performed to determine the number of reflectance
and illumination basis functions required by the LOGSEP model.
Radiance-at-sensor values were simulated by multiplying ground truth
vegetation reflectance spectra (from Eq. (3)) with all known illumina-
tion spectra (from Eq. (2)). Vegetation spectra, where normalised dif-
ference vegetation index (NDVI) was greater than 0.5, were selected as
their reflectance recovery accuracy is of particular importance for re-
gression. After calibrating LOGSEP models within the grid search
ranges, reflectance spectra were recovered from the simulated data, and
predicted reflectance values were compared with their known coun-
terparts by calculating the spectral angle (SA) between them. The
number of basis functions was chosen where the resultant average SA
asymptotes as they are increased. The regularisation parameter λ was
determined separately, by also performing a grid search in the same
manner.

For “fruit-in-tray” data, where reference panels were placed near
the fruit (see Fig. 3(a)), linear interpolation across time (referred to as
“INT” in Wendel and Underwood (2017b)) was used to obtain the il-
lumination estimate, ∗li λ, , at the time stamp of a given pixel
(Suomalainen et al., 2014), instead of the LOGSEP approach. This was
done because all “fruit-in-tray” data were obtained within a short
period of time of imaging the reference panels, which allows for ac-
curate interpolation (Wendel and Underwood, 2017b).

Due to the camera’s low quantum efficiency at the extreme ends of
the spectrum, which results in a considerably decreased SNR, the first
and last ten bands of the reflectance spectrum were removed, resulting
in a reduced range from 411.3 to 867.0 nm. Then, all reflectance
spectra were normalised with a standard normal variate (SNV) trans-
form:

= −r r
σ

r̄ ,SNV λ
λ

r
, (5)

where r is the reflectance spectrum, r̄ its mean and σr its standard
deviation. The biased standard deviation was used for SNV calculations
in this paper. Savitzky-Golay (Savitzky and Golay, 1964) filtering and
derivatives were considered, but found to have no additional beneficial
effect, as supported by previous findings (Rungpichayapichet et al.,
2017). Binning of spectra also appeared to have no particular benefit, so
all remaining 224 bands were retained prior to further processing.

2.4. Classification and regression

Two essential steps in the processing pipeline are classification,
identifying individual mango pixels/spectra, and regression, estimating
DM of identified mango pixels. For both steps, two approaches were
examined in this paper: PLS and CNN.

Previous work has shown that PLS is a promising approach to

perform regression with high dimensional, collinear (correlated) and
noisy input data, making it ideally suited for spectroscopic applications
(Wold et al., 2001). Several previous studies have successfully used PLS
for predicting fruit properties from spectroscopic data (eg. Walsh et al.
(2004), Acharya et al. (2017), Guthrie and Walsh (1997),
Rungpichayapichet et al. (2017)). Partial least squares discriminant
analysis (PLS-DA) is a variant of PLS that can be used when the output
is categorical. Therefore, PLS was tested to be used for both classifi-
cation and regression. For the experiments performed in this paper, the
implementation from the Python scikit-learn package was used
(Pedregosa et al., 2011). The model was trained with a maximum of
500 nonlinear iterative partial least squares (NIPALS) iterations and 20
components/factors. For PLS-DA, the two classes in the ground truth
data were represented as either −1 or 1 for training of the PLS model,
and a threshold of zero determined the predicted class.

CNNs and deep learning have garnered much interest in the com-
puter vision community, mainly for classification (Krizhevsky et al.,
2012; Simonyan and Zisserman, 2015; Szegedy et al., 2015) and object
detection (Ren et al., 2015; He et al., 2016; Liu et al., 2016; He et al.,
2017) applications using RGB images. More recently CNNs and deep
learning have also been investigated for classifying hyperspectral data
(Hu et al., 2015; Makantasis et al., 2015; Chen et al., 2016; Lee and
Kwon, 2017; Zhong et al., 2017; Windrim et al., 2018a). The work by
Windrim et al. (2016b,a, 2018b) in particular investigates deep
learning to deal with variations in illumination. Due to the promise
shown by these approaches for hyperspectral data and to provide a non-
linear alternative, a CNN was also implemented for classification and
regression tasks. Moreover, as explained later in this section, the CNN
allows simultaneous classification and prediction, simplifying the
overall processing pipeline.

The general architecture used for the CNN model is based on the
two convolutional layer plus two fully connected layer model examined
by Windrim et al. (2016b) (see Fig. 5). No padding was used for the
convolutions. It is important to understand that unlike most CNN ar-
chitectures designed for computer vision applications, as per Windrim
et al. (2016b) this model only uses one dimensional filters, convolving
along the spectral dimension only. Its input therefore consists of in-
dividual spectra (individual hyperspectral image pixels), which are
treated independently from adjacent pixels. Three output variations of
this architecture were implemented: classification only (CNN-CLASS),
regression only (CNN-REG) and combined classification/regression
(CNN-COMB). For classification only, the network outputs two values;
the “confidences” for the two classes (mango and non-mango). The cost
function for the optimiser was the softmax cross entropy (Murphy,
2012), as is common for classification with neural networks:
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where y represents the true values (ground truth) in one-hot re-
presentation, z is the logits output of the last layer of the network, M is
the number of classes (two in this case), and N is the number of samples
in a given batch.

For regression to DM, there is a single scalar output, and the cost
was calculated as the mean squared error (MSE) with respect to the
ground truth:
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where y is the ground truth DM value. For the combined classification/
regression model, the last layer of the network outputs +M 1 values
(i.e. three in this case), the DM estimate y1 and the classification logits
output yi for ∈ … +i M2, , 1. Naturally, the cost function becomes a
combination of Eqs. (6) and (7):
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Note that the square error is now multiplied by yk u, , where u is the
one-hot index corresponding to the mango class. This ensures that the
regression cost is only applied when the training data represents a
mango, and zero otherwise. The models were implemented using
Tensorflow (Abadi et al., 2016), and optimised using the Adam opti-
miser (Kingma and Ba, 2015) with a batch size of 100 over 20,000
iterations. Weight variables were initialised using the “Xavier” method
(Glorot and Bengio, 2010), while biases were initialised to zero.

To test all classification and regression approaches, the data were
first mean centred and scaled to unit variance. To test classification and
regression performance, fivefold cross-validation was performed, and
repeated five times. All metrics were computed per fold and averaged
across all folds and repeats. To prevent data incest, spectra from mul-
tiple pixels in a single fruit were forced to exist wholly within single
splits. For classification, the dataset consisted of labelled mangoes and
negative data. Mango and non-mango samples (individual spectra)
were balanced in each training and test set of each fold. For regression,
the dataset comprised labelled mango pixels only, all of which included
DM ground truth. Regression models were trained on and predicted

Fig. 5. CNN architecture used in this study. The architecture is the two convolutional layer plus two fully connected layer model presented by Windrim et al. (2016b).
No padding was used for the convolutions. Three different variations were tested: CNN-REG, which only has one output for regressing to DM, CNN-CLASS, which
provides two outputs representing the softmax “confidence” of mango and non-mango classes, and CNN-COMB, which is a combination of both with three output
neurons.

Fig. 6. Illumination spectra obtained from calibration panels (normalised to
unity L2 norm), colour coded according to their original mean intensity (nor-
malised such that the brightest spectrum has a mean intensity of one). A clear
red edge region can be seen in the darkest spectra. There is also a raised region
between 500 and 600 nm in all spectra. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this
article.)

Fig. 7. Result of grid search to determine the number of basis functions (a) and regularisation parameter λ (b) for LOGSEP illumination compensation. After 60 and
30 reflectance and illumination basis functions respectively, accuracy, measured as the SA from the known ground truth reflectance, levels off. SA even increases
slightly for reflectance basis functions greater than 60. For the regularisation parameter, a minimum SA can be found at = −λ 10 5.2.
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individual spectra, which were then averaged per group. The folds were
generated in order to preserve the overall DM distribution in both
training and test splits, using sorted stratification (Lowe, 2016). This
was achieved by sorting the dataset by DM, and randomly withholding
N kmod samples, where N is the number of samples and k is the

number of desired folds (five in this case). The remaining samples were
divided it into floor N k( / ) equally sized consecutive groups (i.e. each
group is size k). Exactly one sample was then taken randomly, without
replacement, from each group to generate a split, and this was repeated
k times to generate k splits. The withheld samples were then randomly
distributed into the splits. To test the regression performance of CNN-
COMB, the negative samples were added to the mango training set of
each fold, and thinned to balance the number of positive and negative
samples.

2.5. Mapping

Two end to end pipelines were tested to predict and map DM on an
orchard scale: classification with CNN plus regression with PLS (“CNN-
PLS”), and combined CNN classification and regression (“CNN-COMB”).
For CNN-PLS, all pixels from a given orchard block were classified as

Fig. 8. Raw digital number (DN) (b), at-sensor radiance (c) and reflectance (d) example spectra from a labelled patch on one mango fruit as shown in (a) in true
colour. The spectra are colour coded according to their raw mean intensity. Radiance and reflectance spectra were normalised to unity L2 norm. At 600 nm the spectra
in (d) are more tightly clustered than prior to reflectance calibration (c), demonstrating the effectiveness of the illumination compensation method.

Fig. 9. Box plot of F1 score, precision and recall of the mango classification
cross-validation results for the three classification methods: PLS-DA, CNN-
CLASS and CNN-COMB.

Table 3
“Fruit-in-tray” CV regression results.

R2 (± 1 σ ) RMSE (% w/w) (± 1 σ)

PLS 0.743 (± 0.046) 1.169 (± 0.120)
CNN-REG 0.744 (± 0.086) 1.153 (± 0.208)
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mango or non-mango using a trained CNN-CLASS network and mango
pixels were passed to a trained PLS model to predict DM values. As
described in Section 2.4, the combined CNN model, CNN-COMB, in-
dicates if a pixel is a mango or not, and simultaneously outputs a DM
estimate. For both methods, binary erosion was performed on the de-
tected mango mask with a ×3 3 square structuring element to remove
isolated single pixel detections. All mangoes with ground truth DM data
were used for training of all classifiers and regression models used for
mapping (see Table 2). Due to the additional available training data
(i.e. all labelled data, rather than just 80% for five fold cross valida-
tion), the number of CNN training iterations was increased to 25000.
For these experiments PLS-DA was not used as a classifier as CNN-
CLASS and CNN-COMB offered slightly better performance (see Fig. 9)
and to limit the number of classifier-regressor permutations.

Once DM values were predicted using either method, they were then
projected from the imagery to the world reference frame using the
corresponding navigation system position and orientation data and
associated to individual trees using the tree-segmented LIDAR data. The
extrinsic camera offsets were determined using the line scan camera
calibration method from Wendel and Underwood (2017a). DM values
were projected to a plane, which is located at a fixed distance from the
camera, and perpendicular to its viewing direction (z-axis) using the
pinhole model. The projected points were then associated to the closest
tree within a radius of 4m, where tree centroids were obtained from
LIDAR segmentation according to Underwood et al. (2015) and Stein
et al. (2016). DM values were then averaged per tree side. The data
were separated according to which side was being scanned, because
fruit development can differ significantly on opposite sides of a tree due
to factors such as varying exposure to sunlight and differing illumina-
tion conditions.

3. Results

This section outlines the experimental results. The ability of the
LOGSEP method used in this paper to compensate for variable illumi-
nation is analysed, which also provides information about the nature of
illumination variation in the data. The performance of the classifiers
introduced in Section 2.4 is reported, followed by the prediction per-
formance of the regression models from Section 2.4. Then spatial maps
that average DM on a per tree basis using all imagery acquired from an
entire orchard block were generated for scans taken over two days to
test repeatability. This demonstrates the ability of the combined clas-
sification-regression pipelines described in Section 2.5 to process data
on an orchard scale.

3.1. Illumination compensation

In Fig. 6 a wide variety of illumination spectra obtained from the
calibration panels as per Section 2.3 are shown. The spectra are colour
coded to signify their brightness. A clear difference in spectral profile
can be seen between dark and bright spectra, most visibly where dark
spectra exhibit a sharp red edge region between approx. 690 and
750 nm that is almost completely absent in bright illuminant spectra.
This suggests the variability in illumination is not only influenced by
the ratio of direct sun light to diffuse sky light, e.g. as shown for open
field conditions in Wendel and Underwood (2017b), but additionally by
secondary reflections within the complex canopy geometry. In lay-
terms, the shaded reference panels are illuminated by light that has a
green and NIR ‘tinge’; it is coloured by the surrounding canopy, because
of light reflected and transmitted by nearby vegetation. This highlights
the need for explicit illumination compensation.

Due to the different nature and complexity of the illumination, the
parameters determined in previous work using the LOGSEP approach
cannot be assumed, and a grid search was performed to determine the
optimal parameters. The results of the grid search used to select the
number of LOGSEP model basis functions are shown as SA averages on
the surface plot in Fig. 7(a). After approx. 60 reflectance basis functions
the SA values level off and start to rise slightly. Similarly, no significant
SA decrease can be observed after approx. 30 illumination basis func-
tions. As a result, all further processing was performed using 60 re-
flectance and 30 illumination basis functions. The result of the grid

Fig. 10. Scatter plots of all five iterations of the cross validation procedure (one repeat only) for the “fruit-in-tray” dataset.

Table 4
“Fruit-on-tree” CV regression results.

R2 (± 1 σ) RMSE (% w/w) (± 1 σ)

PLS 0.580 (± 0.046) 1.168 (± 0.066)
CNN-REG 0.639 (± 0.053) 1.081 (± 0.078)
CNN-COMB 0.631 (± 0.049) 1.094 (± 0.071)
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search to determine the regularisation parameter λ is shown in
Fig. 7(b), where a clear minimum is visible, corresponding to a lambda
value of = −λ 10 5.2.

Fig. 8 demonstrates the calibration results for a patch on one mango
fruit, selected due to its large range in illumination magnitude. Ex-
amining the reflectance spectra before and after compensation, a tighter
clustering is observable (e.g. at 600 nm) in the reflectance spectra
(Fig. 8(d)) compared to the radiance spectra (Fig. 8(c)) as a result of the
LOGSEP illumination compensation algorithm. In addition, the dip
corresponding to the O2 “A” absorption band at approx. 760 nm, and
other atmospheric features have been minimised.

3.2. Classification

Fig. 9 shows the classification cross validation (CV) F1, precision
and recall results for PLS-DA, CNN, and CNN-COMB. PLS-DA exhibited
good performance, with F1 scores for all folds greater than 0.95 and

median greater than 0.97, but recall performance is significantly worse
than precision (i.e. more false negatives than false positives). Both
CNN-CLASS and CNN-COMB performed similarly, with more consistent
precision and recall scores. CNN-CLASS, which is only trained to do
classification, had slightly higher F1 and recall scores than CNN-COMB
by a small margin (mean F1 0.989 vs. 0.985), while PLS-DA performed
slightly worse on average than both CNN methods (mean F1=0.972).

3.3. Regression

“Fruit-in-tray” (see Table 2) CV regression results are outlined in
Table 3, giving means and one standard deviation over all folds and
repeats (25 in total). PLS performed similarly to CNN-REG (greater R2

and lower RMSE), but exhibited a lower variance over the CV iterations.
Fig. 10 gives scatter plots of the predictions, colour coded by CV
iteration. A clear trend can be seen for both methods, generally ad-
hering to the desired =x y line. This is true for most of the DM range

Fig. 11. Scatter plot of all five iterations of the cross validation procedure for the “fruit-on-tree” dataset (one repeat only) for (a) PLS, (b) CNN-REG and (c) CNN-
COMB.
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(approx. 10–22% w/w), as expected from the R2 and RMSE values.
CV results for “fruit-on-tree” data (see Table 2) are shown in

Table 4. Both CNN-REG and CNN-COMB perform better than PLS
(greater R2, lower RMSE), but CNN-REG exhibits a higher variance over
the CV folds. The scatter plots in Fig. 11 provide similar looking results,
where both CNN methods show slightly less noise. The results dete-
riorate at the tail ends of the DM distribution. In particular, fruit with
higher DM values were underestimated, and fruit with lower DM values
were overestimated.

Fig. 12 shows the B coefficients of the PLS model fitted to all sam-
ples in the “fruit-in-tray” and “fruit-on-tree” datasets. While the coef-
ficients for the two datasets show some differences, there are a number
of common positive peaks at approx. 410, 590, 650 and 700–710 nm,
and negative peaks at 450, 560, 600–610 and 690 nm, indicating the
wavelengths that are most important for predicting DM, though some of
the peaks are separated by up to approx. 15 nm. Overall, the model’s
emphasis is in the visible region, corresponding to carotenoids and
chlorophyll, whereas coefficients in the NIR are relatively small.

To quantify the effect of illumination compensation on perfor-
mance, PLS was trained and tested using raw, radiance and LOGSEP
reflectance spectra from the “fruit-on-tree” data, see Table 5. Both raw
and radiance spectra perform similarly, as would be expected given that
neither accounts for changes in illumination. The reflectance spectra
recovered using the LOGSEP algorithm showed an improvement of
approx. 0.025 in R2 and 0.04% w/w in RMSE respectively.

3.4. Mapping

Fig. 13 shows mapping results as produced using the method out-
lined in Section 2.5. The maps are separated according to which tree
side the data were acquired from (east or west), and by classification/
regression method, CNN-COMB or CNN-PLS. Each row in Fig. 13 pro-
vides the results for one classification/regression method and row side
combination. The three figures in each row give a map of day two, a
difference map from day one to day two, and a scatter plot comparing
mean DM values per tree for the two days of acquisition. By comparing
the two days, repeatability of the method can be assessed.

Qualitatively, variation of predicted DM between the two days is
minimal as illustrated in Fig. 13(b), (e), (h) and (k), suggesting good
repeatability. One particular exception is the eastern most row, where
the maps deviate more significantly for both sides, in opposite direc-
tions. The scatter plots show good agreement between the two days on
the east side ( =RMSE w w0.248% / for CNN-COMB and

=RMSE w w0.242% / for CNN-PLS). For the west side, the results from
each day deviate somewhat for both methods ( =RMSE w w0.272% / and

=RMSE w w0.284% / for CNN-COMB and CNN-PLS respectively). There

is still a high level of correlation, as signified by the close adherence to
the line of best fit, but the relationship deviates from equality (i.e. the

=y x line).
In all maps (Fig. 13(a), (d), (g) and (j)), distinct regions of greater

average DM can be observed, particularly towards the central area.
Differences between the east and west sides can also be discerned, with
the east side exhibiting greater contrast between areas of low and high
DM.

Fig. 14 provides a close-up view of the combined classification and
regression results for three sample trees with low, medium and high
average DM, processed with CNN-COMB (Fig. 14(a), (b) and (c)), and
high average DM processed with CNN-PLS (Fig. 14(d)). Most mangos
exhibit a gradient, where the top of the fruit was estimated to have a
higher DM than the bottom, which is most visible in Figs. 14(b), (c) and
(d).

4. Discussion

The results demonstrate the challenges faced when operating a
hyperspectral camera in orchards with natural lighting, which was
found to be considerably more variable than what was encountered in
previous work with row crops (Underwood et al., 2017; Wendel and
Underwood, 2017b). Illumination varies not only due to changing cloud
conditions, but also between directly lit and shaded regions. While
visible shadows can be minimised by timing data acquisition such that
the sun is located behind the camera, they can not be eliminated
completely. Additionally, this is not possible when orchard rows run in
an east-west direction, or when constrained by logistics of scanning a
commercial farm. Both limitations were encountered during data ac-
quisition in this study; i.e. blocks B and C ran east to west, while field
logistics required starting a scan of the west side of block A just before
midday for one of the repeats, even though acquisition after midday
would be preferred. Fig. 15 shows an optimally lit tree (sun located
behind camera) and one imaged close to midday with the sun overhead,
as captured by the hyperspectral camera. In the latter image, extensive
shadows can been seen on the mangos. Fig. 6 demonstrates the sig-
nificant colour difference between direct sunlight and secondary illu-
mination from shaded regions. As the spectra of objects seen by the
hyperspectral camera are a combination of their intrinsic reflectance
and ambient illumination, this has a significant effect on the apparent
colour seen by the sensor. Shadow illumination spectra exhibit a strong
red edge, which is likely the result of a significant contribution of light
reflected from or transmitted through vegetation, whereas bright illu-
mination spectra are dominated by direct sun light, so the relative
impact of light reflected from other objects is minimised. All the illu-
mination spectra also featured a noticeable raised region between

Fig. 12. PLS B coefficients for “fruit-in-tray” (a) and “fruit-on-tree” (b). The model was fit to the full datasets in both cases (no samples withheld), and the mean
spectrum for all samples in each case is shown, scaled to fit the plot. The smoothed coefficient curves were produced by averaging over five bands (approx. 12 nm).
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approx. 500 and 600 nm. This coincides with the “chlorophyll bump”
seen in vegetation and may also be caused by light reflected from leaves
and grass. The LOGSEP illumination compensation method used in this
paper compensated for these conditions reasonably well. Compared to
the findings of Wendel and Underwood (2017b), the additional illu-
mination complexity required a significant increase in the number of

basis functions for optimal compensation performance (see Fig. 7). An
example of the resultant reflectances can be seen in 8(d), which are
much improved over 8(c), where a considerable spread is visible, lar-
gely due to the variation in lighting. As shown in Table 5, LOGSEP
illumination compensation also results in a noticeable improvement in
prediction performance.

Fig. 13. DM spatial maps generated using CNN-COMB (a–f) and CNN-PLS (g–l). Figs. (a), (d), (g) and (j) show maps for the second day only (7/12/2017), while Figs.
(b), (e), (h) and (k) show the differences between the first and second days. Figs. (c), (f), (i) and (l) compare the results for the two days on a scatter plot, where each
point represents the average DM for a tree on both days of acquisition.
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The “fruit-in-tray” results provide a first insight into the plausibility
of predicting DM using reflectance in a field setting. The environment is
as controlled as possible, while still using natural light outdoors. The
effect of variable illumination was minimised with three calibration
panels in close proximity to the fruit, and the scanned areas of the fruit
were optimally sunlit (i.e. no shadows or extreme angles between sun
and fruit surface). Mango DM prediction has previously only been de-
monstrated with hand-held contact sensors or in the lab, and the esti-
mation of other parameters using hyperspectral imaging of mangoes
has been shown in the lab only. The results shown in Table 3 and
Fig. 10 confirm that predicting DM is possible outside the lab at a
distance in natural lighting conditions. In addition, by averaging over
several fruit instead of relying on predictions for individual fruit, much
of the prediction noise in Fig. 10 may be ameliorated.

The “fruit-on-tree” results further support the notion that prediction
of DM at a distance is possible using hyperspectral imaging in condi-
tions that are realistic for eventual deployment at orchard-scale, with

promising results ( =R 0.642 and =RMSE w w1.08% / ). Notably, CNN-
COMB performed as well as CNN-REG, while offering similar classifi-
cation performance to CNN-CLASS (see Fig. 9), suggesting that the
model is able to perform both classification and regression simulta-
neously. The regression algorithms over- and underestimated DM at
very low and high values respectively, which was particularly notice-
able for fruit with DM over 17% w/w. One reason for this might be the
lack of samples with a high DM in the “fruit-on-tree” dataset, suggesting
the need for training data with a high variance. Another cause might be
greater noise encountered in the “on-tree” setting.

There are several sources of error in these experiments.
Hyperspectral sensor noise is most prominent at the edges of the
spectral range, where SNR decreases significantly, and this was ad-
dressed by cropping the spectral range by ten bands on each side to
411.3–867.0 nm. The DM estimates from the hand-held unit also exhibit
some noise (validation =RMSE w w0.56% / ), which affects both training
and cross-validation data. In addition, for “fruit-on-tree” there is some

Fig. 14. Sample mango detections and DM estimates for trees with (a) low, (b) medium, (c) high average DM, using CNN-COMB, and high average DM using CNN-
PLS (d). In all four cases, the image on the left is a true colour RGB representation created by choosing three appropriate bands from the hyperspectral data. Adaptive
histogram equalisation has also been applied to aid in interpretation. In the image on the right, colour coded mango DM values are overlaid on top of a darkened
version of the true colour RGB image. (c) and (d) show the same tree on the same side and acquisition time to allow a qualitative comparison between CNN-PLS and
CNN-COMB.
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uncertainty when locating the hand-held instrument measurement area
when labelling patches in the hyperspectral data. This can affect the
results, because the DMmeasured by the hand-held instrument can vary
across a fruit. A significant effort was made to associate the correct fruit
with its corresponding manually measured DM value. Nevertheless, a
small number of fruit were ambiguously located between trees, and
some tag colours were difficult to discern due to lack of visual clarity in
the hyperspectral data stemming from the lower spatial resolution or
low light. There is also some additional noise introduced by assump-
tions made when compensating for illumination. Object surface pixels
are assumed to be oriented and behave similarly to the calibration
panels, which in turn are assumed to be perfectly Lambertian (Wendel
and Underwood, 2017b). Mangoes have a relatively matte surface,
which supports these assumptions and minimises any variance resulting
from it. All of the aforementioned sources of error affect training and
cross-validation data, and some also the mapped data. As a result, these
sources of error may constitute a significant proportion of the noise

seen in the predictions from the hyperspectral data, which should be
kept in mind when interpreting the results.

The orchard-scale repeatability study showed good repeatability
across two days when illumination conditions were similar, as shown in
the scatter plots Figs. 13(c) ( =RMSE w w0.248% / ) and 13(i)
( =RMSE w w0.242% / ), and the maps in Fig. 13(a), (b), (g) and (h),
whereas when scans were repeated at significantly different sun angles,
performance deteriorated as shown in the scatter plots Figs. 13(f)
( =RMSE w w0.272% / ) and 13(l) ( =RMSE w w0.284% / ), and the maps in
Fig. 13(d), (e), (j) and (k). On the second day the scan of the west side
was started just before midday with sub-optimal illumination. This
caused extensive shadows within tree canopies, and few fruit were di-
rectly lit (see Fig. 15(b)). Consequently the sensor signal to noise was
significantly reduced and the extreme difference was only partly com-
pensated for by LOGSEP leading to a lower repeatability score. There
are clearly some limitations, particularly associated with low light
conditions that are challenging to compensate for algorithmically. It is
therefore always recommended to acquire data under best lighting
conditions when possible, while algorithmic compensation may be used
to handle factors that can not be controlled, such as the complex
shading due to canopy geometry. The exact scope of such limitations
requires further examination in future work to define. Closer ex-
amination of the PLS models (see Fig. 12) reveals a correlation with
carotenoid and chlorophyll levels in the visible region of the spectra,
which is likely very field and variety specific. Therefore, future work
should also characterise the performance under varying weather,
season/time of year, fruit variety and location, in order to determine to

Fig. 15. Example hyperspectral scans of the same tree in (a) good and (b) sub-optimal illumination conditions. In (a), the camera is behind the camera, which ensures
that most of the mangos are properly lit. In (b), the sun is overhead, causing significant shadows. Both images are true colour RGB created by selecting three
representative bands from the hyperspectral data and applying adaptive histogram normalization.

Table 5
“Fruit-on-tree” CV illumination compensation comparison.

R2 (± 1 σ) RMSE (% w/w) (± 1 σ)

Raw 0.556 (± 0.054) 1.200 (± 0.072)
Radiance 0.555 (± 0.046) 1.203 (± 0.064)
LOGSEP Reflectance 0.580 (± 0.044) 1.167 (± 0.068)

All results obtained using PLS regression.
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what extent calibrations can be extrapolated to different conditions,
and whether site specific calibration is required.

Quantifying the required accuracy of the system in order to be
useful to growers is difficult, but experience has shown that a level of
accuracy of approx. 0.5% w/w and precision of 1% w/w is a good target
for predicting both whole block and tree DM means. The cross valida-
tion root mean square error (RMSE) shown in Table 4 ranges from
1.08% w/w to 1.17% w/w for fruit averages. Averaging whole trees
with several tens to hundreds of fruit could bring the level of precision
to within the required bounds (i.e. reduce the noise around the =x y
line in Fig. 11). While accuracy deteriorates at the tail ends of the DM
range, it mostly remains approximately within 0.5% w/w. However, as
mentioned previously, more testing is required to further study the
accuracy of the system over several days with a wider range of variable
lighting conditions, seasons, orchards and cultivars.

The results presented in this study support the use of hyperspectral
imaging from a ground vehicle to predict and map mango DM, which
would be a useful tool for managing orchards. Aggregate measurements
of a whole block can be used to track maturity of a block over time to
determine a single optimal harvest time. In addition, the distribution of
DM within the block can be used quantify the risk of mature fruit
dropping prior to a chosen harvest date. In some cases the data will
inform economic viability to harvest sub-regions of blocks at two dif-
ferent times, which is not viable today due to a lack of spatial in-
formation. Once mechanised/robotic harvesting has been achieved,
per-tree selective harvesting may become economically feasible, either
by pre-scanning orchard blocks for later harvest or by predicting ma-
turity and harvesting simultaneously on the same platform. The maps in
this paper would feed into the algorithm that determines which trees to
harvest on which date for maximal yield and fruit quality.

5. Conclusion

In this paper, the use of a hyperspectral imaging sensor and navi-
gation system mounted to an UGV to efficiently estimate and map
mango maturity was examined. The experiments revealed that pre-
dicting DM, an indicator of mango maturity, at distance using a hy-
perspectral sensor is possible and repeatable. The maps presented in the
results, which estimate average DM per tree for all trees in an orchard
block, provide valuable information to growers, allowing precise timing
of harvesting operations. The approach would also help in making se-
lective harvesting decisions, and guiding automated harvesting once
technologically feasible. Further study will seek to determine how
transferable calibration results are among different orchards, seasons,
times of the year, and cultivars, as well as establishing the limitations of
the algorithmic illumination compensation. As hyperspectral sensors
are expensive compared to many other types of cameras, another im-
portant avenue of research would be to determine if an acceptable level
of accuracy can be achieved with multispectral or even RGB cameras. In
those cases, much of the methodology in this paper would still apply
and be required.
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Chapter 7

Conclusion

This thesis presented novel methods that allow the effective use of hyperspectral sen-
sors from ground based mobile platforms, and demonstrated their use in precision
agriculture (PA) applications. In Section 7.1 this chapter first summarises the ap-
proaches that were developed and then reiterates the specific contributions made in
Section 7.2. There are number of avenues for future research that follow on from the
findings in this thesis, which are explored in Section 7.3.

7.1 Summary

In this thesis, tools were developed that allow the effective use of hyperspectral cam-
eras on ground based mobile platforms. First, the problem of variable illumination
when operating using natural daylight under cloud cover was addressed with a com-
pensation method that corrects for the spectral effects resulting from the changes
in lighting. To allow accurate georeferencing or mapping, a calibration approach for
determining the 6 DOF pose of line scanning cameras with respect to the mobile plat-
form was proposed. Ground based mobile data captured using two different viewing
geometries were then applied in a PA context. An approach for self-supervised weed
detection using hyperspectral data was introduced, which automatically generates
training datasets to successfully discriminate weed and crop plants, greatly reducing
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the manual labelling effort required. Finally, an end-to-end pipeline that estimates
the maturity of mangoes on an orchard-wide scale was developed. It detects fruit
pixels, estimates their dry matter content, an indicator for maturity, and produces
maps with per-tree averages, allowing for more precise harvest management.

Chapter 2 provided an overview of the literature pertaining to hyperspectral imaging
from ground based mobile platforms. It included a general overview of hyperspectral
imaging, how it is acquired and its many applications. A summary of commonly
used processing techniques was also presented. This includes correcting for illumina-
tion and atmospheric effects, as well as preprocessing steps to prepare the data for
subsequent machine learning tasks. There are a broad range of machine learning tech-
niques, the most common of which were also reviewed. A brief overview of frequently
used georeferencing techniques to determine the world coordinates of hyperspectral
pixels was provided, including approaches for geometric calibration of hyperspectral
cameras, which is necessary for accurate direct georeferencing. The review revealed
a significant gap in the literature pertaining to the use of hyperspectral sensors on
ground based mobile platforms. A clear need for approaches that effectively deal
with variable illumination and allow for accurate georeferencing was made apparent.
Furthermore, examples of hyperspectral sensors on mobile vehicles being used in prac-
tical applications are also scarce. The dearth of research in this area is the primary
motivation for this thesis.

Compensating for changes in illumination is a significant problem for hyperspec-
tral imaging, particularly when operating below cloud level. Traditional approaches,
which rely on the use of reference panels or radiative transfer codes, can be challenging
and labour intensive to implement when using a ground based mobile platform. The
illumination compensation approach proposed in Chapter 3 addresses this, outlining
an alternative method for retrieving reflectance that requires only a few reference
panel readings, even when lighting conditions change rapidly. The timing of reference
panel readings does not need to be contemporaneous with data acquisition, as long
as they are representative of the conditions in the scene. This enables the use of
historical reference data from previous campaigns to correct for illumination changes
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in the future, making the proposed approach very convenient, not only for ground
based platforms but also lower altitude unmanned aerial vehicles (UAVs).

Once hyperspectral data have been processed to produce a desired outcome, e.g.
classifying pixels or estimating their chemical composition, it is necessary to determine
where those pixels are located in world coordinates. To achieve this, the 6 degrees of
freedom (DOF) pose of the camera must be known accurately. Chapter 4 proposed a
novel method that achieves this for line scanning cameras, taking into account some of
the practical considerations inherent when imaging from a mobile ground vehicle. The
approach requires a relatively small calibration pattern that must be imaged from a
variety of orientations, and also computes and visualises the uncertainty of the result.
The procedure is valid for any line scanning camera, not only hyperspectral sensors.
No surveyed ground control points (GCPs) or auxiliary cameras are required, making
the approach particularly convenient when imaging from ground based vehicles.

Chapter 5 then applied ground based hyperspectral imaging to a critical PA topic, site
specific weed management (SSWM). By leveraging a priori knowledge of the regular
and consistent seeding pattern in row crops, this thesis proposed a weed detection
approach that automatically generates training datasets of weed and crop samples.
This has several practical advantages, including eliminating manual labelling and ad-
justing to changing conditions on the fly, for example variations in plant physiological
and chemical properties over time. The approach was validated in corn crop rows, and
compared favourably to classification models trained with manually labelled datasets.

Finally, Chapter 6 proposed an end-to-end pipeline that produces orchard scale maps
of mango dry matter (DM) content, an indicator of maturity. Previous work in
this area mostly used contact spectroscopy, and there are no previous studies that
measure the the DM of mangoes remotely while still on the tree, which is a world
first result of this thesis. A line scanning hyperspectral camera oriented in a sideways
configuration was used to acquire data of a mango orchard in Bundaberg. After
training on a number of reference measurements, the system discriminates mango
pixels from surrounding surfaces and estimates dry matter content for each one. The
pixels are then associated to individual trees, allowing the production of dry matter
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maps with per-tree averages. This result enables growers to more precisely predict
an optimal harvest time or to selectively harvest specific areas in an orchard as they
mature. It could also form a critical component of an automated harvesting system,
once such technology is available.

The findings in this thesis represent a significant step forward in the use of hyperspec-
tral imaging on ground based vehicles. The illumination compensation and spatial
calibration tools allow the effective use of hyperspectral data to leverage the signifi-
cant advantages of imaging in close proximity to the objects of interest. The benefits
include centimetre spatial resolution or better, and viewing angles that would not be
feasible at higher altitudes. For example, individual fruit in orchard trees can be re-
solved by acquiring data on the ground in a sideways facing push broom configuration,
as demonstrated in Chapter 6. The potential of mobile ground based hyperspectral
imaging was leveraged in two PA applications, SSWM and mango maturity estima-
tion. Both add significant contributions to PA and demonstrate the utility of using
hyperspectral imagers on ground based mobile platforms.

7.2 Contributions

This thesis contributes tools to spectrally correct and spatially calibrate line scan
hyperspectral data on ground based mobile platforms, and application of these tools
in precision agriculture. A detailed breakdown of the contributions is provided below.

Illumination compensation

• Evaluating the suitability of a previously developed logarithm subspace method
for illumination and reflectance extraction [56] for use on large, high spatial and
spectral resolution agriculture field datasets.

• The development of multiple field protocols for acquiring training data for the
illumination compensation method by Drew and Finlayson [56]. These present
different trade-offs between the accuracy of illumination compensation and the
logistical complexity of the field work.
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Geometric calibration

• An approach for estimating a line scanning camera’s 6 DOF relative pose with
respect to the platform. The method is attuned to the constraints imposed by
scanning from a ground based vehicle.

• An approach for estimating the uncertainty of the pose solution using Markov
Chain Monte Carlo (MCMC), and associated visualisation methods.

• Open source code available (https://github.com/acfr/calibrate-line-camera).

Weed detection

• A self-supervised framework that uses a priori knowledge of commercial farm
seeding geometry to automatically generate training sets for per-pixel crop/weed
discrimination using hyperspectral imaging (HSI) data.

Mango maturity mapping

• An analysis of the illumination related challenges encountered when acquiring
HSI in fruit orchards due to the complex canopy geometry.

• A world-first end-to-end pipeline for detecting mangoes in an orchard, esti-
mating DM (a commonly used fruit maturity indicator) and georeferencing the
predictions to produce orchard-scale maturity maps.

7.3 Future Work

The approaches proposed in this thesis address several of the gaps uncovered by the
literature review (Chapter 2). However, there are many areas where more research,
data and analysis is required.

https://github.com/acfr/calibrate-line-camera
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The illumination compensation approach proposed in Chapter 3 has been thoroughly
evaluated. It is suitable not only when reference panel spectra have been acquired at
the same time as the surfaces of interest, but also when the reference data were ob-
tained independently, as long as they are representative of the range of illumination in
the scene. However, further study with a wider array of data is required to gain a bet-
ter understanding of the optimal composition of a training dataset for the approach.
The work in Chapter 3 focused on illumination changes due to cloud movement, but
did not evaluate the performance of the method in shadows. While the results in
Chapter 6 suggest that the algorithm copes well in shaded areas within tree canopies,
a comprehensive analysis that includes a comparison to ground truth reflectance and
illumination measurements, as in Chapter 3, is required to more rigorously evaluate
its performance.

Chapter 4 thoroughly evaluated the performance of the proposed geometric calibra-
tion method, demonstrating its effectiveness. Nevertheless, as presented, manual la-
belling of calibration pattern points in the line scan data is required. This component
of the calibration procedure could be simplified with a detector that automatically
extracts the pixel location and time stamp of each point. Future work could also
endeavour to simplify the outlier rejection process, with the application of a robust
optimisation routine such as random sample consensus (RANSAC) or similar. In addi-
tion, a further analysis of the amount of platform pose diversity required for scanning
the calibration pattern to achieve a satisfactory result would be useful. Ideally, the
results of such a study would provide an algorithm that computes the necessary scan-
ning positions and orientations given a desired maximum uncertainty and practical
pose constraints.

The self-supervised weed detection system presented in Chapter 5 would also benefit
from testing with a greater variety of data, to confirm its robustness to changing con-
ditions. Given the recent rise and popularity of deep learning, it would be essential to
perform a follow-up study to determine how a convolutional neural network (CNN)
could be implemented to enhance the performance of the framework. In order to tie
the approach into a weed management system, some spatial smoothing and segmenta-
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tion would likely be required to convert per-pixel classification results to identification
of whole plants, followed by georegistration to allow subsequent targeted spay oper-
ations.

The end-to-end pipeline presented in Chapter 6 is a promising first step for estimating
fruit maturity on an orchard-scale. However, more work is required to determine how
transferable the calibration results are among different orchards, seasons, times of the
year, and cultivars. As previously mentioned, the illumination compensation method
should be evaluated to quantify its performance in an orchard environment against
ground truth illumination and reflectance data as in Chapter 3. Also, while previous
spectroscopic results suggest that the spectral resolution provided by hyperspectral
sensors might be necessary, an in-depth study should examine the use of specifically
tuned multispectral sensors or even RGB cameras for estimating fruit maturity. These
sensors are considerably cheaper than hyperspectral cameras and would therefore be
preferred for commercialisation if acceptable performance can be obtained. Another
avenue of research is to apply the fruit classification component presented in Chapter 6
to yield estimation. This was studied in a recently submitted paper using the same
mango orchard data with yield prediction results that rival state of the art RGB
camera based systems [100].
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