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1 Introduction

Each dynamic traffic assignment (DTA) model typically consists of two components. The first handles
route, and possibly, departure time choice. The second is responsible for loading traffic onto the network
conditional on the route and/or departure time choice. Often an iterative simulation-based approach is
adopted to reach some form of (near) equilibrium state as the final result.

In this paper we focus mainly on the loading of traffic onto the network in a time dependent fashion
known as dynamic network loading (DNL). Route choice is supported within the DNL formulation, but
is assumed to be readily available in the form of path flows varying by departure time, see Figure 1.
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Figure 1: General framework for solving simulation based DTA.

Different types of DNL formulations exist that are typically classified as macroscopic, mesoscopic or
microscopic (Peeta and Ziliaskopoulos, 2001). The latter two load individual discrete vehicles (or
sometimes packets of vehicles) onto the network whereas a macroscopic DNL represents traffic flow
as a continuum (often the analogy with a fluid is made). In this paper we focus on macroscopic models.
Each DNL encompasses a link model and a node model. The link model propagates traffic flow across
homogeneous road segments while the node model distributes flow across intersections where links
compete for available capacity.

Interestingly, most well-known macroscopic DNL approaches adopt the same underlying mathematical
problem formulation, but apply different solution schemes (algorithms) to solve the problem. This paper
considers the well-known kinematic wave model and proposes a novel general event-based solution
approach. Our approach embeds multiple solution schemes within a single framework. Differences
between the considered solution schemes are to be found regarding: (i) The adopted fundamental
diagram (FD), (ii) modelling of expansion fans, (iii) exactness of the solution, and (iv) the tracking of
flow composition, i.e. path information. Our solution approach is based on the continuous-time general
link transmission model formulation proposed in Part | of this study (Bliemer and Raadsen, 2017). In
order to include smooth nonlinear concave FDs, they propose two on-the-fly linearization techniques
to simplify expansion fans that allow exact non-entropic solutions to the kinematic wave model. One
of these approaches adopts and extends shockwave theory, which Bliemer and Raadsen argue has most
potential for developing efficient event-based algorithms. In this paper we explore and propose such
algorithms. The companion paper Bliemer and Raadsen (2017) will from here on forward be referred
to as Part I.

Most approaches in simulation-based DNL rely on some form of discretisation, either in time, space, or
both. The amount of error introduced is a result of the choices made on the level of detail of the solution
grid. DNL algorithms capable of yielding exact solutions are often referred to as grid-free approaches
because they have no pre-determined grid points in time and space. All variations of the solution scheme
presented in this paper are considered grid-free. The implicit event-based approach proposed in this
paper generalises and extends the procedure described in Raadsen et al. (2016).



1.1 Dynamic Network loading in the literature

Macroscopic DTA emerged in an effort to address limitations in existing static assignment methods.
Adding a temporal component to the model brought it closer to reality while at the same time
introducing new challenges. Like the first DTA model (Merchant and Nemhauser, 1978), most early
dynamic models represented extensions to static assignment methods and focussed on finding analytical
model representations (e.g., Carey, 1987; Friesz et al., 1989; Janson, 1991).

In the 1990s several significant advances were made with respect to addressing drawbacks of analytical
methods, such as the inherent difficulty of modelling physical queues and spillback (Daganzo, 1995) as
well as the large computational effort required to solve such models. This restricted model applications
to small or medium sized networks. For this reason simulation-based schemes gained more traction,
such as Messmer and Papageorgiou (1990) who aim to solve the model proposed by (Payne (1971) and
the cell transmission model (CTM) proposed by Daganzo (1994, 1995), that solves the kinematic wave
model proposed by Lighthill and Whitham (1955) and Richards (1956). These simulation-based
methods can be applied to reasonably large networks and do, in most cases, include spillback effects.

The kinematic wave model underpins the majority of today’s simulation-based solution schemes.
Besides CTM that requires discretising space and time to find an approximate solution, link
transmission models® (LTMs) have been proposed that only require time discretisation (Yperman et al.,
2005; Yperman, 2007; Gentile, 2010) and as such can obtain a solution to the kinematic wave model
more efficiently and accurately. Himpe et al. (2016) proposed a related iterative algorithm in which the
discretisation scheme is less constrained, allowing to find an approximate solution more quickly.

While LTM has become a popular approach in practice, the properties of LTM remained largely
unknown. In recent years this gap has been bridged. LTM can be directly derived from the Lax-Hopf
solution to the Hamilton-Jacobi formulation of the kinematic wave model (Han et al., 2012; Jin, 2014;
Bliemer and Raadsen, 2017). The Lax-Hopf formula can be used to construct analytical solutions to the
kinematic wave model in continuous time for a single link (Daganzo, 2005; Claudel and Bayen, 2010;
Mazaré et al., 2011) and as such LTM is now sometimes considered a time-discretised version of this
semi-analytical continuous-time solution scheme.

1.2  Event-based dynamic network loading algorithms

Macroscopic event-based methods typically track changes in traffic states over space and/or time. We
distinguish between two types of event-based methods. First, there are explicit event-based methods
known as wave-front or front tracking algorithms (e.g., Henn, 2003; Coclite et al, 2005; Chen, 2009;
Wu and Liu, 2011). We categorise these models as explicit, since they track each (shock)wave explicitly
in space and time. Whenever a shockwave interacts with another shockwave new events are generated
to propagate the newly formed shockwave(s) etc. Most explicit event-based algorithms described in the
literature have not been applied in a network context but rather focus on a single link. Secondly, there
are implicit event-based algorithms. This algorithm type relies on tracking flow rate changes on link
boundaries only (Raadsen et al., 2016) and is based on cumulative vehicle flows. The concepts
underpinning this type of algorithm were originally introduced by Newell (1993). This scheme is termed
implicit since it no longer requires to track each individual (shock)waves over space, making it more
efficient. The algorithm proposed in this paper is of the implicit event-based type.

1.3  Contribution

1 We would like to point out that in our terminology, technically CTM and (G)LTM are not models, but rather
solution schemes to solve the kinematic wave model.



In this paper we make a number of contributions. Firstly, we generalise the event-based LTM algorithm
(referred to as eLTM) proposed in Raadsen et al. (2016). This algorithm only supports a triangular FD
which is known to overestimate vehicle speeds and underestimate link travel times especially around
the flow saturation point. We propose an event-based General LTM algorithm (referred to as eGLTM)
in which any concave two-regime FD with smooth nonlinear branches is supported, which includes
eLTM as a special case.

The model formulated in Part | only considers a single link and single commaodity flow. . In this paper
we extend Part | by making the DNL suitable for general networks and multi-commodity flow. As far
as the authors are aware, there exists no implicit event-based methodology to support multi-commodity
flow in macroscopic models. A framework is proposed that makes a clear distinction between flow
propagation and mixture (multi-commodity) propagation on both the link and the node level. For the
remainder of the paper we make the simplifying assumption that multi-commodity flow is not tracked
by paths, but by departure time period. Raadsen et al. (2016) also distinguished flow by departure time
period, but had to make the strong assumption that the path flows over the entire network vary
proportionally over time, which does not support within-iteration route choice. This assumption will be
relaxed in this paper, while still allowing multi-commodity flow to be modelled via splitting rates, which
significantly reduces computation cost compared to path-based approaches in large scale strategic
planning applications, albeit at the cost of (some) violation regarding path flow consistency. While we
focus on models that describe route choice using splitting rates, we will demonstrate that the general
theoretical framework is equally capable of incorporating path-based or destination-based approaches.

Thirdly, the exact multi-commodity eGLTM solution scheme is relaxed to allow for approximate
solutions. The trade-off between information loss and computational cost can be defined in a flexible
way by the user. Case studies are provided to demonstrate the efficiency of the approximate solutions,
and we propose suitable settings based on these studies.

In order to achieve this, we make the following four additional simplifying assumptions in the remainder
of this paper: (i) Paths flows are assumed to be temporarily stationary within each departure time period,
(ii) a fixed set of (pre-generated) paths is available throughout the simulation/iteration, (iii) expansion
fans are simplified using on-the-fly D-step inner linearization as presented in Part | (referred to as
simplified fanning), and (iv) we consider only a single vehicle type.

1.4 Outline

This paper is organised as follows. Section 2 introduces notation on both topology and the FD. Section
3 discusses the link and node model formulation; the flow propagation formulation of Part I is rewritten
by making explicit assumptions about the simplified fanning scheme. In addition the mixture
propagation formulation is introduced to support a multi-commodity approach. Section 4 takes the
model formulations of Section 3 and proposes their implicit-event based equivalents. Section 5 presents
the grid-free solution algorithm based on the event-based formulations. Section 6 discusses numerical
results to analyse the performance of the solution scheme and analyses the effects of choosing different
settings for yielding approximate results. This is followed by conclusions and future research directions
in Section 7.

2 Network and fundamental diagram definition
Notation largely follows Part 12. Consider general network 9:(]\/,/1),where N is the set of nodes

and A the set of directional links. Let @ <V be the set of origin nodes. Each node n e " has a set
of incoming links .4, and outgoing links .4". In addition to link length L, (km), the following five

2 We briefly discuss the main concepts described in Part | to introduce notation required to rewrite the original
formulation.



calibrated parameters are assumed present for each link a e .4: The maximum flow rate (i.e., capacity)
g, (veh/h). The maximum (jam) density k™ (veh/km). The critical density (i.e., the density at
capacity) k™ (veh/km). The minimum (backward) wave speed 7" (km/h), and maximum (forward)
wave speed y.* (km/h). These parameters constrain the possible shapes of the FD. A possible shape
is depicted in Figure 2(a). In general it holds that free speeg o™ (km/h) is equal to the maximum wave

speed, o™ =™, and that speed at capacity equals c2™ =q™ /k™™ (km/h). In the part that follows

a

we omit sub-index a for notational convenience and readability.

Each FD is split into two regimes, a hypocritical branch representing all uncongested states and a
hypercritical branch for all congested states (see e.g., Cascetta, 2009). For the hypocritical regime we
define strictly increasing concave flux function ®, :k —q and its inverse (D,‘l :q — K, with density
interval [0,k™] and flow rate interval [0,q™*]. For the hypercritical regime we define strictly
decreasing concave flux function @, :k —q and its inverse ®;':q—k, with density interval
[k, k™ ] and flow rate interval [0,q™]. Since LTM formulations are traditionally expressed in terms
of flow rates instead of densities, we will use the inverse flux functions. Wave speed w (km/h) represents
the slope of the FD at each point. A (steady state) flow rate propagates with this (characteristic) wave
speed and is vital in creating our general solution scheme. Note that when a triangular FD is adopted
only a single wave speed exists per regime. In the general case this no longer holds, i.e. the range of
wave speeds depends on the shape of the FD. To accommodate this we define functions y, :q —w and
7y -9 —>W to denote wave speeds on the hypocritical and hypercritical branch, respectively. If the
hypo- and hypercritical branches of the flux function are continuously differentiable, then

7,(@)=1/(d®,*(q)/dq) and y, (a) =1/(d®,'(q)/ dq).

q (flow) hypocritical < |— hypercritical
qmax
q
‘ 4 2 70 (0y)
0,
}/max 1
A o (q )
5 | 2 ~ 3
4 (Qz) g, (0)
i (q1) »
I I
}/mm
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_é (qz)/L _§| (ql)/L (a)
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" L _@
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t
hypoc?itical — hypercritical ~hypercritical — hypocritical t,—L/y,(q,)
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Figure 2: (a) Schematic two regime FD with three flow states, (b) example space-time diagram of
flow states realised on a link.

Shockwaves separate regions of two flow rates where their kinematic waves meet. See for example the
shockwave in Figure 2(b) between t, and t, : the shockwave separates traffic states with flow rates g,
and ¢, and the shockwave speed corresponds to the slope of the line one can draw on the FD between
these same two flow rates. In general we denote the speed of the shockwave between two hypocritical
flow rates as 7,(q',q") and two hypercritical flow rates through 7, (q',9"), which are defined as
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In case of an expansion fan, which only appears in case of a flow increase, shockwaves are absent.
However, modelling such fans is cumbersome due to the infinite number of waves, and therefore flow
rates, they generate. Here, we adopt simplified fanning through on-the-fly inner linearization as
described in more detail in Part I, which keeps the original flux functions as input. This approach is
more flexible than replacing the original FD with a fixed piecewise linear or triangular FD. Our
approach can approximate the true FD shape to any level of accuracy defined by the user and if needed
in a dynamic fashion. Simplified fanning boils down to decoupling the direct link between a flow rate
and its characteristic wave in the expansion fan and replace this with one or more “representative”
waves carrying the flow rate change(s). The number of “representative” waves can be defined by the
user (the more, the closer the true shape of the FD will be followed). Consider time instant t, in the
space-time example of Figure 2(b) in which the flow rate changes from traffic state 4 to traffic state 2.
Here, the expansion fan is replaced with two representative waves that model the transition via
intermediate traffic state 5. These two representative waves have the same speed as shockwave speeds
n,(q,,0;) and 7,(qs,q,), respectively. This is an example of simplified fanning with a 2-step
approach. This approach simplifies solving the model considerably while still including fanning effects.

maX].

m(a',q") = m(9',9") = (1)

Finally, we denote the discrepancy between wave pace 1/y and vehicle pace 1/ through
hypocritical function & (q) and hypercritical function &, (q), they represent the total number of
vehicles a characteristic wave would pass while traversing a link.

1 1 1 1
.(q)=Lq(———], ..(q)=Lq(———], 2
: 7@ a@) ° @ 7@ @
with hypocritical and hypercritical speed functions o,(q)=q/®;'(q), and o, (q)=q/ ;' (q),
respectively.

3 Continuous-time DNL formulation

Part | established a continuous-time DNL formulation for the propagation of single-commodity flow on
a link. In this section we extend this formulation in two ways. First, we extend the model to a multi-
commodity approach by introducing the concept of mixture propagation. It introduces a mixture
propagation model on the link level and a mixture distribution model on the node level. Figure 3 depicts
the DNL framework that accommodates this, making the model suitable for general networks.

e N
DNL
1
v =
s e
Flow — [y(y™  Mixture g
propagation a propagation 2
model U. () model | &
ra ()! sa () Eam ()
2 ¥
f g
Flow Mixture =3
distribution ~ [€----- distribution 3
model P () model §
— T — T "
____________________
U, (), va () V() Pan()

A\ J/
Figure 3: General model framework for implicit-event based multi-commodity DNL solution schemes.

It separates flow based and mixture based components by design. We define flow mixture as “what the
flow rate is composed of”, for example: The percentage of the flow departed during a certain time
interval or, the percentage of flow following a particular path. The dashed lines in Figure 3 indicate a



dependency between flow and mixture components while solid lines show dependencies between the
link and node model. The shown variables will be introduced and explained later in this section.
Secondly, we explicitly assume simplified fanning is modelled via D-step inner linearization. This
allows us to rewrite the flow propagation formulation of Part | such that, on the one hand it becomes
more concise, while on the other hand aids the conversion to the final event-based formulation discussed
in Section 0.

We first discuss the link model, followed by the node model

3.1 Link model

The link model is responsible for propagating traffic states upstream and downstream along a link, as

well as propagating vehicle mixtures downstream. At the link boundaries, this information will be
passed on to the node model via sending and receiving flows. Individual components of the link model
will be described in the following subsections. Again in all variables we omit link index a for notational
convenience.

3.1.1 Flow propagation

Consider upstream link boundary inflow rate u(t) (veh/h) and downstream link boundary outflow rate
v(t) (veh/h) at time t €[0,T ], where T denotes the simulation end time. Cumulative inflow U (t) (veh)
and cumulative outflow V (t) (veh) are piecewise linear under the adopted simplified fanning scheme
such that

UM =U(t)+ut-t), ift<t<t, i=L..l,
VO =V (L) +v(t-t), if t<t<t,, j=1..J, (3)

j+1
with u, denoting the i" piecewise stationary inflow rate that started at time t; and v; denoting the j"
piecewise stationary outflow rate started at time t;, resulting in u(t) u,, t <t<t,,, and
v(t)=v;, t; <t<t;,

Recall the final lower envelope problem formulation established in Part I. This formulation embeds D-
step simplified fanning within the model, but it is not restricted to an inner linearization method. By
imposing this restriction, we use this section to simplify this formulation. We first consider the situation
for finding the downstream potential cumulative outflow U (t) in case it is dictated by an earlier
(hypocritical) upstream link boundary state. Following Part I, the “arrow” notation is adopted whenever
a type of projection (of a time period, a flow rate, a cumulative, etc.) on the opposite link boundary is
denoted. Given cumulative inflows U (t); U(t) is the lower envelope of projected cumulative segments
of earlier upstream traffic flow states given by

U(t)zmin{iemji(p)lji (t),ig;ig)lfi(tl-)}, 4)

where U, (t)and F (t|-) are downstream projections of upstream cumulative inflow segments. While
U,(t) is a “regular” projection (in fact, it is a simple translation) of U(t), F (t|-) represents the
addltlonal projected simplified fanning segments that occur due to a flow increase at time instant t,.
Determining which flow rates u; (and their projected segments) need to be considered to find the lower
envelope at time instant t depends on each segment’s time period of influence. The time period of
influence is defined as the time period that inflow rate u, can influence the outflow rate on the
downstream link boundary. Let us denote this time period of influence for each upstream segment by
time interval [t™,t™). To capture all segments that potentially represent the downstream lower
envelope at time t glven their periods of influence, we define “regular” segment set 7(t) and fanning
segment set J; (t) via (5) and (6).

I ={i=1...11g"™ <t <™}, (5)



T ={i=2...1[§"™ <t <™} (6)

From Part | we know that for regular segments §™ =t, +L/y, () and £™ =t,, +L/y, (), yielding
the projection of regular segments U, (t) via

L - R
- U(t)+ul(t—t)———|+& (u,), if £™ <t<t™,
Uo={"® (( )5 (u»} /() o
00, otherwise.
For fanning segments, period [t™,t™") fills the gap between two consecutive regular segments in

case of a flow increase, covering the time period of the expansion fan. The projected piecewise linear
fanning segments Ifi(t |-) on the downstream link boundary are given in (8), as per Part I. Note that an
inner linearization scheme is adopted, where fanning is split in multiple steps d, with d =0,...,D,. Each
step has its own (internal) time period of influence. Further, it holds by definition that g, , =u,_; and

Oip =Ui-
U(ti)+qi0((t_ti)_ = J+§|(qio)! |ft|mlaXSt<t+—'
’ 71 (o) ’ 17, (i orGiz)
L . L L
B Ut)+a,| (t-t)- (),  fty—— <t<tr———
Fi(thi,07""qi,Di): G)+a [( ) 7|(Qi,d)}+§(q') ! +77|(qi,d—11qid)< < +77|(qi,d’qi,d+l) ®)

U(ti)+qiD- (t_ti)_; +§|(qiD.)’ i1:ti"';gtgtimm'
o ACTY. o m (qi,Di—llqi,Di)

00, otherwise.

A graphical interpretation of some example periods of influence, based on (7) and (8), are depicted in
Figure 4(a), noting that these periods can overlap.

t +|—/77| Ur.00Gpa) t2*"—/77| (90,4 %r.5,)

m“—t+L/y.(u>\v\' / fzm—tzL/mz)

L/_——-—-v

{fzmax =t3+|-/7| (u,)

=
X (space) —

u u, t, u, time) -

tqz,m[e;.x-1 = t-zmlé? = t—zmin =t,+ L/77| (qz,D,-lr QZ,D,)
tﬂzr,ng:( =t + L/7| (uz)

=
X (space) —

u, t, u, t{ime)—

Figure 4: (a) Space-time diagram of (colour coded) periods of influence for regular and fanning
segments, (b) simplified and generalised (colour coded) periods of influence for segments of U, (t).

By restricting ourselves to inner Iinearization we can observe from (8) that the flow rates during the
first and last fanning segments, namely @, =U;; and ¢, =u;, are the same as the flow rates as in the
regular projected segments as formulated in (7). This prowdes the opportunity to reformulate (4) such



that merge fanning segments Ifi(t) are merged with regular projected segments Ui (t) . The only
difference between (7) and (8) lies in the definitions of each segment’s period of influence. Therefore,
we redefine the start and end point of the period of influence from ™, t™ to the more general t;"
and t™ defined in (9) and (10), respectively.

L

t+r— if u>u,_, and d>1,
n (ui,d—l’ui,d)
F min L i
th =t +————, ifu>u_and d=1 9)
u (ui—l,DH—l’uivd)
L .
t+ , otherwise.
7 (Ui,d)
L .
t+———— , ifu,>u and d<D, -1,
17 (Ui g Ui g.p)
tm =t +; if u,,>u and d=D, -1 10
. " m (ui’ui+l,1), e L 10)
L .
o F—, otherwise,
7 (Ug)

One interprets (9) and (10) as follows: First, the last case of both (9)-(10) is activated only in the absence
of fanning, replacing original definitions t™",t™ for “regular” segments. Second, we look at the
middle case of (9)-(10). Observe from (8) that the first projected fanning segment extends the previous
flow rate’s regular period of influence £ while the last projected fanning segment brings forward the
current flow rate’s regular period of influence t™". The middle case in (9-10) identifies these two outer
segments of Ifi(t |-) and extends the related regular periods of influence by adopting the shockwave
rather than the characteristic wave. This removes the need to model these fanning steps as separate
segments because they are “glued” to the preceding and current “regular” segments. Thirdly, we
examine the first case of (9)-(10). This covers the “internal” fanning segments of F,(t), “internal” refers
to the fact that these segments reside in between other fanning segments. The only difference with the
middle case is that the preceding flow rate is the previous fanning step of the same inflow rate change,
rather than an earlier inflow rate change.

Utilising (9)-(10), all segments originally contained in either F.(t) or Ui (t) are replaced by the more
concise U, 4 (t):

U,y U(ti)”i’“{(t—ti)‘m}a (o), iF €07 <t<En,

0, otherwise.

(11)

Inflow rate u; in (7) is replaced with U, ,, which is the d" fanning step if u; >u,,, and otherwise is
defined to be u; in case of a flow decrease (in which no fanning segments are generated). Observe that
(12) results in less separate periods of influence than the original (7)-(8) due to the merging of adjacent
segments with equal flow rates. This can also be seen in Figure 4(b) which shows the same situation as
Figure 4(a), but now based on (11). The original lower envelope problem formulation of (4) simplifies
to
U= min U@}, (12)

where the original definition of J(t) is replaced with (13) denoting the set of flow rate, fanning step
pairings (i,d),



IO ={0d)ET" <t<f™; iefl...1}; deft...D -1}, (13)

We call a segment (i,d) and the corresponding flow rate dominant at a certain time instant t if it is part
of the lower envelope.

We refer to Appendix A for the hypercritical formulations, which are obtained in a similar fashion. The
lower envelope problem formulation of Equation (12) serves as the foundation to derive the implicit
event-based solution scheme. The event-based formulation will no longer be formulated in terms of
segments, but only considers the points (and flow rates) at which a segment first coincides with the
lower envelope (i.e., at which the flow rate changes). We postpone this discussion to Section 0 in order
to first complete the link and node model formulations. We continue with the introduction of the mixture
propagation model.

3.1.2 Mixture propagation

Like flow rates, mixtures are tracked at the link boundaries. The content of a mixture me 27 depends
on the chosen modelling strategy (path based, destination based, departure time period based, etc.), but
this choice has no impact on how this information propagates on the link level. Hence, mixture
propagation is agnostic to the type of information it carries. The portion of flow belonging to an
upstream, downstream mixture mon a link at time t is denoted by p,,(t) and p,,(t), respectively, for
which holds that -

> AM)=1 and > p,(t)=1 (14)

meM meM
The conservation of mixture information within a link is preserved by equating mixture propagation to
(cumulative) vehicle propagation. For example, consider a vehicle following a path which makes a right
turn at the end of a link. When the vehicle exits the link, it should still make the intended right turn, i.e.
this information is attached to this vehicle and therefore mixture information is too. According to
kinematic wave theory, vehicles propagate differently compared to flow rates and therefore a separate
formulation for propagating mixture information is required. This is exemplified by Figure 5; it shows
some flow mixture trajectories based on the FD introduced in Figure 2(a). Consider for example
Pn(to) = pn(ts), and p,(t,) = pn(t;) , because V(t;) =U(t,) and V(t,) =U(t,), which relate to
travel time of the vehicles carrying the mixture information (without explicitly tracking the trajectories).

L Nts b nts
:%\ au‘(’qlgl)/—"/ o, (q3’)’/,/"
g
= {
t, Lt b t, t (time) —

Figure 5: Space time diagram with some example mixture/vehicle trajectories, characteristic waves
and shockwaves for a given cumulative flow pattern.

Knowing that the flow propagation model satisfies perfect first-in-first-out (FIFO), this property is used
to relate downstream mixture g, (t) to its upstream counterpart p, (t) as follows:

Pa(t+7(1)=p, (), where z(t) solves V(t+z(t))=U(t), (15)

with 7(t) representing the link travel time of a vehicle with number U (t), indicating the vehicle entered
the upstream link boundary link at time t.

This completes the link model formulation. The event based formulation of (15) is derived in Section
4.2. We proceed by discussing the interface between link model and node model, making the model
suitable for general networks. Sending and receiving flows are introduced, which transfer information
between the link boundaries and the node model.



3.1.3  Connecting link and node models: sending and receiving flows
During simulation, each link boundary is in one of two possible flow states: (i) Hypocritical, or (ii)
hypercritical. The combination of the two link boundary states defines the link state, see Table 1.

Table 1: Relation between link boundary state and link state

Upstream Downstream Link state Excess sending flow  Excess receiving flow
boundary boundary

I Hypocritical Hypocritical Free-flow S"=0 R*>0

Il Hypocritical Hypercritical Congestion S™>0 R">0

I1l  Hypercritical Hypercritical Spillback S™>0 R"=0

IV Hypercritical Hypocritical Not possible - -

Sending flow s(t) (veh/h) is the flow rate at which vehicles attempt to leave the link at the downstream
link boundary. Whenever there is no excess demand, there is no excess sending flow, i.e. S*(t)=0. In
this case, outflow rate v(t) is dictated by some earlier upstream flow state u;, .., with (i',d") e 7(t). This
means the link is in a free-flow state which follows from subtracting the cumulative outflow from the
potential cumulative outflow, as defined in (16). We point out that free-flow does not necessarily mean
driving at maximum speed (when adopting a non-linear hypocritical branch in the FD). On the other
hand, if S*(t) >0, congestion is present, with S*(t) (veh) being the number of vehicles unsuccessful
in leaving the link at time t (i.e., the number of vehicles in the queue),
S*®)= min {U,®}-V(t), (16)

(i,d)eI (1)

with sending flow rate s(t) conditional on S*(t):

vgn £ ST()= . (o
s(t)={u' ar 1TSS (_) 0. such that (|’,d'):argm|n{Uid(t)}. 17)
q™, otherwise, (der®

Observe that whenever there is a queue, the sending flow rate is set to capacity. Analogous to Equations
(4)-(13), excess receiving capacity (supply), denoted by R (t) (veh), is given by

R'(t)= (jmig(t) {de (t)} -U (t)’ (18)
with possible receiving flow
Vi, If R7(t)=0, . (o
rit)y=q - ( ) such that (j’,d") =argm|n{Vj § (t)}. (19)
g™, otherwise, (deg® "

Here, possible receiving flow r(t) (veh/h) is set to capacity if there is no spillback. In case of spillback
the receiving flow is dictated by earlier downstream flow rate v, ,, with (j',d") € 7(t).

3.2  Node model

The node model holds two components. A flow distribution model and a mixture distribution model.
The latter disentangles flows based on mixture information to yield a continuous-time splitting rate
(recall Figure 3). The flow distribution model is tasked with distributing link flows across the nodes
based on a set of rules, desired sending flows, possible receiving flows and splitting rates obtained from
the mixture distribution model. We first discuss flow distribution, followed by mixture distribution.
Since the node model considers multiple incoming and outgoing links, we re-instate link index a in this
section.
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3.2.1 Flow distribution

Tampere et al. (2011) introduced a set of requirements to which a proper first order macroscopic node
model should adhere. Since they only consider single-commodity flow, the term node model is used
interchangeably with flow distribution model. Smits et al. (2015) identified a family of node models
that satisfy these requirements, which include models proposed by Gibb (2011) and Flétteréd and
Rhode (2011). Current LTM implementations and derivatives like Himpe et al. (2016) and Raadsen et
al. (2016) adopt the node model of Tampere et al. (2011), but could adopt any other node model that
satisfies the requirements.

Given node ne ., the flow distribution model takes directional sending flow rates s, (t) (veh/h),
with ae.4 ,be.A’, and distributes them across its outgoing links, where this distribution is
conditional on possible receiving flow rates r, (t), be.4". Converting sending flow rates s, (t) to
directional sending flow rates s, (t) is achieved via

Sa,b (t) = Sa (t) goa,b (t)1 ae ‘417’ b € -4:1 (20)

where ¢, (t) denotes the splitting rate, which holds the flow proportion of link a designated to exit
the node via link b at time instant t. An alternative to splitting rates would be to embed multi-commaodity
formulations in the flow rate definition itself, combining the flow distribution and mixture distribution
model. Observe that this requires an explicit definition of the adopted flow composition method (path
based, destination based, departure time period based, etc.). To prevent this, we adopt splitting rates,
allowing the flow distribution model to remain agnostic to the underlying mixture distribution method
and instead rely on ¢, (t) to be provided as input to obtain desired sending turn flows via (20). This
then yields:

Vas® ], oo =Ta(sn® 5 (1), @ac A bed’), new, (21)

where T",(-) denotes any first order node model compliant with the requirements described in Tampére
et al. (2011). Realised directional outflows Vv, (t) (veh/h) are output of the model. Note that by

definition u, (t) = Zaeﬂn, V,, (1), and v, (t) = wa V. (1):

3.2.2  Mixture distribution

In this section we incorporate path information within the DNL. In Raadsen et al. (2016) the rather
restrictive assumption was made that all path flows remained proportional to each other over different
departure time periods throughout the simulation. This effectively only allows a uniformly applied
departure profile, but lacks support for (within-iteration) route choice. Here, we relax this assumption
by considering periodically fixed splitting rates per route choice period (aligned with each departure
time period). This results in as many splitting rates as route choice periods and no longer requires path
flow proportionality. Although not fully consistent with the path flows obtained from route choice, it
does capture the effects of route choice in a way that, arguably, is most in line with the granularity of
the targeted application, namely, large scale DTA. Clearly, there are more ways to embed path
information in the model than the departure time based approach proposed here, for example a
destination based or fully path based formulation. To illustrate the framework is capable of supporting
such alternative formulations as well, we provide a path based mixture distribution formulation in
Appendix B (note that this formulation serves as a demonstration, it will not be pursued further for the
sake of both brevity and maintaining a clear focus).

The set of available paths p is given by 2, where the flow rate on each path at time instant t is given
by f,(t) (veh/h). However, since path flow rates are assumed to be stationary per departure time period,
f,(t) simplifies to

: (h-2)T .
fp(t): fp'h, if te[T,,T,.,), where T, :T’ for h=1,...,H;pe?, (22)

11



with simulationend time T =T,, , and f_, (veh/h) the average path flow rate of path p during period
h. Let us now discuss obtaining splitting rates, followed by the propagation of mixtures across the
node to yield the upstream mixture portions.

3.2.2.1 Departure time period based splitting rates

By modelling departure time period based splitting rates, link level path information is absent and
simplifying assumptions are made to approximate this data. Typically, one adopts traditional static
assignment to estimate the splitting rates per period, by assuming instantaneous flow propagation and
not considering capacity constraints:

Z5a,p5b,p fpvh

:pEP—, h=11211Hla 7’b +’n N’
oo So i eA ,beA ne (23)

peP

with path incidence indicator &, , taking on a value of 1 whenever the link a is part of path p, and
zero otherwise. This then yields continuous time splitting rate ¢, ,(t) for each node via

(pa,b(t)zzﬁa,h(t)¢a,b,h’ ae"q;’be"ﬁri nEN' (24)

with downstream mixture p, ,(t) denoting the portion of flow on the downstream link boundary of link
a belonging to departure time period h for time instant t. Observe that we replaced p, ,(t) with
P.n (1) here. This is a syntactic difference only because each mixture component me ¢ is a departure
time period h in this particular mixture distribution formulation. Other model components adopt the
non-explicit notation, i.e. p, ., (t), me A to illustrate they are agnostic as to what mixture method is
used. Only within the mixture distribution model this is necessarily made explicit such that it is clear
we are dealing with departure time periods (or paths, or destinations, etc.).

3.2.2.2  Upstream mixture portions

The splitting rates in (24) serve as input to the flow distribution model discussed in Section 3.2.1, which
in turn yield accepted outflow rates. The mixture distribution then takes the accepted flow rates and
utilises them to update the upstream mixtures on outgoing links via Equation (26).

Va,b,h (t) = :Ba,h (t)¢a,b,hva (t), (25)
Z Va.b,h (t)

/_)b,h(t)=a€§v—(t), if be 4’ neN\O. (26)
acA, ?

Note that in case of an origin node ne @, (26) is replaced with a binary choice, where p,, (t) =1 when
te[T,,T...), and p,,(t) =0 otherwise. This is due to the fact that, at the origin, departing flows can
only belong to the current period. This section concludes with providing the general definition for link
inflow rates: The earlier definition of u,(t) = Zae V,,(t) in the flow distribution model did not
include origin nodes. We therefore replace this definition with (27) which also ensures the conservation
of mixture information across nodes.

/_%,h(t)zp fon ifbe A" ne0,

u . (t)=
n(®) Pon® ., Van (), otherwise,

(27)

to obtain the more general link inflow rate formulation,
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Uy (t) :Zub,h (t). (28)

This concludes the continuous time DNL formulation for general networks. Based on the proposed flow
and mixture propagation formulation we now introduce the implicit event-based form which underpins
the solution scheme presented in Section 0.

4 Implicit event based propagation

We first discuss the implicit event based flow propagation followed by the mixture propagation.
Observe that only link model components are rewritten. This is because the node model is time-
invariant. As a result, the equations in Section 3.2 can directly be applied in an event-based context.

41 Flow events

This event based formulation is grid-free, because there is no fixed time and/or space interval. Of
interest to us are only the time instants at which flow rates change on a link boundary. Each such
instance is termed an event, written as a combination of a time instant and inflow rate (t;,u;) for the i"
upstream event, and (t;,v;) for the j" downstream event. We will again omit link index a in this
section. Events are chronologically ordered such that i e{L,...,1.}, je{L...,J,}, with I, and J, denote
the last realised event up till time instant t on the upstream or downstream link boundary, respectively.
All events result from earlier flow rate changes on the link itself or on adjacent links. Before flow and
mixture events are actuated, they first need to pass through the node model. All events actuated by the
node model are imposed immediately and are referred to as “trigger” events, because they trigger flow
rate changes on the link level. Each trigger event may result in a flow rate change some time later on
the other end of the link, releasing itself. This second type of event is termed “release” event. Trigger
and release events can occur on either link boundary since (shock)waves travel both upstream and
downstream, depending on the traffic state.

4.1.1 Processing a trigger event: Release event prediction

Let us first consider upstream flow rate change U, 4, with i=1,,d {0,...D,}, actuated by the node
model, at current time instant t, where t=t.. We utilise Equation (16) to derive the expected time
instant at which this inflow rate change affects the downstream outflow rate. This predicted downstream
arrival time is denoted by t; ;. To do this we assume the following: (i) S*(t; ;) =0, (ii) perpetual inflow
rate U; 4, and (iii) perpetual outflow rate v, ;, j = J,. Assumption (i) considers the situation the trigger
event’s flow rate becomes the sending flow rate in the future (although it may turn out later it does not).
Assumptions (ii) and (iii) are simply a result of the fact that we do not yet have information beyond
time instant t and as such simply assume that current conditions continue indefinitely. This simplifies
Equation (16) to

$'(Ga)=Uo(t)-V(ta) t5" <t <t (29)

Writing out (29) based on (11) assuming S*(t, ;) =0 yields

Ut)+u, ((ﬂ,d —1) - J"‘ & (U g) :V(fi,d)i ﬁf}m < fi’,d Sf;n;ax (30)

7 (Ug)

Under the assumptions (ii) and (iii), i.e. constant inflow and outflow rates we utilise (3) to rewrite (30)
from its cumulative segment based form to its event based form, with t; ; the only unknown, yielding
the following prediction equation:
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) U(ti)—V(tj)—Uiyd[ti-FI(tid)J+Vjtj+§|(ui,d) B - (31)

Y I
i = ) , t_mm <t.<t max ,
i,d Vj _ui’d i,d i,d id

with j=J, and i=1,d e{0,...D,}. At the time of prediction we can immediately verify whether it
holds that t,’;“” <t 4. In case it this does not hold, assumption (i) is violated, indicating the link is
currently in congestion, but does not go to free flow. Hence, the prediction must be discarded and no
release event is to be created, see t, in Figure 2(b) for an example. We cannot yet verify t , <tT™,
because t ;™ depends on the next, currently unknown, upstream flow rate.

Similarly, given a downstream flow rate change Vig with j=J,,d €0,...D;, at current time instant
t=t;, we obtain the predicted upstream arrival time t ;.o Of this hypercritical flow state via (32).

U(ti)_v(tj)_uitj +de(t+Lj_§u(de)
' II(de) '

i = J f_min <i |
j.d ! jd = jd jd
Via —Ui

(32)

with i=1,.

4.1.2 Release event updates

The previous section discussed the prediction and scheduling of a new release event upon the arrival of
a trigger event actuated by the node model. However, it is possible this initial prediction is incorrect
due to the arrival of other flow rates on the release event’s link boundary. In such a case assumption
(ii) is violated and the prediction needs to be updated incorporating this additional link boundary
information.

Consider Figure 6(a), an outflow rate change at time t’ causes inflow rate U, , to arrive downstream
earlier than initially predicted. To not miss this flow rate change, updates are executed the moment this
information becomes available on the opposite link boundary, i.e. at time instant t. Observe that the
difference with the initial prediction lies in the downstream reference time, it has changed from J, to
J... The number of events that require updating is typically very limited. Only trigger events (and
fanning steps) for which holds that (i,d) € 7(t") need to be updated, where we recall from Section 3.1.1
that 7(t") denotes events whose period of influence includes t" and therefore might be affected. When
the trigger event’s updated arrival time exceeds t,";'”, it is potentially valid and a release event is
scheduled at the updated time instance (if it differs from an already predicted arrival time).

original prediction €
updated prediction f; \'
\ ¥ |d

Fmin rmax §
L tmm t' ¥ ty b
/;8\ 3 kinematic wave
S — shockwave
KD
= 0 - - invalid prediction
------- period of influence

f’max

fmin =

f max

id id g lid Ai‘d ~ yid
L 7 B
Iy < "
> O /.
t; t t oty ; t t (time) —»
(d) (e) (f)

Figure 6: Space-time diagrams of prediction validation cases, under hypercritical conditions; (a)-(c)
invalid predictions. Under hypocritical conditions; (a) valid prediction, (b)-(c) invalid prediction.
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To keep the algorithm simple and concise, the updating of events does not affect the original prediction.
So, multiple release events could be generated for the same trigger event. To determine which release
event is the correct one (if any), a separate validation mechanism is used. This validation method is
discussed next.

4.1.3 Release event (in)validation

The validation of an earlier predicted release event does one of two things: It either accepts the event
(validate), or discards it (invalidate). Let us consider the validation of predicted downstream release
event (t ,,u; 4) . Thisevent is validated if and only if: (i) the predicted arrival time t;, has not changed,
i.e. if we would calculate (31) again with the most recent information we would obtain the same
prediction, and (ii) it holds that t, ; <t,™, i.e. the period of influence reaches to at least current time t.
This is simply a matter of checking Equation (10). Observe that in case the upstream flow rate has not
changed since the original prediction, t, ; <t holds by definition. An example of a valid prediction
is shown in Figure 6(d). Whenever a release event is validated, its flow rate is converted to a sending
flow rate as in (17), which after the node model update yields accepted outflow rates. Depending on the
link states these flow rates may or may not differ from the current flow rates. If they do differ, new
trigger events are generated and processed.

Let us now explore the situations a release event is invalidated and discarded. This happens, for instance,
in case assumption (iii) no longer holds, i.e. the outflow rate changed, which causes a shift in the
cumulative outflow curve compared to original prediction f,d We recall that a potential outflow rate
at time instant t is dominant if its projected cumulative segment is minimum, see (12). If this outflow
rate change led to an updated arrival time, as discussed in the previous Section, an updated release event
has already been scheduled and this (original) prediction should now be discarded (Figure 6(a)). It is
also possible the update failed and the flow rate no longer becomes dominant. Schematic examples of
this situation are depicted in Figure 6(b), (e) and (f). Either way, the originally predicted arrival time
has changed and the release event associated with that arrival time is invalidated and discarded.

Another possibility that can lead to invalidating a release event is the violation of prediction assumption
(ii), i.e. one or more inflow rate changes have happened. If one of the inflow rate changes in time period
dominates the current release event’s projected cumulative curve (that is, if the lower envelope
changes), this other inflow rate must already have been actuated on the downstream link boundary. This
situation has just been discussed, and means that the event is invalidated and discarded, see Figure 6(b)
and (e) for specific examples. This leaves the situation depicted in Figure 6(c), namely an inflow rate
change ending the period of influence £ of u; , prematurely. Observe that here, (31) with j=J, still
equals original prediction f,d but constraint t , <t is violated. In other words, the flow rate‘s
period of influence does not “reach” the point it can dominate the lower envelope and therefore never
yields a solution to (12). Although space-time diagrams do not show lower envelopes, Figure 6(f)
clearly shows t; , > "™, which reflects the inability of this flow rate to dominate the lower envelope.
This again means that the event is invalidated and discarded.

Prediction, updates, and validation for a downstream flow rate change have not been discussed.
However, the exact same mechanism and reasoning applies compared to their upstream counterpart.
For the sake of brevity, we choose to not repeat ourselves by including this discussion. This completes
the flow propagation model. We now proceed to introduce the event-based mixture propagation.

4.2  Mixture events

From (15) we see that mixture propagation depends solely on cumulative segment information. Since
cumulative segments are piecewise linear (Equation (3)), our mixtures, like flow rates, become
piecewise stationary. Again, like flow rates, we term a node model imposed mixture change a trigger
event and the arrival of such an earlier predicted mixture on the opposite link boundary a release event.
We introduce t .t for the time instance the y™ mixture event is imposed on the upstream,
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downstream link boundary respectively. A single mixture component me ¢ within an upstream,
downstream mixture event is denoted via p,, , respectively. Note that each mixture event carries all
mixture components me A7 such that an upstream mixture event is represented by_the pair (t,,p,)
where Py = (Prys Pays--+ Por,y)- Its downstream counterpart is denoted similarly via (t,,p,). Events are
ordered such that y e{L...,Y,}, with Y, denoting the last realised mixture event up till time instant t
on the upstream link boundary respectively. Note that on the downstream link boundary not all mixture
might have arrived yet, therefore Y, denotes the last realised mixture event up till time instant t on the
downstream link boundary with 1<Y, <Y,.this then yields

Pa)=pn, t<t<t,, ye{l...Y.},
P =pn, t,<t<t., ye{l..Y}

4.2.1 Processing a trigger event: Release event prediction

Like flow event triggers, mixture event triggers are imposed by the node model. Contrary to flow rates,
mixture information only propagates forward and therefore triggers are only generated on the upstream
link boundary and released downstream. Let us consider a change in upstream mixture p,, ., at time
t, =t wtlere y=Y,. We want to predict when this mixture event is expected to arrive downstream
knowing t, =1, +7(t,). Utilising (3) we rewrite condition V(t,) =U(t,) in (15) to

(33)

V(t;)+v, (fy —t)=U(t)+u (L, —t), <t <t,;t sfy <t (34)

Note that d = D, if t, >t;,. Only when the mixture and flow rate change coincide and an expansion fan
exist, i.e. U; >U;_,, then t =t and d =1, because the lead vehicle within the fan already carries the
new mixture information. In addition it holds that j=J,. To rewrite (34) to its event-based form
predicting t,, we again assume constant inflow and outflow rates beyond time t, yielding prediction
equation

- U(t)-V(t;)+u; (L, —t)+Vt;

y

" ., with t; <t <t,and t, <t <t,. (35)
]

Observe that (35) does nothing more than extrapolate the current outflow rate, until the difference
between up and downstream cumulatives vanishes. Notice that a valid prediction can always be made
unless the outflow rate is zero, if so we set fy =0,

4.2.2 Release event validation and corrected predictions

As discussed earlier for flow rates, changes in outflow rate in period [t, ,fy) can cause an initial mixture
prediction fy to be discarded, even though the mixture still arrives downstream at some other time.
Making sure this true arrival time is captured requires additional predictions that update the arrival time,
similar to the updates of flow event predictions as discussed in Section 4.1.3. Whenever the outflow
rate changes at some time instant t', all upstream mixture events that have not yet arrived downstream
require updating. Or more formally, all mixture trigger events y' €{Y,,...,Y .} require updating via (35).
The newly predicted arrival time is then attached to a new release event.

Like flow events, this can lead to multiple predicted mixture release events for the same upstream
mixture trigger event. It is then up to the mixture validation mechanism to evaluate each release event
upon arrival, discard the invalid events and validate only the one true release event.

Validation of mixture events works in a similar way to the validation of flow events. From (35) we
know that fy <t;,, cannot yet be verified at the time of prediction, because j=J,, and the time of the
next event J, +1 is yet unknown. Therefore, we wait until the simulation reaches time fy to validate
the release event. If at that time it holds that Jty = ny, no outflow rate changes occurred since it was
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predicted and so the mixture is validated, otherwise the event is discarded. When the mixture is
validated a new downstream mixture release event is created which in turn triggers the node model for
an update. This completes the event-based formulations.

5  Solution scheme

The presented algorithm is split into three parts: First, an initialization step to setup variables. Second,
the route choice to DNL interface component, responsible for triggering inflow and mixture updates at
the origins as a result of altered path flows. Third, the main algorithm itself, see Figure 7 for an
overview.

Event-based DNL algorithm
(algorithm 3)

Bootstrap variables, event sets Cor_mector link eve_nts
Start dep. time period (inflow rates, mixtures)

Route choice - DNL interface
(algorithm 2)

Initialization
(algorithm 1)

Figure 7: Algorithm components and schematic interaction.

5.1 Initialization

In this step all links are initialised: Inflow rate, outflow rate, upstream cumulatives and downstream
cumulatives are all set to zero. Further, future scheduled flow events are tracked in newly introduced
sets &' ={(t,q)} and &' ={(t,q)}, which are sorted by time in ascending order. Scheduled mixture
release events are tracked in & ={(t,p)}, also sorted by time in ascending order. Algorithm 1 shows
the initialisation step as executed on each link (subscript a is omitted). Note that initialising the start
time to —o and initial flow rates and cumulative to zero ensures that we start with an empty network.
Mixtures do not need to be initialised.

Algorithm1: Initialization.

e N
I=J=Y=0. —
t =—00 =
0 " ' ,;T_,
U, =V, =0, q
Uy =V, =0; o
0 Q .
f_of _ am._ S
\é’ =£ =" =0, )

5.2  Route choice DNL interface

Path flows are dependent on the departure time periods. Even when they are assumed given, they need
to be imposed onto the network during simulation. The route choice to DNL interface is responsible for
this task. It updates the connector link flows and/or mixtures whenever a new departure time period
starts as shown in Algorithm 2.

Algorithm2: Route choice - DNL interface component.
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(" if new departure time period starts, i.e. t=T,, hel...,H
for each origin connector link ae 4", neO

if the inflow changes, i.e. > u, () =u,, (Equation 27) ;80
new flow trigger via 1, =1, +1 suchthat u,, := Zmem_ua’m(t). f
schedule release(s) &"=&" U(t, 4,u, 4), d€0,...,D, ,if § ,>t" . (Equation31) (2,

end if 8

if the mixture changes, i.e.3p, () # o, v, MeM. (Equation 26) g
new mixture trigger via Y, :=Y, +1, such that p, .., = p, (), me M. g
schedule release &™:=&" U(t, .py,)- (Equation 35) g

D
end if S
end for
\_end if Y.

5.3 DNL Simulation

The main procedure (Algorithm 3) entails a recursive process that takes the earliest future scheduled
release event in the entire network and attempts to validate it. This event might be a flow rate change
or a mixture change. If the event is validated, it triggers the node model that based on sending flows,
receiving flows, and splitting rates, computes newly accepted turn flow rates v, (t). Based on these
turn flow rates; accepted link inflow rates, link outflow rates, as well as updated upstream mixtures are
computed. Whenever a link inflow rate, link outflow rate or mixture percentage differs from its last
known value, a trigger event carrying the updated flow/mixture information is generated. For each new
trigger event, the related link predicts when the flow rate or mixture is expected to be released on the
opposite link boundary. All potentially valid predictions are then scheduled as release events for future
processing. Whenever a flow rate changes on a link boundary (either via a trigger or a release event) it
provides additional information on the link boundary and potentially impacts the arrival time of other
flow or mixture events. Consequently, events are updated if needed in such cases (recall Sections 4.1.3.
and 4.2.2). This procedure repeats itself until the simulation end time is reached.

The main reason why this algorithm is efficient is twofold. First, it hardly requires any lookups or
searches which are known to be costly. Secondly, the equations used in the algorithm only contain basic
operations. So even when the simulation, on a large network, might generate millions of events, the
total simulation time is comparatively low compared to other DNL algorithms, see also Section 6.

We can see from Algorithm 3 that whenever the sending or receiving flow rate changes (validate flow
release in the link model), an update of the node model is triggered. Similarly, whenever the splitting
rate, i.e. flow mixture, changes an update of the node model is also required. Consequently, the fewer
changes in either flow rates or splitting rates are produced, the fewer the number of events and hence
the lower the resulting computational burden. This observation leads us to the discussion of the
approximate solution scheme.
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Algorithm 3: Main procedure.

- - . . - = - - '_f g - - P —_
_ | find next scheduled release event time: t, := mln{t id = TEID {é; },ta‘j’d =min {£a } t,, = min {gam }} g <§n
while not simulation end; t, <T ©
" - * - N/ r— =
if downstr. flow release, t,; 4 =t, if upstr. flow release t, ; 4 =t, s \if downstr. mixture release , , =t, s =
(in)validate t,; , via (Eqn. 31) (in)validate t, ; 4 via (Eqn. 32) % if valid U,(t,,)=V(t,,) (Ean. 35)%— g
if still €, =t and g ST if still §, ;4 =t and {, ;4 <7y — | mark downstream mixture arrival |5 | &
o — — =
update sending flow s, Eqn. (16). update receiving flow r, Eqn. (19). = set Y, =Y, +1, g
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5.4  Approximate solution scheme

The algorithm presented in the previous section yields exact solutions in continuous-time. In general
networks the number of events typically grows exponentially because a downstream release event could
generates multiple upstream trigger events in case of free-flow conditions, and an upstream release
event could generate multiple downstream trigger events in case of spillback. Cyclic dependencies® that
exist in networks further magnify this problem, in particular when using splitting rates. We refer to
Raadsen et al. (2016) for a detailed analysis on this issue. Therefore, for medium and large sized
transport networks, the algorithm as presented thus far is not practically feasible. We therefore propose
a variation in the algorithm that significantly reduces the number of events generated on the network,
although this will in general mean that solutions are no longer exact but rather approximate. In order to
reduce the number of events, we need to cut-off the proliferation of events at the link level or node
level. Following Raadsen et al. (2016), we apply thresholds at the node level that determine whether
events are triggered on adjacent links. Cutting off events at the node level means that all essential
properties such as FIFO and conservation of flow are still satisfied within each link, such that the link
model is still solved exactly. However, conservation of flow through the node (and hence across links)
may be violated, at least locally and/or temporarily, such that the network flows become
approximations. Although we lose exactness, as shown in Raadsen et al. (2016) the approximation error
is expected to be small with appropriate thresholds. In this paper we assume that each node considers
the same threshold value in determining whether to pass the flow rate change on or not. However, we

3 With cyclic dependency is meant a situation where the flow rate of a link on the upstream link boundary to some
degree depends on its flow rate on the downstream link boundary.
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note that these thresholds can be set differently across the network. This would allow to maintain flow
conservation on parts of the network where the analyst deems this is important, while in other parts of
the network this constraint is relaxed to increase computational efficiency. We postpone the analysis of
the impact of applying these thresholds in general networks to Section 6.2.4. First, instead we first
discuss their concepts.

5.4.1 Flow rate propagation threshold

Flow rate changes are diluted the further one moves away from its source, similar to how water ‘ripples’
when one throws a stone in a pond. The few links in the direct neighbourhood are affected most, while
the relative impact on (a large number of) links far away is often very small. To limit the proliferation
of (increasingly small) flow changes across the network, we adopt a flow rate difference threshold g*
(veh/h) as proposed in Raadsen et al. (2016). After each node model update, accepted turn flow rates
are converted to inflow rates on outgoing links (Equation 27) and outflow rates on incoming links
v, (t) = z .V, , (). These updated link flow rates are only effectuated when at least one flow rate’s
change excedds flow rate difference threshold g". This measure eventually stops the ‘ripple’ from
progressing and also breaks any remaining cyclic dependency. It only does so when the flow rate change
is deemed too insignificant to affect the result (much). Using this measure, they found that, in absence
of any routing or fanning effects, for q* <5, the results still closely resembled the (near) exact solution.
This was demonstrated both in terms of lost vehicle hours (<5% difference) and final cumulative vehicle
numbers on the link level. We point out that whenever, due to this threshold, a flow rate change is not
propagated over the node, it is still imposed on the link boundary it arrived on in order to satisfy FIFO
and flow conservation on the link.

5.4.2 Mixture rate propagation threshold

By introducing multi-commaodity flows via mixture events, an additional event stream is introduced
alongside the propagation of flow events compared to the algorithm described in Raadsen et al. (2016).
Like flow events, mixture events also suffer from the same exponential growth in general networks. To
cope with this phenomenon, a second threshold is put into place. Instead of a flow rate difference
threshold, a mixture difference threshold p* is proposed. After each node model update, new upstream
mixtures p, . (t) are computed for the outgoing links compliant with (26). Per outgoing link, new
mixture rates will only be effectuated when at least one mixture component m has changed more than
the adopted mixture difference threshold p* (which is expressed as a relative change in mixture).

6  Numerical results

In this section we analyse two hypothetical networks and one real-life network. All case studies adopt
the Quadratic-Linear FD (see Part I) unless specified otherwise. The strictly concave hypocritical
branch allows more realism than a linear branch (especially around the saturation point), while as argued
in Part | there is little evidence that there is a real need for a strictly concave hypercritical branch..
Further, in all case studies we use the following intermediate hypocritical flow rates {d,,,...,q; 5 ,} i
Equation (8) to simplify fanning in case of a flow rate increase event i:

Oig =Uiy +i(ui -U,), 1<d<D,, with D, :[Ui _Bi_l—" (36)
D, A
where A% >0 (veh/h) is a user defined maximum allowed step size in terms of flow rate increase in
each fanning segment d, and operator H rounds the value up to the nearest integer. In other words,
Equation (36) states that we assume D, +1 equidistant flow rates in the D, -step inner linearization of
the FD. As noted in Part I, many other rules could be considered for determining the number of steps
and the location of the points on the FD. Our proposed rule is simple and straightforward, but we
acknowledge that other rules may exist that provide a better linear approximation of the FD. If we set
A% =00, then D, =1 and fanning is greatly simplified by not considering any intermediate flow rates.
If 2% is set to a small value, then many points on the FD will be used as intermediate flow rates in the
linear interpolation, which means that fanning is simplified only marginally.
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The first hypothetical network is a simple corridor network in which there exists no route choice. This
network is used to demonstrate how flow rate events propagate forwards and backwards in the (exact)
algorithm, and to illustrate how fanning is simplified. The second hypothetical network is a ‘Manhattan’
(grid) network in which also mixture rates are propagated. This grid network contains many interactions
and is deemed sufficiently complex to investigate properties of the algorithm with respect to different
settings for thresholds q* and p* (to obtain approximate solutions) as well as maximum step size 1",
while still small enough to allow running many simulations and obtain a (near) exact solution. Finally,
we apply the algorithm to a real world transport network of the Gold Coast (Queensland, Australia),
which is available for download via Bar-Gera (2016). We will use the Gold Coast network to
demonstrate feasibility of the algorithm on large scale networks. Further, this network is also used to
compare eGLTM to its simplified sibling eLTM in order to assess the influence of a nonlinear
hypocritical branch on computational efficiency. It is also used to provide some insight in the
contribution of the various DTA components (route choice, route cost, DNL) to the overall
computational cost in a practical context.

6.1  Corridor network

The corridor network consists of six links of equal length (L =1) containing single path p. All but the
last link have the following characteristics: o™ =120, ™ =80, g™ =4000, k™ =180. The last
link is the same as the other links, only its capacity is reduced to q™ =500. Three departure time
periods with varying demand are imposed. The first period (t €[0,100) in seconds) carries a small
initial flow rate f , =400 (veh/h). The second period (t €[100,150)) carries a flow rate of f_, =4000
while the third period (t €[150,800)) has a slightly lower flow rate of f_, =3000. Slmpllfled fanning
is applied with 2* =400 (veh/h). The results are shown in Figure 8, Where each line represents the
cumulative inflow of each link while the last line is the cumulative outflow of the last (bottleneck) link.
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300 |
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time (s)

cumulative vehicles (veh)

Figure 8: Corridor network showing cumulative inflow curves of each link as well as the cumulative
outflow curve of the last link.

First we observe that the initial flow increase from 0 to 400 (veh/h) depicted in the grey lines, does not
cause multiple fanning steps since this increase is within the maximum allow step size 1* =400.
Secondly, the flow rate increase from 400 to 4000 (veh/h) does create additional fanning steps. It
produces 9 steps based on Equation (36), depicted by the blue dot markers. We point out that, on the
first link, this flow rate increase therefore generates 9 release events. On subsequent links however,
each flow rate increase that arrives is again smaller than or equal to A* =400, such that a 1-step
linearization suffices. So even though the “ripple” of the fan disperses, it does not continue to increase
the number of fanning events. This observation is important, because it implies that the performance
penalty for adding fanning might be relatively small (see also the next two sections). At time t =150
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the flow rate drops from 4000 to 3000 (veh/h), and no fanning events need to be generated. The
propagation of this flow rate (yellow line segments and triangle markers) is faster than the preceding
final fanning wave (carrying the flow rate change from 3600 to 4000 veh/h). This results in the final
fanning step flow rate (large blue dot markers) to be absent on link 4 and beyond since it no longer
dominates the lower envelope within its period of influence. Link 6 is the bottleneck link, the high flow
rate generates a backward shockwave on link 5 which reaches the upstream link boundary at the point
of the red squared marker where it enforces a receiving flow equal to the capacity of link 6 (500 veh/h),
such that link 5 becomes in a spillback state

This example demonstrates the basic workings of the proposed implicit-event based algorithm: It
computes events only at times the flow rate changes on any of its link boundaries, is capable of yielding
exact results and can be applied to a (simple) network. We now proceed to a more complex network to
explore the best settings for generating approximate results.

6.2  Grid network

The network used holds 25 zones in a 5-by-5 grid. There are 96 nodes and 220 identical directional
links with the following characteristics: o™ =50, g™ =1800, ¢" =35, k™ =180, L=1. Figure 9
shows the grid structure. A predefined route set is used containing 1084 routes. This route choice set is

generated based on Fiorenzo-Catalano et al. (2004). We refer the reader to Appendix C.1 for the
parameters used to construct this route set.

©
©)
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Figure 9: Grid structure for any N-by-M grid, holding NM zones.

6.2.1 Calibration of on-the-fly-linearization of the quadratic linear fundamental diagram

We now investigate different settings for the maximum allowed fanning step size A, which we assume
takes a value between 1 and 600 veh/h, and analyse the impact on network travel time, ceteris paribus.
The flow threshold is set to " =0.3 veh/h to obtain a near-exact solution, removing as much potential
interference as possible caused by other approximation errors. Route choice is fixed since it is not
important when investigating simplified fanning steps. The grid network is configured as follows;
demand between each inter-zonal origin-destination (OD) pair is randomly generated by drawing a
number from a uniform distribution between 0 and 80 veh/h. This creates congestion or spillback on
13/220 ~6% of all links during simulation*. We refer to Appendix C.2 for the OD-matrix used,
simulation settings are presented in Table 2. Also, a uniformly applied departure profile is adopted, see
also Figure 10.

4 This number was obtained using A* =5 veh/h.
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Table 2: Grid network, simplified fanning - 14% 100%

5
analysis simulation parameters. £ ig"; [ | so%
Parameter Value = 80;3 I 1 60% é
Simulation period 14,4005 (4h) % 6% | { a0% 2
Initial Route choice MNL 5 ‘Z‘Zf’ I 1 200 %
method (Multinomial logit) B LADAINNNNY . . .. -
Logit scale parameter -7 g Sl R i ol R 3

Output granularity5 300s demand portion —e—Cumulative departed demand portion
Figure 10: Departure profile, 20 periods of 12

minutes.

6.2.2 Measuring information loss

To identify suitable parameter settings resulting in “good” approximate solutions, we adopt a metric
that captures network travel time. This metric utilises the notion of lost vehicle hours (which equals link
travel time minus the minimum free-flow travel time) on each link over a certain time interval [t,t"),
and is denoted by 7, (t,t"). It can be calculated as:

L L
7, (1) =(U, (1) -U, (' -t 22| 37
(1) =(U, (1) -U,( ))[@(t’t,) ngaxj (37)
with &, (t,t") denoting the space mean speed on link a over time interval [t,t"). Summing over all links
and time periods yields the network’s lost vehicle hours. We then obtain the information loss by

comparing lost vehicle hours of an approximate scenario to the (near) exact solution.

6.2.3  Impact of simplified fanning on lost vehicle hours

By incorporating simplified fanning, eGLTM, unlike eLTM, is capable of capturing hypocritical delay.
This means that even in free flow conditions vehicles typically no longer have a speed of ™. this
contributes to the lost vehicle hours of Equation (37), which are absent when adopting a triangular FD.
To be able to differentiate between the hypercritical and hypocritical contribution to lost vehicle hours,
hypercritical delay was first measured in isolation by adopting a triangular FD. This amounted to a total
of 296.7 hours of delay caused by congestion only. Next, the hypocritical delays for representative
fanning step sizes were obtained as shown in Figure 11(b). For this network, under mild congestion,
hypocritical delay accounts for roughly 68% of total lost vehicle hours. We then further isolate the
impact of the multi-step expansion fans within the hypocritical delay by comparing it to the 1-step
linearization. These results are depicted in Figure 11(c). Notice how multi-step fanning contributes
negatively (if at all); this is because a single-step linearization overestimates the lost vehicle hours as
discussed in the previous section and in part I. From these results we can tentatively conclude the
following:

e The ability to model hypocritical delay is important in capturing travel time information. In this
particular case it contributes up to 68% of the total lost vehicle hours measured.

e The ability to model multi-step expansion fans is unlikely to significantly reduce travel time
times compared to the 1-step linearization. The maximum effect measured is <0.1% for this
general network case study.

5 Each interval holds the cumulative inflow rate and space mean speed used to compute lost vehicle hours for each
link within the interval compliant with Equation (37).
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Figure 11: Lost vehicle hours per fanning step size. The insets on the left are close-ups of the
respective delay components: Total lost vehicle hours, hypocritical delay and multi-step fanning

Multi-step expansion fans only contribute measurably to lost vehicle hours (compared to s1-step) when
modelled at very small maximum allowed fanning step sizes (1 <5). Effects of expansion fans dilute
quickly as flow propagates on the network, hence it is only measurable at very small fanning steps. That
said, it is clear that even the most detailed multi-step expansion fans do not significantly reduce
information loss (<0.1%). Figure 12 shows the number of generated events (logarithmic scale) as a
function of A* for this case study. Here we see that adopting a small A* results in an exponential
growth of events, and thus computation time (we refer to Raadsen et al. (2016), for a more detailed
analysis of the relationship between the number of generated events and simulation time). We therefore
conclude that in most cases and especially for strategic planning purposes, it does not seem worthwhile
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to model simplified fanning in a very detailed fashion.

6.2.4

When the mixture of a flow changes, it impacts on downstream flow rates whenever these flows are
disentangled, for example at a diverge node. So, choosing a threshold to stop propagating changes in
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Figure 12: Number of generated events as a function of chosen fanning step size.

Joint Calibration of flow mixture and flow rate propagation threshold
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the flow mixture impacts the flow rate propagation. Conversely, a flow rate change also impacts the
flow mixture. This occurs when flow rates merge, for example at an on-ramp or intersection. So,
choosing a threshold to cut-off flow rate changes impacts on the flow mixture propagation. Due to this
interaction, investigating the possible values for the flow and mixture thresholds is analysed in unison.

This analysis provides insight into the trade-off between the chosen threshold settings and
computational cost. We adopt the mixture distribution method as presented in Section 3.2.2 to model
multi-commodity flows. We isolate the effect of the chosen flow and mixture thresholds by looking at
the first iteration only, this prevents the route choice from interfering. For the impact of route choice
over iterations we refer to the next section. Eight 30 minute departure time periods are modelled where
each period coincides with the route choice periods. Furthermore, 3 different OD matrices (see
Appendix C.3) are applied, each of which spans one or more departure time periods. This guarantees a
significant amount of change in the flow mixtures and flow rates over time. Simulation parameters are
provided in Table 3. Given this input, 29/ 220 ~13% of the links experience congestion or spillback at
least once during the simulation®.

Table 3: Simulation parameters.

Parameter Value

Simulation period 14,400s (4h)

Route choice interval 1800s (0.5h)

OD matrix durations 5400s, 7200s, 1800s
Route choice method MNL (Multinomial logit)
Logit scale parameter -7

Output granularity 600s

Simplified fanning 1-step

Seven different values of q* €{0.1,1, 2,3, 4,5,6}are considered which encompass the range deemed
acceptable according to Raadsen et al. (2016). In addition, 19 different values of

p*€{0.1,02,...,09,12...,10} are investigated in conjunction. The rationale behind the explored
values of p* is based on the minimum value being so small it can be expected to result in flow changes
around or below 1 veh/h?, while the maximum allows for flow changes well above the acceptable range
in Raadsen et al. (2016). This leads to a total of 7-19 =133 simulation runs of which the results are
presented in Figure 13.

Figure 13(a) shows that in a multi-commodity context, the range of g" that limits information loss to
within 5% of the near exact solution (9" =0.1 (veh/h), p* =0.1%) is in line with the findings
regarding this threshold in Raadsen et al. (2016). We also observe that in general choosing a cruder q*
and/or cruder p* both cause more information loss as is to be expected. Observe that for levels of p*
up to 4%, differences in lost vehicle hours remain below the 2% mark for all ", while the largest
difference found is still smaller than 4%. This might be explained by the fact that each mixture event
carries all components of flow p, and therefore mixture information of components that change less
than p” often still get updated (unlike flow rates). It only takes one mixture component to exceed the
threshold for the other components to profit from it, as a result of this information being bundled within
each event.

Looking at the number of generated events in Figures 13(b)-(d), where we point out the logarithmic
vertical axis, we observe the following: (i) The total number of events is sensitive to both q*and p*
(Figure 13b). (ii) The number of generated mixture events exponentially decreases by with a larger p*

8 Value obtained from simulation runs where q* =5, p* = 2.

" As a reference point we take a high capacity link (running at capacity), with g™ =8000. Flow is assumed to
be uniformly distributed between the departure time periods. In such a case a 0.1% mixture change can result in
at most 0.001-8000/8 =1veh/h.
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(Figure 13c). (iii) The number of mixture events is relatively insensitive to choosing the level of g*
(again, Figure 13c). (iv) The number of flow events is somewhat sensitive to the level of p*,but this
effect quickly diminishes for values of p* >1% (Figure 13(d)). (v) The number of mixture events is
typically less than the number of flow events as long as one chooses relatively a mixture thresholds of
p" >3% (Figure 13(d-e)).
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Figure 13: (a) Lost vehicle hours vs mixture threshold for different " with truncated y-axis, (b)
total generated events, (c) generated mixture events only, (f) generated flow events only.

From these findings we conclude the following: The mixture threshold is best chosen between 2% and
4% which leads only to small approximation errors while the number of generated events is reduced
significantly compared to the near exact solution. Further, the impact of q" is demonstrated to be in
line with earlier findings suggesting q" <5% is acceptable. Lastly, we find a seemingly linear relation
between cruder chosen thresholds and an increase in information loss in terms of lost vehicle hours not
being captured.

6.2.5 Equilibrium and convergence testing

While the focus of this paper is on DNL and path proportions are assumed to be given, we want to
demonstrate this DNL implementation is suitable for DTA by searching for a conditional SUE
equilibrium® in our grid network. To do so, we compute a (stochastic) duality gap based on Bliemer et
al. (2014) for each route choice period for each iteration simulated. The cost for each path is solely
determined by travel time which in turn is collected from a probe vehicle departing within the period
(at 10% offset from period start time). Simulation settings are identical to those provided in Table 3 and
in addition we choose p" =3%, q* =5 (veh/hr), based on findings in the previous sections. The results
are shown in Figure 14, where each line denotes the stochastic duality gap per route choice period. As
can be seen all route choice periods converge quite quickly to an acceptable gap of <0.00001,and as
expected, later periods have more trouble converging than earlier periods due to their increased
interdependency. The small spikes are the result of an earlier period making a small convergence
“mistake” trickling down to successive periods making a temporarily larger “mistake”. This brings us

8 1t is conditional because its path set is fixed and generated a-priori.
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to discuss the final and largest case study: The Gold Coast case study, which investigates the
computational efficiency of ¢(G)LTM under different simplified fanning schemes on large scale
networks as well as investigating the cost per DTA component, i.e. route choice versus DNL.
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Figure 14: Convergence per route choice period.
6.3 Gold Coast network

The Gold Coast network is a large scale, real world, strategic planning network containing suburban
and urban areas with a detailed zoning system. The network and its simulation settings are provided in
Figure 15. As stated earlier, we are interested in the relative performance, both in terms of simulation
time and information loss, of the newly proposed eGLTM versus the original eLTM model. In addition
we verify whether the findings correspond with the results found on the smaller grid network. To do
this we analyse the results for three different FD’s: Triangular (¢eLTM), Quadratic-Linear with 1-step
simplified fanning and Quadratic-Linear with multi-step simplified fanning with 1* =50 (veh/h). We
also consider three different flow difference threshold values: " =1,2,5 (veh/h) as well as three
different mixture threshold values p* =1,2,5%.

: Simulation:
AT e T =10,800s (3h).
¥7 3 Network:
N e 1,068 zones

A e 4,675 nodes

) e 11,140 links

. e Total length: 2,818km
OD Matrix:

e  Synthetic morning peak period with demand profile:
[0—3600: 24%, 3600 —7200:57%, 7200 —T :19%]
2] Routes, route choice, route cost
¢ o Fixed route set with 1,104,374 pre-generated routes
o  MNL with logit scale parameter set to -7.
e Route choice periods coincide with dep. time periods
e Trajectory travel time with probe vehicle dep. time at 60%
of time period.

Figure 15: Gold Coast network and simulation settings

We examine the results of a single iteration because for this case study we are interested in (relative)
computational cost only. The results are provided in Figure 16.
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Figure 16: (a) DNL propagation times for Gold Coast®, (b) absolute number of lost vehicle hours.

From Figure 16(a) we find that using a quadratic-linear FD is consistently more costly than a triangular
FD. This is to be expected when we apply multi-step fanning, while it is less obvious for 1-step fanning.
A triangular FD and or a quadratic-linear FD with 1-step fanning only generates one wave carrying a
flow rate change. Theoretically a quadratic-linear FD with 1-step fanning can even result in less
accepted events due to “overtaking” flow rate changes within the hypocritical branch (see also Part I).
The reason it is still slightly more costly is because more invalid predictions and updates are required
due to increased (shock)wave interaction. Further, since changes in either variable (flow threshold,
mixture threshold, FD choice) result in different simulation times, we conclude that each of the three
considered variables impact the computational cost. Overall the DNL simulation time for such a large
network is found to be between 20 and 100s for eLTM and moving to a concave hypocritical branch
still yields relatively low computation times. In relative terms, the additional cost of switching from the
triangular FD to a quadratic-linear (1- step) is 5.5-13%, whereas multi-step with 1* =50 increases the
cost 15-27.5% compared to the base case. From Figure 16(b) we find that the lost vehicle hours, i.e.
information loss, is virtually identical for the two types of fanning approaches, which confirms the
earlier findings, that there is little point in modelling multi-step fanning in strategic planning
applications. Most importantly, we see that we do find a significant difference in lost vehicle hours
between the triangular and quadratic-linear results. This difference amounts to roughly 15% of the total
(Figure 16(b)). Finally, we observed that the lost vehicle hours seem to be invariant (in terms of relative
differences regarding q* and p*) to the chosen FD. While we only examined three different FD
approaches this might indicate that these findings possibly extend to beyond the FDs considered in this

paper.
7  Conclusions and future research

In this paper we presented a novel implicit event-based solution scheme for solving continuous-time
general link transmission models on large networks. We rewrote the formulation presented in Part | to
an event-based formulation that can be used to find exact or approximate grid free solutions with
simplified fanning. The proposed DNL framework supports different models within a more general
context, where any non-linear concave two regime fundamental diagram is supported. Raadsen et al.
(2016) is in fact a special (limited) case of this more general formulation. In addition the model was
extended from single commodity to multi-commodity. Path based information is supported by
proposing an additional stream of mixture events alongside the flow propagation. Mixtures are agnostic
to the information they carry, allowing a range of different modelling approaches from fully path based
to more aggregated approaches with periodically fixed splitting rates.

One of the main findings is that in the proposed implicit event-based solution scheme, the computational
penalty for moving to a non-linear concave hypocritical branch is quite modest . At the same time,

% Results obtained on PC with Intel Xeon 3.1 GHz, Windows7 SP1. Implementation written in C++ (compiler:
32bit C++ MS Visual Studio 2008 SP1).

28



numerical results on a grid network and the Gold coast network demonstrated that adopting this type of
FD has significant (positive) impact on the ability to capture network wide hypocritical delay compared
to the popular but more limited triangular FD. The increase in computational cost of supporting this
type of FD was found to be in the range of 5.5-27.5% (depending on the settings for simplified fanning)
compared to adopting a triangular FD (following proposed approximation settings). We also
demonstrated that adopting a 1-step inner linearization to simplify expansion fans seems to suffice for
strategic planning purposes. While increasing the number of steps is possible and will more accurately
describe expansion fans, it does little to reduce information loss.

Further, investigating the balance between information loss and reduced computational efficiency by
choosing different parameter settings resulted in the following: An arguably “good” compromise
between exactness and computational cost is found by choosing a flow rate difference threshold
1<q"<5, and a mixture percentage difference threshold 2< p*<4. The large scale Gold Coast case
study reveals that with =5, and p“=2 it takes about 40 seconds to solve the multi-commodity DNL
(with three route choice/departure time periods) for a single route choice iteration.

Future research directions are twofold: The adopted thresholds and adopted FD have now been set
rigidly to the same value across the network. More intelligent and adaptive thresholds could further
reduce information loss as well as reduce the computation burden. Of interest is also to develop
destination-based, path-based and/or other related mixture distribution methods within our mixture
framework. Having implementations available alongside each other would allow for consistent
comparisons between these different types of approaches.
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Appendix A: Hypercritical event-based flow propagation formulations
The lower envelope problem formulation under spillback conditions:
V() =min{minV, ©, min F, (t])] (A1)

with upstream regular periods of influence time interval [fj'“‘” ,t™1 where fjm‘“ =t, +L/y, (v;),and

t™ =t;,, + L/, (v,),such that
JM={j=1...3 [t <t<t™}, (A2)
JeO={j=1...3|f7 <t<t™}, (A3)

The cumulative segment projections are given by

L R _
- V(t)+v, | (t-t)- +&(v.), ift™<t<t™,
V0= O '(( % y..(v,»)j Slh TS (Ad)
0, otherwise,
V(t)+q.,| t-t)- +E(Q,),  fT™<t<t 4———,
: J’O[ : 7II (qJO)J ! »0 = : 77|| (qj,O’qj,l)
L . L L
_ V() +0q| t—t)————— |+&(a,4), it +—————<t<t +———
Fj(t|qj,o'---vqj,Dj): : Jd[ : 7/Il(qj,d)} ne . i (A 4.4,9;4) . i (4 4,9;4.1) (A5)
V()40 | E—t) - — |+ & (@) it <t<Em
o 7/||(qj,DJ) o 77||(qj,D1711qj,DJ)
0, otherwise.

We generalise the periods of influence such that we can merge (A.4) and (A.5):

31



tﬁ;, if V>V, and d >1,
U (Vj,d—l'vj,d)
£y =4t +m, (Vjsp,,00Vja)s If vy >V and d =1, (A.6)
t; +;, otherwise.
Vet (de)
L .
t+———, |fvj+l >V, and d < D, -1,
U (Vj,d7vj,d+1)
=t +; if v..>v. and d=D, -1
e i un (Vj 'Vj+1,1) , SR b A7)
L .
it ———, otherwise,
Yu (Vj,d)

Now, segments originally contained in F,(t|-) and V, (t) are replaced by the more concise V,  (t).

\7j,d (t) =

L £ fmin £ max
V(L) +v;, ((t—tj)——J+§“(vjvd), if 4 <t<t/, (A9)

Y (Vj,d)
00, otherwise.

We point out that v; in (A.4) is replaced with v, ;, this denotes the d™ fanning step of flow rate v;in
case v; >V, and otherwise v, , =v,;. We can now rewrite the original lower envelope problem of
(A.D)to

G {Vj'd (t)} ’ (A.10)

With redefined 7(t)={(j,d)|ty" <t <t j=1...J; d=1..,D; -1}.
Appendix B: Path based mixture distribution model formulation

A path based formulation for the mixture distribution model is provided. Note that a path peP then
becomes identical to a mixture component me 7. Within this section we utilise the path specific
notation to highlight the path based nature of this formulation, so p, , instead of p, ., for example. Let
us start with the (binary) path specific splitting rate ¢, via

Papp =0apOh o PEP,aeA beA. (B.1)

This then yields continuous time splitting rate ¢, , (t) via

D= D0y OPa e a€A beA, (B.2)
pe?
with downstream mixture p,  (t) denoting the portion of flow belonging to path p. The splitting rate
of (B.2) serves as input to the flow distribution model discussed in Section 3.2.1, which in turn yields
accepted outflow rates. Note that Equations (B.3)-(B.6) remain identical in the path based formulation
we only replace the departure time period h with path p, indicating this part of the mixture
distribution model is in fact also agnostic to the adopted method (departure time, destination based, path
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based etc.) and could in fact just have been formulated in terms of mixture components m e 27, if one
so desires.

Va,b, p (t) = ﬁa, p (t)¢a,b, pva (t)v

(B.3)
Z Va,b,p(t)
o, )=2E  _ ifbeAd neN\O. B.4
= Z Vap (1) 4 (B.4)
acA,
Note that in case node ne @, (26) is replaced with p, ,(t) =4, , . Finally resulting in
- Eb,p(t)zpfp,h’ ifbe A", ne0,
u =
>P ,_obvp(t)za% V,,(t), otherwise, (5
and
U, (t) = Zub,p(t)' (B.6)

pe?

Appendix C: Grid network data

C.1 Route set parameters
Implementation used is part of the OmniTRANS software package version 1.14 (which in turn is based
on Fiorenzo-Catalano, 2004). Default parameters were used unless specified otherwise:

Table C.1: non default parameter settings

Non-default parameter Value
iterations 100
variance grow value 0.03
max number of routes (per od) 5
max allowed overlap factor 0.5
max total detour factor 10
Max non common detour factor 10

C.2 OD-matrix for fanning step-size calibration
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Table C.2: OD matrix used

Centroids 1 2 3 4 5 6 7 8 9 10) 11| 12| 13| 14) 15| 16| 17| 18 19| 20| 21| 22| 23] 24

25

0| 77.784| 76.931| 77.722| 48.245| 76.616| 14.398| 57.137| 43.585| 7.641| 20.228| 65.502| 49.331| 59.706| 3.514 15.6| 76.523| 14.702| 55.203| 68.145| 68.799| 33.467| 15.327| 51.83

72.484

33.682

)

72.016( 39.453| 9.319| 57.478| 1.432( 64.314| 17.949| 52.826| 70.427| 39.444| 54.784| 23.608| 19.072| 66.341| 56.543| 56.687| 20.455| 55.579| 2.766| 28.379 4.75| 31.703

53.797

17.479| 77.753 0| 23.571| 56.488| 73.434| 51.233| 0.888| 27.956| 14.684| 48.218| 17.832| 10.659| 67.95| 43.535| 64.406| 29.866| 36.605| 75.367| 53.007| 64.596| 17.525| 70.659| 29.266

18.957

69.592| 12.605| 74.677 0| 78.116| 57.525| 60.094| 18.595| 5.415| 47.673| 26.54| 37.926| 37.421| 14.314| 3.985| 22.615| 32.769| 20.63| 48.698| 35.389| 20.517| 43.734| 3.675| 49.805

66.797

79.381| 58.008| 47.089( 46.48

)

13.717| 7.514| 12.132| 11.046| 54.036| 2.614| 68.564| 70.442| 78.687| 59.055| 27.658| 78.014| 16.948| 72.175| 52.877| 6.579| 49.535| 21.831| 63.09

43.493

43.272| 19.997) 51.267| 57.103| 54.955 0| 54.489| 2.445| 74.581| 23.241| 41.855| 25.686 2.29| 27.068| 26.48| 67.852| 35.359| 50.07| 60.489| 64.905| 68.935| 52.246| 67.451| 30.485

11.607

73.457| 30.442| 59.048( 52.251) 8.754 6.35 0| 4.726| 22.583| 18.02| 75.779| 58.75| 78.245 52| 34.902 32.343) 17.504| 55.752| 12.175) 59.551| 24.188| 66.283| 44.796| 52.657

46.564

71.829| 60.921| 45.307 52.723] 0.699| 30.601| 16.397

)

79.052| 66.13| 56.808| 72.13| 23.173| 77.441| 27.804| 65.489| 14.547| 38.842| 57.839| 48.427| 67.05[ 79.178| 43.005| 45.301

36.221

O |N[O[|[B|W|N |-

25.675| 13.517| 37.144| 44.87| 8.868| 63.194| 62.552| 73.868 0| 14.973| 12.632| 42.614| 24.02| 18.926| 28.719 45.048| 50.63| 22.975| 29.769| 27.362 4.72) 4.632| 0.719] 25.763

45.094

=
o

8.033| 41.254| 36.311| 69.875[ 20.756| 21.237| 26.097|  20.1| 45.409 0| 77.215| 9.206| 10.369 12.149| 37.607| 52.425| 38.752( 21.133| 55.901| 25.952| 52.198( 61.053| 28.767| 75.423

53.3

[N
[

49.169 4.92| 28.411) 50.726| 52.547| 17.262| 70.052| 74.71| 40.421| 76.669

)

73.801| 77.725| 76.521| 28.278| 30.242| 29.491| 76.497| 52.44| 24.399| 23.419| 49.682| 7.418| 12.326

65.801

[N
N

0.004| 57.555 61.32 75.8| 57.889 22.966| 40.108| 68.854( 39.372| 30.238| 21.193 0| 27.65| 19.284| 11.777| 68.24| 57.194 23.726| 25.375| 26.937| 35.276| 9.878| 41.194| 31.203

56.012

[
w

49.206 9.12| 11.72| 44.472| 20.313| 33.33| 38.765| 12.493| 50.45| 50.281| 10.952| 3.289 0| 67.348| 64.594| 43.148| 23.106| 28.196| 47.671| 0.091| 13.326| 9.019| 7.282| 14.334

9.696

[N
o

41.853| 18.529| 49.675| 26.896| 59.503| 13.425| 3.563| 1.679| 47.746| 19.678| 48.786 32.128| 65.628

=)

44.369| 39.466| 8.227| 18.923| 10.531| 13.138| 71.382| 70.876| 44.605| 60.477

18.839

=
(42

27.845| 78.096| 67.733| 8.208| 74.181| 43.812 72.599| 27.512| 65.465( 14.311| 68.049| 30.683 23.5| 52.961 0| 17.773| 26.779| 32.613| 55.334| 65.386| 17.563| 14.625| 41.877| 54.454

44.694

=
(=2}

79.147| 44.045| 46.828 13.783| 2.225| 55.919| 47.162| 42.456| 46.435| 39.872| 25.409| 70.742| 0.687| 57.734| 0.238 0| 56.534| 35.319| 50.519| 30.183| 56.726| 11.511| 51.625| 66.103

18.816

[
-

60.608| 21.384| 17.133 55.613) 77.871| 6.001| 43.099| 53.523| 13.818| 56.439| 63.605| 57.927| 65.472| 33.583| 55.946| 11.079

=)

42.452| 37.768| 21.942| 16.715| 31.305| 12.852| 30.937

64.967

=
©

36.774 49.6| 75.242| 26.356( 26.725| 30.221| 63.775| 11.999| 40.697| 10.774| 37.933| 43.219| 47.29| 20.85| 51.955| 16.104| 16.11

)

77.589| 75.328| 6.274| 13.97 40.113] 59.127

38.394

=
©

52.055| 26.22| 6.672| 57.062| 31.987| 35.067| 31.09| 8.259| 63.727| 16.446| 77.154| 57.23| 47.878| 8.324| 44.279| 56.647| 65.695| 45.05 0| 25.839| 72.507| 53.595| 3.488| 73.735

46.663

N
o

0.784| 21.87| 76.65| 54.362| 52.856| 19.468| 11.417| 43.273| 64.414| 30.712| 21.161| 35.659 21.557| 54.396| 50.507| 69.298| 57.067| 42.939( 79.436 0f 38.376| 7.111| 5.431| 5.265

4.439

[
[y

62.762| 42.009| 42.206( 1.896| 16.017| 43.385| 42.24| 21.153| 11.476| 30.09( 40.199| 17.447| 73.464| 14.644| 4.388| 61.645| 27.288| 60.638| 51.223| 15.639 0] 50.664| 31.697| 36.83

62.389

N
N

65.206| 45.816| 54.124| 71.406| 40.955| 67.582| 31.342| 33.462| 74.528( 38.248| 30.714| 47.52 1.94| 1.968| 3.368| 63.194| 25.936| 58.303| 31.081| 7.838| 37.095 0 29.359| 51.135

51.64

N
w

62.4] 30.647( 32.031| 7.669| 27.375( 47.54| 70.508| 21.482| 69.095| 20.132| 59.765| 54.035| 41.112| 73.556| 50.201| 4.929| 32.231| 46.279| 60.852| 47.523| 44.044| 18.444 0 1.648

16.367

N
N

5.404| 20.51| 41.105| 68.751| 37.559| 60.542| 14.138| 30.031| 8.405| 29.917| 61.789| 60.795| 19.664| 52.51| 70.966| 33.007| 17.378| 14.845| 9.514| 28.651| 15.002| 41.739| 20.285

=)

73.269

N
ul

64.598| 31.034| 29.768| 4.782) 79.053| 43.962| 59.909| 53.251| 24.88| 3.519| 17.076| 72.675| 38.023| 6.728| 55.252| 8.694| 74.905| 2.009| 76.191| 69.662| 23.603| 3.164| 45.469| 58.568

C.3 OD-matrices for flow rate and flow mixture cut-off calibration

The following departure time periods are used [0,5400),[5400,12600) and [12600,14400), all denoted in
seconds. The first period adopts the OD-matrix presented in Appendix B.2, the last period is an all zeros
matrix to allow the network to empty while the second departure time period adopts the OD-matrix
shown in Table B.3. This matrix has halved all cells of the inner 9 centroids in the grid (7-9, 12-14, 17-
19) and doubled all others.

Table C.3: OD matrix second departure time period

Centroids 1 2 3 4 5 6 7 8 9 10) 11| 12| 13| 14) 15| 16| 17| 18] 19| 20| 21| 22| 23| 24

25

0| 155.57| 153.86| 155.44| 96.49| 153.23| 7.199| 28.569| 21.793| 15.282| 40.456| 32.751| 24.666| 29.853| 7.028 31.2| 38.262| 7.351| 27.602| 136.29| 137.6| 66.934| 30.654| 103.66

144.97

67.364

1)

144.03| 78.906| 18.638( 114.96| 0.716| 32.157| 8.9745| 105.65| 140.85( 19.722| 27.392| 11.804| 38.144| 132.68| 28.272| 28.344| 10.228| 111.16| 5.532| 56.758 9.5| 63.406

107.59

34.958| 155.51 0| 47.142| 112.98| 146.87| 25.617| 0.444| 13.978| 29.368| 96.436| 8.916| 5.3295| 33.975| 87.07| 128.81| 14.933| 18.303| 37.684| 106.01| 129.19| 35.05| 141.32| 58.532

37.914

139.18| 25.21| 149.35 0| 156.23| 115.05| 30.047| 9.2975| 2.7075| 95.346| 53.08| 18.963| 18.711| 7.157 7.97| 45.23| 16.385| 10.315| 24.349| 70.778| 41.034| 87.468 7.35] 99.61

133.59

158.76| 116.02| 94.178[ 92.96

)

27.434( 3.757| 6.066| 5.523| 108.07| 5.228| 34.282| 35.221| 39.344| 118.11| 55.316| 39.007| 8.474| 36.088| 105.75| 13.158| 99.07| 43.662| 126.18

86.986

86.544( 39.994) 102.53| 114.21| 109.91 0| 27.245| 1.2225| 37.291| 46.482| 83.71| 12.843| 1.145| 13.534| 52.96| 135.7| 17.68| 25.035| 30.245| 129.81| 137.87| 104.49| 134.9| 60.97

23.214

36.729( 15.221| 29.524| 26.126( 4.377| 3.175 0| 2.363| 11.292 9.01| 37.89 29.375| 39.123 26| 17.451| 16.172| 8.752| 27.876| 6.0875| 29.776| 12.094| 33.142| 22.398| 26.329
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