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Abstract

The quest to build a quantum computer is arguably one of themost technologically ambitious under-
takingsmankind has ever attempted, as scientists and engineers attempt to harness and control nature
at its most fundamental level. This thesis addresses several key challenges of solid-state quantum com-
puting in semiconductors, in particular, those impeding the progress of GaAs-based qubits in double
quantum dots. In these systems, single electrons can be confined, coupled, controlled and read out
with high fidelity, but implementations of large-scale quantum computers are hampered by issues of
scalability, environmental noise and the challenge of achieving strong, controllable coupling between
qubits. This thesis first focusses on readout scalability, detailing the development of a low-loss fre-
quency multiplexing chip, designed to facilitate multi-channel, high-frequency readout of quantum
dot devices. Three channel readout of a double quantum dot is demonstrated, with two proximal rf
quantum point contacts (QPCs) and one dispersive gate sensor. Dispersive gate sensing - where a gate
which defines a dot is embedded in a resonator and the state dependent phase shift of the resonator
facilitates readout - is another powerful tool for scaling qubit arrays. The dispersive gate sensor is not
only sensitive to the quantum state of the dot: it is also exquisitely sensitive to the immediate qubit
environment, and can be used to probe local sources of charge noise, which is a key contributor to de-
coherence in semiconductor qubits. Using the dispersive gate sensing technique, we present studies
of pockets of localised charge in the potential landscape at the hetero-interface, and observe the charge
pockets’ sensitivity to phonons (or photons) emitted from the back-action of a biased proximalQPC.
While these unintentional pockets of charge are sensitive to their phonon environment, electron-
phonon coupling is also a concern for qubit electrons, and constitutes the dominant T1 relaxation
mechanism. Studies of the delicate interplay between a double quantum dot under amicrowave drive
and the phonon environment are conducted, and a phonon-facilitated non-equilibrium population
of the excited state is observed. Signatures of the double dot acting as a frequency-selective phonon-
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monochromator are seen, exhibiting a particular sensitivity to phonons with half-wavelengths corre-
sponding to the inter-dot spacing. Methods of tailoring the qubit architecture tominimise sensitivity
to the phonon bath are discussed. While single-qubit control, either by amicrowave drive or a series of
high frequency pulses, is experimentally well established, control schemes andmethods for enhancing
the coupling between two spin-based qubits are in their infancy. The final experiment in this thesis
details preliminary work towards coupling singlet-triplet qubits via indirect exchange, facilitated by
an intermediate quantum state in the form of a large, multi-electron dot. A scalable gate design is
presented, allowing for controllable tunnel rates, and implicitly exchange, between the intermediate
quantum state and peripheral double dots. Furthermore, this gate design results in a suppression of
the capacitive interaction between double dots, which estimated to be on the order of∼ 7 µeV over a
separation distance of∼ 1 µm.
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Very simply ... a regular bit is either 1 or 0, on or off ... a
quantum state is much more complex than that.

Justin Trudeau, Prime Minister of Canada, Perimeter
Institute for Theoretical Physics, Waterloo, 2016

0
Introduction

At the dawn of the twentieth century, the underpinnings of centuries-old classical physics
were beginning to be unravelled by the advent of quantum mechanics. As well as fundamentally
shifting the way we understand the very nature of reality, this quantum revolution has subsequently
shaped and created entire fields, paving theway forpreviouslyunimaginable technology. Thequintessen-
tial instance of such technology is the quantum computer, whose building blocks - quantum bits, or
qubits - are premised on the uniquely quantum principles of superposition and entanglement. It is
predicted that quantum computers will be capable of efficiently solving certain classically intractable
problems. Tobuild a quantumcomputer, it is necessary to find a systemwhich exhibits these uniquely
quantum phenomena. The success of silicon-based integrated circuits for classical computing made
semiconductors an obvious architecture in which to focus experimental quantum computing efforts.
The two dimensional electron gaswhich forms at the interface ofGaAs/AlGaAs heterostructures con-
stitutes an ideal platform for isolating and controlling single electrons, encoding quantum informa-
tion in their spin and charge states. This thesis broadly addresses three key challenges to quantum
computing with GaAs qubits: scalability, particularly in the context of readout, unwanted inter-
actions between fragile quantum states and their environment, and the facilitation of controllable,
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strong interactions between separated qubits as a means of generating entanglement. These signifi-
cant, unavoidable challengesmust addressed in order for a future solid-state quantum computer to be
viable. The structure of this thesis is as follows:

Chapter 1

Chapter 1 is a general outline of the motivation behind building a quantum computer, as well as its
basic operation. This chapter details the operation of a generic qubit, before discussing the kinds of
qubits which are typically formed inGaAs two-dimensional electron gasses, with a particular focus on
singlet-triplet qubits. Sources of noise and schemes tomitigate decoherence are briefly touched upon.
Methods of coupling spin qubits in quantum dots are then covered, detailing experimental progress
to date and various theoretical coupling schemes which have been proposed, including the associated
challenges of experimentally realising them.

Chapter 2

General methods of measuring double quantum dots in GaAs are outlined in Chapter 2, beginning
withDC transport and charge sensing. High bandwidth readout techniques are covered, in particular,
rf-reflectometry with proximal quantum point contacts and sensing dots. Finally, dispersive gate sen-
sors are discussed, as well as the particular aspects of the qubit and its environment that this readout
method is sensitive to.

Chapter 3

Interactions of the qubit with its immediate environment cause decoherence, a significant challenge
to quantum control. Chapter 3 details the nature of phonons in GaAs, and how electron-phonon
coupling is facilitated by the deformation and piezoelectric potentials of the GaAs zinc-blende lattice.
The chapter then covers the back-action of quantum point contacts proximal to quantum dots, and
discusses howquantumpoint contacts can act as sources of phonons andphotonswithin the semicon-
ductor qubit environment. Electron-phonon coupling is discussed specifically in the case of electrons
in quantum dots. The focus is then shifted from the bosonic to the charge environment of GaAs
spin qubits. At low density, the two dimensional electron gas breaks into isolated puddles of charge.
These discrete puddles of charge emerge because the disorder potential from randomly distributed
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donors cannot be effectively screened when the electron density is low, as it is in the vicinity of the
dot-defining surface gates.

Chapter 4

Chapter 4details the development of superconductingmultiplexing chips, which allowmultiple qubit
readout channels to be addressed with a single reflectometry circuit. Multiplexed readout of a double
quantum dot using two rf quantum point contacts and one dispersive gate sensor is demonstrated for
a 3:1 multiplexing chip. The operability of a 10:1 multiplexing chip is also demonstrated.

Chapter 5

Chapter 5 discusses the observation of signatures of the disordered potential landscape of the two-
dimensional electron gas in the vicinity of confining gates, detectedwith adispersive gate sensor. These
features occurred acrossmultiple experimental runs, in different dilution refrigerators and in different
GaAs/AlGaAs heterostructures. We associate the features with isolated pockets of charge in a disor-
dered potential landscape, and study their sensitivity to temperature andbias across a nearby quantum
point contact. The presence of charge pockets in the vicinity of qubits may help explain unaccounted
for sources of charge noise in these devices.

Chapter 6

Chapter 6 explores the coupling between electrons in double quantum dots and their phonon en-
vironment. In particular, we study how this interaction is affected and enhanced by a microwave
drive, resulting in a population inversion of the qubit ground and exited states. In the context of a
two-electron double quantum dot in the singlet-triplet regime, we also study the spin-selectivity of a
microwave drive.

Chapter 7

Chapter 7 details an experiment in which two double quantum dots are coupled via an intermediate
quantumstate. A gate architecture is presentedwhich, in addition tobeing scalable, allows for control-
lable tunnel coupling between a multi-electron intermediate quantum state and two adjacent double
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quantum dots, tuned to the single electron regime. The design addresses some of the common prob-
lems in scaling arrays of quantumdots, namely, the difficulties associatedwith loading inner quantum
dots in linear arrays of qubits.

Chapter 8

Chapter 8 constitutes closing remarks on the research undertaken in this thesis, and comments on the
future outlook for qubits in GaAS and the broader field of solid state quantum computing.

Appendix A

Appendix A provides the recipes used in the nanofabrication of the GaAs dots in this thesis.

Appendix B

Appendix B details experimental set-ups, including the DC and high frequency circuits.

Appendix C

Appendix C contains additional data to support the conclusions of Chapter 5.
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What good are computers? They can only give you answers.

Pablo Picasso, 1964 Paris Review

1
Quantum Computing with Spin Qubits

The advent of quantum computing marries together two of the greatest intellectual triumphs
of the 20th century: quantum mechanics and modern computer science. While the union of these
fields may be appreciated by some as a paragon of fruitful interdisciplinary collaboration, it is also
a marriage of convenience, and probably inevitability. For decades, the field has enjoyed surging to-
wards increasingly powerful computers at an exponential speed - a trend dubbed ‘Moore’s law’ 177,
which describes the annual doubling of the number of transistors per square inch the industry is ca-
pable of cramming onto integrated circuits. However, in the insightful, albeit despondent, words of
Geoffrey Chaucer: ‘all good things must come to an end’ 51. In the case of computing power, transis-
tor size was an obvious problem. Moore’s law is fundamentally limited by quantum mechanics: as
transistors approach length scales where the wavelengths of their atomic constituents are compara-
ble to the transistors themselves, classical physics ceases to accurately describe the systems’ behaviour.
It has been claimed, at the time of writing, that Moore’s law will run its course within next decade -
with the size of classical transistors already approaching sub- tens of nanometres. Centuries after Mr
Chaucer coined his infamous phrase, the unlikely modern philosopher Nelly Furtado reformed his
age-old words in the question: ‘Why do all good things come to end?’. In the early 1980s a handful of
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Chapter 1. Quantum Computing with Spin Qubits

physicists dared to answer Ms Furtado’s question with the suggestion that, in the case of computers,
they might not - at least not in the foreseeable future.

1.1 Quantum Computing

The wall which would eventually come was no immediate hindrance to the explosion in computa-
tional power which followed Bardeen, Shockley and Bardain’s invention of the solid-state transistor at
Bell Labs in 1947. While steadily advancing towards an inevitable size barrier, technological develop-
ments in computer hardware surged forward: at 7.2 billion transistors, Intel’s 22-core Xeon Broadwell
E-5 holds the current record for transistor count on a single chip processor. At the time of writing,
Samsung, Intel, IBM and TSMC, amongst other large semiconductor manufacturing companies, are
developing the 7 nm node in semiconductor device fabrication, promising even higher transistor den-
sities on scales where it is impossible to neglect quantum effects. Indeed, the 5 nm node, expected to
succeed the 7 nm in the next five years, has often been equated with the end of Moore’s law. Even
disregarding the complications of overcoming quantum effects to operate a classical transistor of this
size, the economic viability of manufacturing at such scales remains uncertain 1.

The limitations of classical computing are not only manifest on the hardware frontier: by the
1970s some of the fundamental tenets underpinning modern computer science were beginning to be
challenged by unexpected developments. The quintessential model of a computer was the theoretical
Turing machine, thought to be able to simulate any other computational model. The question of
whether a problem was calculable was therefore reduced to the question of whether the problem was
solvable on a Turingmachine. The Turingmachine, in its essence, consists of four components 187: an
infinite tape, a head to read and write, a finite state control and an instruction table. The unbounded
tape is divided into discrete units, each containing one symbol, which can be written on and read off
by a head, the second component. The head reads the symbol on the current section of tape, before
consulting an instruction table, which is the equivalent of a program in amodern computer. Depend-
ing on the input from the current square on the tape and the internal state of themachine, monitored
by the finite state control, the contents of the instruction tablewill determinewhat the head does next:
if there is no program line which corresponds to the internal state of the machine and the contents of
the tape, the program aborts. Otherwise, the program finds the line which corresponds to the current
tape square and the internal state, and prompts the execution of the following: the internal state of the
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machine is adjusted, the square on the tape is overwritten with a new symbol, and the head will move
either remain fixed or move one square to the left or right, depending on the program details. This
is repeated, monitored by the finite state control, until the program aborts when no corresponding
program line is found. The final contents of the tape constitute the result of the calculation.

TheTuringmachine is themathematicalmodel of a universal computer, in the sense that any algo-
rithm that can be efficiently computed can be efficiently simulated on a Turing machine. This maxim
is known as the strong Church-Turing hypothesis. This thesis was challenged by the development of
the primality test in the 1970s by Solovay and Strassen 226, an algorithm which returns the probabil-
ity that a given integer is a prime or composite and for which randomness is a crucial element. The
Solovay-Strassen algorithm was an important algorithm because there does not exist, even today, an
efficient deterministic test for primality. A few of iterations of Solovay-Strassen algorithm can evaluate
with almost certaintywhether or not a number is a prime, a problemwhich cannot be solved efficiently
on a deterministic Turing machine. The strong Church-Turing hypothesis must then suffer a slight
modification in order to remain true, that is, its claimmust become that any efficiently solvable prob-
lem can efficiently be simulated on a probabilistic Turing machine. Such an arbitrary modification
of the strong Church-Turing thesis, which serves to define a class of efficiently calculable problems,
cast a shadow of doubt over the robustness of the hypothesis which had been foundational to com-
puter science. As part of an effort to refortify the strong Church-Turing thesis from what potentially
could have been a fatal blow, David Deutsch was led to consider a computational model which could
simulate a quantum system. Since the universe itself is quantum mechanical, it seemed reasonable
that a universal computing machine must be capable of dealing with quantum behaviour. Feynman
had suggested a few years earlier that while classical computers were capable of simulating quantum
systems, they could not do so in an efficient manner, and a quantum system itself would be required
for the task 83. Feynman went so far as to propose a physical implementation of a universal quantum
simulator, built from a two-dimensional array of spins whose nearest-neighbour interactions could be
arbitrarily specified. Feynman’s universal quantum simulatorwas not, however, a universal computer,
since using it to solve a given problem required not only the preparation of the initial input state, but
also the encoding of calculation-specific dynamical laws to govern the simulator. In 1985, Deutsch laid
the groundwork for a universal quantum Turing machine63 which he distinguished from Feynman’s
simulator:
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The dynamics of a true computer in my sense must be given once and for all,
and programming it must consist entirely in preparing it in a suitable state. - David
Deutsch63, 1985

Thus the notion of the universal quantum computer was born: Deutsch had proposed the first phys-
ical realisation of such a machine, along with an algorithm designed to run on it. Deutsch’s universal
quantumTuringmachine was closely analogous to the original Turingmachine, and is conjectured to
be able to efficiently simulate arbitrary physical systems. History has yet to determine whether or not
this conjecture is true, but nonetheless, Deutsch offered strong evidence that a quantum computer has
the potential to solve certain problems which are intractable on even a probabilistic Turing machine.
Thiswas powerfully demonstrated around a decade later, whenPeter Shor developed a quantum algo-
rithmwhich efficiently finds the prime factors of an integer 222. The relevance of this solution to RSA
cryptography, which relies on the intractability of factoring large numbers with classical computers,
ensured Shor’s algorithm gained notoriety and rapidly become the archetypal quantum algorithm. It
is worth briefly reviewing the general idea of Shor’s algorithm, as it illuminates some of the key differ-
ences between classical and quantum algorithms.

Suppose N is the number we wish to factor into its prime factors, which happen to be p and q.
Also suppose the sequence defined by modular exponentiation is

S = {xrmodN, r ∈ Z} (1.1)

has a period Px for a given value of x. In the 1700s, Euler discovered that the period of such a se-
quence was an even divisor of (p − 1)(q − 1), provided that x is not divisible by p or q. Thus, if
an algorithm can uncover information about the period of this sequence, it can reasonably predict p
and q. The problem is that N can be extremely large, and the period may approach N itself. Clas-
sically, it is not feasible to loop over all members of the sequence in order to find the period. On a
quantum computer, however, one can envisage creating a wavefunction which encodes all the num-
bers in the sequence up to around r = N, and use this to compute the period more efficiently. An
obvious limiting factor is whether one can create such a wavefunction reasonably quickly, since r can
be extraordinarily large. Fortunately, the technique of repeated squaring comes to the rescue: r can be
represented as the sum of the powers of 2. By expressing r in this form, and performing all multipli-
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cations in modulo N, the calculation remains under control. This is the first key difference between a
classical and a quantum computer: the possibility for the state of the system to be in a superposition of
all members of the sequence at once4. Quantum superposition is a fundamental pillar of the theory
of quantum mechanics, and provides that two or more quantum states can be added together, or su-
perimposed, to form another valid quantum state. The results of this simple statement are profound,
counter-intuitive and baffling: physically, if a quantum state is in a superposition and a measurement
is performed in the basis of the constituent states, it cannot be said for certainwhich of the constituent
states will be measured - only the probability with which they will be measured can be determined.

The second phenomenon which is fundamentally unique to quantum mechanics is entangle-
ment. The wavefunction which encodes the modular exponentiated sequence is an entangled state
of the quantum bit register. This means that each quantum bit cannot be described independently
of the quantum state which describes the entire register of quantum bits. As a result, physical prop-
erties of individual quantum bits which are entangled will be correlated - even if they are separated
by large distances. Measurement of part of an entangled system effectively constitutes measurement
of the entire system, and particles separated by large distances will immediately ‘know’ if particles
with which they are entangled have beenmeasured. Subsequent measurements on separated particles
will be accordingly correlated. This strange property of entanglement deeply troubled many great
physicists of the early 1900s (and, I imagine it would be fair to say, still puzzles many great physicists
today, although it has perhaps become more familiar). In particular, Einstein, Podolsky and Rosen
published a paper aptly titled ‘Can quantum-mechanical description of physical reality be considered
complete?’76, suggesting that the wavefunction could not be a complete description of reality because
particles can be prepared in such a way that, unless measurement of one particle acts instantaneously
on the other,Heisenberg’s uncertainty principle can be violated. This is known as the Einstein-Rosen-
Podolsky (EPR) paradox, and an objection to instantaneous action lies at its core. It turned out, how-
ever, that while Einstein, Rosen and Podolsky sought to highlight a paradox which would undermine
the sufficiency of the wavefunction to describe reality, they actually illuminated one of the profound
implications of quantum mechanics. Their efforts to resolve the paradox with hidden variables were
overthrown in the 1960s by JohnBell, who discovered a difference between the predictions of standard
quantum theory and local hidden variable theories, manifest in the measured statistical correlations
of entangled particles. Experiments conducted by Alain Aspect in the early 1980s confirmed the ab-
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sence of local hidden variables, firmly entrenching the standard theory of quantum mechanics which
heralds the wavefunction has the complete picture of reality 17. Entanglement dictates that a system
must be described as a whole, and independent constituents cannot be considered separately from the
whole.

Returning to Shor’s algorithm, and our wavefunction which encodes the modular exponenti-
ated sequence, all we have left to do is somehow figure out the period of the sequence. To this end,
the quantum Fourier transform is employed. The quantum Fourier transform is a unitary trans-
formation which maps the original quantum state encoding the sequence to a final state contain-
ing the sequence period, ie. is the quantum equivalent of a discrete Fourier transform. The exe-
cution of Shor’s algorithm on a quantum computer runs in polynomial time in the number of bits
O((logN)2(loglogN)(logloglogN)) 27, where N is the number being factorised. By contrast, the
fastest known equivalent classical algorithm, the general number field sieve, runs in sub-exponential
timeO(e1.9(logN)

1
3 (loglogN)

2
3 ) 146. Photonic implementations currentlyhold the record for the largest

number factored using Shor’s algorithm, with N = 21 163. Shor’s algorithm was a precursor for many
quantumalgorithms to follow, includingmost famouslyGrover’s search algorithm 103 and theDeustch-
Jozsa algorithm64. Such algorithms offer solutions to problems for which no efficient classical solu-
tions are known. While the theoretical quest to develop quantum algorithms continues, harnessing
the power of delicate quantum states is a challenge for both experimentalists and theorists. The exper-
imental challenges of realising a quantum computer are formidable, yet for the brave experimentalist
they offer a field which is both rich in fundamental physics and at the forefront of engineering and
technology.

1.2 The Qubit

The fundamental unit of information in a quantum computer is a quantummechanical system called
a qubit, or quantum bit, which is the analogue of a classical bit. Similar to the classical bit, the qubit
is a two level system. The two basis vectors of the Hamiltonian describing the system encode 0 and
1 respectively, although in quantum theory these are represented in Dirac notation, |0⟩ and |1⟩, to
denote that the states are vectors in a Hilbert space. Unlike their classical counterparts, the state of
a qubit is not restricted to the definite states of either |0⟩ or |1⟩: rather, the qubit can exist in a co-
herent superposition of both. The overall state vector, or wavefunction |Ψ⟩, of a qubit is universally
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described by
|Ψ⟩ = α |0⟩+ β |1⟩ (1.2)

whereα and β are complex numbers. When the quantum state |Ψ⟩ is measured, there is a |α|2 prob-
ability of measuring the |0⟩ state and a |β|2 probability of measuring the |0⟩ state. This yields the
normalisation condition |α|2 + |β|2 = 1, as probabilities must sum to one. The state of a qubit can
more generally be represented by

|Ψ⟩ = cos (
θ

2
) |0⟩+ eiϕ sin (

θ

2
) |1⟩ (1.3)

where θ and ϕ are real numbers. Universal phase factors are ignored because they do not give rise
to observable effects. The normalisation condition, combined with the natural choice of a spherical
coordinate system to represent the state |Ψ⟩, makes a vector from the origin to the surface of a unit-
radius sphere an intuitive visual representationof the qubit state. This vector is called theBloch vector,
and the surface on which is terminates is called the Bloch sphere, Figure 1.1.

z

x

y

θ

φ

Ψ

0

1

Figure 1.1: The state of a qubit can be represented by the Bloch vector (red), which lies on the surface of the Bloch
sphere, of unit radius. The poles of the Bloch sphere represent the 0 and 1 states of the quantum bits. The unit radius of
the Bloch sphere arises from the constraint that the probability of measuring a 0 or 1 must sum to unity. The azimuthal
and polar angles determine the individual probabili es of measuring the |0⟩ or |1⟩ states.
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A Bloch vector which lies in the equatorial plane, for example, describes the qubit state

|Ψ⟩ = 1√
2
|0⟩+ eiϕ

1√
2
|1⟩ . (1.4)

Such a state, when measured, will return the |0⟩ state 50% of the time and the |1⟩ state the other
50% of the time: that is to say, observations of α and β are indirect and are only determined by sta-
tistical means, over many measurement iterations.

Single qubit logic gates can also be conveniently represented on the Bloch sphere. If we represent
the basis vectors of the qubit as the spinors

|0⟩ =

{
1

0

}
, |1⟩ =

{
0

1

}
(1.5)

then single qubit operators will take the form of 2 × 2 unitary matrices. In particular, the Pauli
operators are important unitary matrices which form the basis vectors for all single qubit gates. They
are given by

σx =

{
0 1

1 0

}
, σy =

{
0 −i

i 0

}
, σz =

{
1 0

0 −1

}
. (1.6)

A Pauli operator acting on a qubit state corresponds to a 180 degree rotation around the corre-
sponding axis of the Bloch sphere. In qubit Hamiltonians, the multipliers of the Pauli matrices are
the physical parameters which generate rotations around the relevant axis - these parameters are essen-
tially the knobs by which the qubit is controlled.

1.3 Spin Qubits

Qubits in Quantum Dots

In the previous section, themathematical representation of a qubit was introduced. The natural ques-
tion which arises is how then does one realise such a qubit; what requirements must a physical system
fulfil tomake it a viable candidate for quantum information processing? The five criterion for a quan-
tum computer collated byDavidDiVincenzo69 70 arewidely regarded as the standard qubit check-list.
They are as follows:
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1. A systemofwell-definedqubitswhoseHilbert space scales exponentiallywithnumberofqubits.
Each qubit must exist in a precisely delineated two-dimensional Hilbert space.

2. The ability to initialize a fiducial qubit state, such that the state of the system is known prior
to any quantum operations.

3. Decoherence times in the qubit subspace exceed the gate operation time.

4. There must exist a universal set of quantum gates which are built from sequences of unitary
transformations.

5. The ability to perform strong measurements on individual qubits. Strong measurements irre-
versibly project the qubit wavefunction into the measured eigenstate.

At the pointwhen these criteriawere first outlined, themajority of advances in quantum comput-
ing had been made in cavity quantum electrodynamics and ion traps. The crowning achievement of
these architectures had been the realisation of twoqubit gates 239,54, and although thiswas encouraging
for quantum computing research in general, soothsayers predicted atomic-physics based architectures
would be plagued by issues of scalability. While the field began to wrestle with these issues, DiVin-
cenzo andLoss instead turned their gaze to solid-state architectures, thewell-establishedworkhorses of
classical computing, with the hope that solid-state systems might possess the answer to the scalability
challenges of atomic implementations 155. DiVincenzo and Loss proposed a qubit whose logical basis
was the excess spin of a semiconducting quantum dot, with the significant advantage that a universal
set of one and two-qubit gates couldbe implementedvia purely electricalmeans. Rather than theoner-
ous requirements of precise spectroscopic control required for ion traps and superconducting qubits
respectively, these initial spin-based qubits could be directly manipulated by electrically controlling
the tunnel barriers between them via Heisenberg exchange. Shortly, we will turn to the evolution
of various species of dot-based qubits and the implementation of the initial spin qubit schemes 200.
However, it would be incomplete not to pause here and pay homage to the structures which host
these qubits: the quantum dot and the two-dimensional electron gas, which have provided fertile
grounds to explore the rich physics of low dimensional systems.
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The Two Dimensional Electron Gas

A quantum dot is an ideal system in which to isolate a single electron spin. Before covering the basics
of quantum dots, which are zero dimensional systems in the truest of senses, wemust take a step back
and first consider the system in which they are formed: the two dimensional electron gas. The mo-
tivation for detailing 2DEG formation here is two-fold: as well as providing a good grounding from
which to understand quantum dots, this thesis will later explore the impact of an inhomogeneous
potential landscape in the 2DEG plane. This spatially varying landscape originates in the random dis-
tribution of silicon dopants which provide carriers for the 2DEG. There are a variety of engineered
structures which host two dimensional electron gasses (2DEGs): in this thesis, the 2DEGs employed
form at the interface of GaAs andAl1−xGaxAs (AlGaAs), in a semiconductor heterostructure grown
via molecular beam epitaxy, see Figure 1.2. At room temperature, the bandgap of AlGaAs has a func-
tional dependence on the molar ratio of aluminium, given by Egap = 1.424 + 1.225x in units of
eV77. Additionally, x is constrained to be less than 0.44 to ensure direct gap behaviour. At the same
temperature, GaAs has a bandgap of 1.4 eV 34. The misalignment of the GaAs and AlGaAs bandgaps
result in a type I hetero-junction, or a straddling gap, where the typically 1.80 eV room temperature
gap of AlGaAs straddles the smaller bandgap of GaAs. The two semiconductors have disparate Fermi
energies EF : when they are joined, carriers flow through the junction until EF is constant throughout
the heterostructure. The condition of a uniform EF gives rise to discontinuities, or cusps, in either
the conduction or valence band (or both, depending on thematerial) 161. The exact nature of the band
discontinuities is obtained by solving the 1D Poisson equation: in the case of GaAs/AlGaAs, approx-
imately 65% of the bandgap misalignment occurs in the conduction band 253.

While themisalignment of conductionbands creates an effective confining potential at the hetero-
interface, doping provides the carriers to populate the 2DEG. Silicon dopants are separated from the
2DEG interface by a spacer layer in a technique called modulation doping. The physical offset be-
tween the ionised dopants and the 2DEG reduces the dopant Coulomb potential in the 2DEG plane,
thereby minimising scattering and preserving the 2DEG mobility. Electrons from ionized dopants
are transferred to the lower energy GaAs, and become confined to the AlGaAs/GaAs interface. At
the interface, the discontinuity of the conduction band results in a confining potential which can be
approximated as triangular, particularly at lower energies. Defining z = 0 as the AlGaAs/GaAs in-
terface, and calling the direction of the surface−z and the direction of the superlattice+z, the linear
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10nm GaAs cap

60nm Al0.3Ga0.7As 

4x1012 cm-2 Si δ-doping
40nm Al0.3Ga0.7As 

800nm GaAs

30x period superlattice
GaAs/Al0.3Ga0.7As
3nm intervals

50nm GaAs bu�er

SI GaAs substrate

2DEG

TiAu gates

Schottky barrier

Energy

z
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Figure 1.2: The typical GaAs/AlGaAs heterostructure stack in which 2DEGs are formed. The 2DEG (indicated in red)
forms at the AlGaAs and GaAs hetero-interface, which is typically located∼ 100 nm below the surface of the chip. A
GaAs capping layer protects the surface from oxida on, and TiAu gates can be deposited on the surface via thermal
evapora on, such that the confining poten als which define quantum dots can be applied. The sample is modula on
doped with silicon, whereby dopants are separated some distance from the hetero-interface to reduce the effect of
inhomogenei es in the poten al, which limit carrier mobility.

potential is given by82

V (z > 0) = qFeffz (1.7)

where q is the interface charge, and Feff is the surface field. The solutions for the electronic
wavefunctions (in the z dimension) of the nth subband ϕn take the form of Airy functions, provided
the confining barrier is high, and therefore impenetrable to evanescent fields, ie. ϕn(z < 0) = 0 82.
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The eigenenergies have the form

En = [
ℏ2

2mz
]
1
3 [
3πqFeff

2
(n− 1

4
)]

2
3 , n = 1, 2, 3, ... (1.8)

These energy solutions are qualitatively depicted in Figure 1.2. Heterostructures are tailored such
that EF lies between the n = 1 and n = 2 z-subbands of Equation 1.8, meaning that only the lowest
sub-band is occupied. Physically, electrons at this energy are inbound states localised in the z-direction,
but with freedom to move in the x-y plane. In k-space there is only one possible value of kz , which
yields a constant two dimensional density of states. The lattice constants of GaAs and AlGaAs are
similar, only differing by ∼ 0.1 % 161: as such, phonons traversing the boundary are not significantly
scattered at the interface, preserving the high mobility of the electron gas. The GaAs capping layer in
Figure 1.2 is to prevent the oxidation of the subjacent AlGaAs, and the superlattice reduces the strain
due to the mismatch in lattice constants between the silicon substrate and the epitaxial GaAs.

The Quantum Dot

Wenow take a step up the qubit infrastructure hierarchy (corresponding to a step down in dimension-
ality), from the 2DEG to the zero dimensional quantum dot. The Loss-Divincenzo requirements 155

of isolated and addressable spins are readily met in semiconducting quantum dots. Voltages applied
to lithographically-defined gates on the surface of a GaAs/AlGaAs 2DEG create confining potentials
in the x and y plane which define islands of isolated charge. These islands of charge form quantum
dots, and are generally connected to metallic reservoirs via resistive barriers, such that electrons can
move on and off dots via tunnelling processes. The two characteristics which govern much of the be-
haviour of quantum dots are their large charging energies, EC , and the confinement of charge in all
three dimensions. The charging energy of an island is the energy required to add a single electron to
it, given by 141

EC =
e2

2CΣ
(1.9)

where e is the charge of an electron and CΣ is the total capacitance of the dot. The capacitance
between an isolated puddle of charge in a 2DEG with width of order 80 nm and its environment
is typically low - around a few atto Farads. Such low capacitances yield charging energies which are
comparable to the thermal energy kT , and in this limit, when the island is only weakly coupled to
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reservoirs, the charge state of the island is quantised. For an island to possess a fixed charge, the tun-
nel barriers between the island and reservoirs must be sufficiently opaque: the degree of opacity re-
quired can be deduced from Heisenberg’s uncertainty relation∆E∆t≥ ℏ

2 . Here, the energy to add
an electron to the dot ∆E is simply the charging energy EC . To significantly reduce the likelihood
of electrons overcoming this energy barrier, the approximate tunnelling time should be greater than
∆t. This constrains the RtC time constant, where Rt is the tunnel resistance and C is the junction
capacitance, to satisfy the Heisenberg relation such thatRt >

h
e2

.
The satisfaction of the two conditions

EC > kT (1.10)

Rt >
h

e2
(1.11)

results in the transport phenomena of Coulomb blockade, where the discrete nature of charge can be
resolved.

The charge island can be modelled by the circuit in Figure 1.3. In the following analysis, it is as-
sumed that Coulomb interactions between electrons on the dot, and between the dot and its external
environment, can be parametrised by a constant capacitance. These assumptions form the basis of
the constant interaction model for quantum dots. The capacitors Ci in our model circuit have the
respective charges 82

Qi = CiVi, i = 1, 2 (1.12)

and when tunnelling is allowed, the equilibrium charge on the island is

Q = Q2 −Q1 = −ne. (1.13)

wheren is an integer and is equal ton = n1−n2, wheren1 is the charge tunnelling onto the island
through the junction 1, and n2 is the charge leaving the island through Junction 2. The electrostatic
energy stored in the capacitors is given by

Us =
Q2

1

2C1
+

Q2
2

2C2
=

1

2CΣ
(C1C2V

2
SD +Q2) (1.14)
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Figure 1.3: Circuit diagrams for a single quantum dots. (a) The primi ve circuit diagram for an island of charge separated
from leads via tunnel barriers, which can be modelled as a resistor and a capacitor in parallel, with an applied voltage
across them. The charge on the island is quan zed whenEC >kT andRt >

h
e2 , and will only be added to the island

when the applied bias voltage overcomes the charging energyEC . (b) (i) Electrochemical poten als of a metallic dot.
Reservoirs are indicated by peripheral regions of blue, separated from the blue central regionwhere the dot is formed by
tunnel barriers (white boxes). (ii) Same as (i) except a bias is applied across the source and drain. When the bias exceeds
the charging energy, an addi onal electron can be added to the dot. (c) The primi ve circuit can be slightly modified by
the addi on of a capaci vely coupled gate. Applying voltages Vg to the gate can control the electrochemical poten al
of the dot, and hence the charge occupancy. (d) A schema c of the electrochemical poten als of the dot in the case
where it is confined in all three dimensions. In this case, confinement separates the energy levels on the dot by the
single par cle energy spacingEn. Elements of this figure were adapted82.
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where CΣ = C1 + C2 is the total capacitance of the island, and VSD = V2 + V1. We wish the
consider the energy it costs to add or subtract an electron from the island, and sowhen considering the
energy of the total circuit, the work done by the voltage source to transfer charge to the island must
be taken into account. This work is given by the power per unit time expended by the voltage source
in distributing charge across the junctions, and is given by

Ws =

∫
VSDI(t)dt = VSD∆Q (1.15)

where the total charge∆Q includes electrons transferred across the junctions and the polarization
charge in the circuit. An electron tunnelling off the island through Junction 2 will increase the net
charge on the island by+e. Substituting Equation 1.12 into Equation 1.13 gives the voltage drop across
each junction as

V1 =
1

CΣ
(C2VSD + ne) (1.16)

V2 =
1

CΣ
(C1VSD − ne). (1.17)

The addition of one electron to the island through Junction 2 will therefore change the voltage
across Junction 1 from V1 to V1 − e

CΣ
, drawing charge ∆Q=−e C1

CΣ
from the voltage source. Sub-

stituting into 1.15 gives the total work done when an electron tunnels off the island through Junction
2 as

Ws(n2) = −n2eVSD
C1

CΣ
. (1.18)

Symmetrically, the work done when a charge tunnels onto the island through Junction 1 is given by

Ws(n1) = −n1eVSD
C2

CΣ
. (1.19)

and therefore the total energy of the circuit is

U(n1, n2) = Us −Ws =
1

2CΣ
(C1C2V

2
SD +Q2) +

eVSD

CΣ
(C1n1 + C2n2). (1.20)

Equation 1.20 can be used to extract the change in energy associated with adding or subtracting
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electrons from the island. If we assume the barrier capacitances are identical,C = C1 = C2, and that
there is no initial excess charge on the island,n = 0, the change in energy due to an electron tunnelling
on or off the island is given by

∆U± = −(Ufinal − Uinitial) = − e2

2CΣ
∓ eVSDC

CΣ
. (1.21)

At zero temperature, the only charge rearrangement which can occur must be that which reduces
the energy of the system, meaning that ∆U > 0. This constraint can be mathematically expressed,
from Equation 1.21, as

eVSDC

CΣ
>

e2

2CΣ
. (1.22)

Physically this corresponds to fixed charge state of the island, where charge cannot be transferred
on or off the island unless the energy e2

2CΣ
is overcome by a finite bias VSD across the reservoirs, see

Figure 1.3 (b). This is called Coulomb blockade, which can be lifted by applying a bias across the dot
which overcomes the charging energy. The window of potential energies which lie between the elec-
trochemical potential of the source and the drain is called the ‘bias window’. When a source-drain
bias is applied, electrons may tunnel through the dot from the source to the drain not only when an
allowed level on the dot is within E = kT of the leads, but also when the electrochemical potential of
the dot lies within the bias window. When the applied bias equals the charging energy, two allowed
dot energy levels will lie in the bias window. It should be noted that nothing described so far pre-
cludes the existence of room temperature metallic dots which exhibit single electron tunnelling- there
is an important distinction to be made between metallic islands and semiconducting islands in this
respect. Single electron tunnelling can be observed in both, due to their relatively large charging en-
ergies. However, these charge quantization effects can be observed in metallic islands well before the
islands themselves are small enough to be comparable the Fermiwavelength ofmetallic electrons. The
addition of an extra electron to the island has a negligible effect on the overall charge, and therefore
self-consistent potential 82. On the contrary, the Fermi wavelength tends to be much larger in semi-
conductors than in metals, and so in semiconductors quantum length scales easily be comparable to
the size of the islands where single electron effects start to become apparent.

This brings us to the second important ingredient for spin qubits in quantumdots: confinement.
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To reach the single electron regime on a quantum dot, or simply to be in a regimewhere the electronic
spectra on the dot takes discrete, quantised values resembling atomic levels (hence the common refer-
ence to quantum dots as ‘artificial atoms’), it is necessary that the electronic wavefunction be confined
in all three dimensions. Attaining this confinement is easier in semiconductors than in metals, be-
cause the lower carrier densities of semiconductors mean that the electron Fermi wavelength λF is
much larger. For comparison, typical Fermi wavelengths in GaAs 2DEGs are ∼ 40 nm, whereas the
Fermi wavelengths inmetals are usually less than 1 nm. The confined electron energy spectrum resem-
bles a ladder, with each rung, or energy level, separated by single-particle energy En. Electrons can
be added or subtracted from the island by adjusting the voltage on a capacitively couple electrode Vg ,
which changes the electrochemical potential of the island and hence affects the lowest energy charge
state. A capacitively coupled gate modifies the circuit slightly, as in Figure 1.3 (c). The corresponding
modified energy of a dot occupied by n electrons is

U(n) =
(−e(n− n0) + C1V1 + C2V2 + CgVg)

2

2CΣ
+

n∑
n′=1

En(B) (1.23)

where the single-particle energy level will depend on the magnetic field B. The electrochemical po-
tential of the dot is defined as

µ(n) = U(n)− U(n− 1) = (n− n0 −
1

2
)EC − EC

e
(C1V1 + C2V2 + CgVg) + En. (1.24)

The electrochemical potential energy is linear inVg , whichmeans that the entire ladder of energy levels
can be swept up and down by changing Vg , see Figure 1.4. When the electrochemical potential on the
dot equals the potential of the leads, there is no energy cost to adding an extra electron, and transport
through the dot can occur, Figure 1.4 (b) (i). When the energy level on the dot does not align with
the leads, equilibrium transport through the dot is blockaded. It is therefore possible to lift Coulomb
blockade not only by applying a source-drain bias, but also by tuning the electrochemical potential of
the dot via voltages on capacitively coupled gates, Figure 1.4 (b) (ii).

1.3.1 Double Quantum Dots

A double quantum dot is formed by two coupled single quantum dots. Just as single quantum dots
can be considered analogous to artificial atoms in their single particle spectra, a parallel can be drawn
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between double quantum dots and diatomic molecules. When quantum tunnelling is allowed be-
tween single quantum dots, the physics of the spin and charge distributions plays an important role
in defining the energy spectrum of the system, with double dots exhibiting orbitals akin to molecu-
lar bonding and anti-bonding orbitals. As future sections will detail, defining qubit levels in the spin
and charge states of multi-electron double quantum dots affords a number of advantages over single-
electron spin qubits. In this section, however, we restrict ourselves to a general outline of the double
quantum dot.

Vg1

Vs Vd
Cs Cd

Cd1g1

SOURCE DRAINDOT 1

(a)

Vg1 Vg2

Vs Vd
Cs CdCt

Cd1g1 Cd2g2
Cd1g2Cd2g1

SOURCE DRAINDOT 1 DOT 2

(b)

(c)

(d)

(i) (ii)

Figure 1.4: Comparing the capaci ve models of the single vs the double quantum dot. (a) The constant interac on
capaci ve model for the single quantum dot. The capacitance of the dot is the linear summa on of the capacitance
to the source, drain and the capaci vely coupled gate electrode which can be used to control the dot electrochemical
poten al. (b) The constant interac on model extended to a double quantum dot. In addi on to capacitances to the
leads and confining gates (including cross capacitances), the electrochemical poten als of individual dots are affected
by the charge state of the adjacent dot. (c) Voltages on confining gates control the electrochemical poten al ladder
on the dot. When an energy level falls within kT of the leads, tunnelling through the dot can occur. When there is
no alignment, the dot is in Coulomb blockade. (d) The condi ons under which transport is allowed through a double
quantum dot are more complicated.

Adouble quantumdot can bemodelled in a similar way to two single quantumdots. The various
cross capacitances are more complex, since the gates which control one dot will invariably couple to
other nearby dots. Each dot in the double dot is coupled to either the source or the drain, rather than
both, as was the case of the single quantum dot, see Figure 1.4. Additionally, there is a capacitive cou-
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pling between the dots themselves, such that charge on one dot affects the electrochemical potential of
the other dot. Here, a slight change of notation is employed for the double quantumdot - the electron
occupancy of dot i is denoted Ni, and because there are three relevant tunnel barriers (the inter and
intra-dot barriers),CS andCD denote the capacitance between the dot and the source/drain, andCt

is the inter-dot capacitance. Using the constant interaction model 105, the electrochemical potential of
the left dot (dot 1) is given by

µ1(N1, N2) = U(N1, N2)− U(N1 − 1, N2) =

(N1 −
1

2
)EC1 +N2ECt −

EC1

|e|
(CSVS + Cd1g1Vg1 + Cd1g2Vg2)+

ECt

|e|
(CDVD + Cd2g2Vg2 + Cd2g1Vg1)

(1.25)

whereCd2g1 (Cd1g2) is the cross-capacitance between dot 2 (1) and gate 1 (2),Ct is the interdot capac-
itance and Vg1 (Vg2) is voltage on gate 1 (2). Interchanging the subscripts 1,2 in the above expression
gives the electrochemical potential of dot 2, µ2.

The most general way of determining the charge ground state of a double quantum dot is by
acquiring a charge stability diagram, as in Figure 1.5. In general, a charge stability diagram is plot-
ted as a function of the two gate voltages which control the potential on the respective single dots,
and defines regions where the ground charge state is (N1, N2), where N1 and N2 are the charge on
dots 1 and 2 respectively. For convenience we label the voltage on the gate over the left (right) dot VL

(VR). The methods for acquiring charge stability diagrams will be detailed in the following sections,
but in general the outline of a charge stability diagram can be deduced from transport, charge sensing
or rf-QPC reflectometry measurements. If there is no cross-capacitance between the gates and non-
subjacent dots, and no capacitive coupling between the dots themselves, regions of charge stability
will be defined by vertical and horizontal lines, Figure 1.5 (a). Gate cross-capacitance imposes a slight
slope on these boundaries, since the electric field at each dot will now have contributions from the
gate above it and the gates around it, Figure 1.5 (b). Introducing an interdot capacitance means that
when an electron is added to one dot, and other dot experiences a capacitive shift in electrochemical
potential. This changes the gate voltage conditions under which a given charge configuration will be
the ground state, and looks like an abrupt step at the point where two charge transitions meet in the
charge stability diagram, Figure 1.5 (c). Experimentally, finite electron temperatures and noise from
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the environment render it difficult to distinguish the charge stability diagrams of Figure 1.5 (c) and (d),
but the theoretical difference between them is noted for completeness. In order to deal with the case
where quantum tunnelling between the two dots is allowed, it is necessary to solve aHubbardmodel,
whoseHamiltonian includes a potential term to account for on-site interaction and a kinetic hopping
term 246. In the presence of a finite tunnel coupling between the two dots, the triple points (regions
of the charge stability diagram at which three charge states are degenerate) obtain a curvature which is
absent if tunnelling between dots is prohibited.

The detailed anatomy of the charge stability diagram at the (0,1)-(1,0) charge transition is given in
Figure 1.6. In the absence of a large bias, the triple points are the only regions of the charge stability
diagram where a net current can be measured through the double dot, since they are the only points
where the three charge states required for electron transport are degenerate. For simplicity, spin is
neglected for now. For a small negative bias, where the left reservoir is considered the source, transport
at the lower triple point is facilitated by transitions between the following degenerate charge states, in
the given order: (1,0) → (0,1) → (0,1), ie. the electron is shuttled from left to right, constituting an
electron current. At the upper triple point, however, transport occurs via the following sequence of
charge states: (1,1) → (1,0) → (0,1), ie. transport is facilitated by a hole moving from right to left 252.
Solid black lines in Figure 1.6 indicate regions where the electrochemical potential µ on either of the
dots aligns with the electrochemical potential of the reservoirs. As the electrochemical potential shifts
above or below the reservoir potential either side of these lines, electrons are respectively unloaded or
loaded from the dot via tunnelling to the reservoirs. The solid green line separates the (0,1) and (1,0)
charge ground states, which have the same total electron occupancy, but different charge distributions.
Thedetuning ϵ axis runs perpendicular to this interdot transition,where, for a fixed total charge on the
double dot, the detuning is defined as the difference in electrochemical potentials between the single
dots. At ϵ = 0, the (0,1) and (1,0) charge states are degenerate. Tunnel coupling will hybridise these
charge states, but this will be dealt with presently, in the charge qubit section. Finite tunnel coupling
also modifies the charge stability diagram by increasing the curvature of the triple points, as indicated
by dark grey lines in Figure 1.6.
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Figure 1.5: The charge stability diagram of a double quantum dot, which plots (nL,nR) as a func on of voltage on
the gates corresponding to the le and right dots. (nL,nR) denote the number of electrons on the le and right dots
respec vely. (a) In the case where gates only affect the dot directly under them, that is, the gate capacitance to the
corresponding dot is non-zero Cg ̸= 0, but the cross gate capacitance Cgx (the capacitance of the le (right) gate to
the right (le ) dot), the inter-dot capacitance Cd and the tunnel coupling between dots tc are all equal to zero. (b) A
more realis c scenario, where each gate not only couples to the closest dot, but also to other nearby dots. (c) If the dots
are close enough, one will experience a capaci ve shi which depends on the charge state of the other. (d) Capaci vely
coupled dots with finite tunnel coupling - the charge stability diagram is modified according to a generalised Hubbard
model of the system246.
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Figure 1.6: The interdot transi on of a double quantum dot. (a) Zoom-in of the charge stability diagram at the (0,1) - (1,0)
charge transi on, adapted from Hanson et. al. 105. Regions of different charge stabili es are separated by solid black
lines. Solid grey lines indicate the alterna ve divisions of charge stability in the presence of stronger tunnel coupling
between dots. The detuning axis is indicated by the dark orange line, and the various electrochemical poten als on
the dots in different regions of the charge stability diagram are schema cally depicted. (b) The energy levels associated
with different charge configura ons of the double quantum dot. In the absence of tunnel coupling, the energies of the
(0,1) and (0,1) charge configura ons scale linearly with detuning. When the dots are tunnel coupled, the degeneracy
at zero detuning is broken, and the charge can no longer be considered localised on either of the dots. Rather, in the
presence of tunnelling and when the electrochemical poten als of each dot align, the charge states hyrbidise and the
electron is distributed across both dots. (c) The various configura ons of the double dot poten al, for the energy vs
detuning plot in (b).
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1.3.2 Species of Qubits in Quantum Dots

The artificial atomic and molecular spectra of quantum dots form the basis of many types of qubits.
This thesis has a specific focus on qubits formed from the ms = 0 eigenstates of a doubly occupied
quantum dot, the singlet-triplet qubit. To an extent, the singlet-triplet qubit is a hybrid of the sin-
gle spin qubit and the charge qubit, but escapes the sensitivity to some forms of noise suffered by its
parent species. While other dot-based qubits have surpassed singlet-triplet qubits in terms of oper-
ability and complexity, they remain simple and proven systems in which to explore qubit interactions
with their environment67 and remain the only GaAs spin-based qubits to have been demonstrably
entangled 223. This section will briefly detail the evolution of qubits from the single spin qubit to the
singlet-triplet qubit.

Single Spin Qubit

The original Loss-Divincenzo proposal 155 encodes a unit of quantum information in the spin of a
single electron in a singly occupied quantum dot, where spin up |↑⟩ and down |↓⟩ represent the |0⟩
and |1⟩ states respectively. Spin degeneracy is broken by an by the application of magnetic field B,
which energetically separates the spin states byEB ∝ gµBB, where the g-factor in GaAs is -0.44 and
µB is the Bohr magneton. For single qubit gates, the ability to control rotations of the Bloch vector
around two axes of the Bloch sphere is the minimum requirement. In single spin qubits, rotations
of the Bloch vector comprising single-qubit gates are generally realised using electron spin resonance
(ESR) 139, where the qubit is driven at the frequency corresponding to the energy difference between
the spin up and spin down states (although there have been demonstrations of optical 102 and electrical
control 202 of single electron spins). The ESR drive is applied via a microwave excitation on a confin-
ing gate, and the axes of rotation (in the rotating frame) is determined by the phase of the applied
microwave pulse. Two-qubit gates are realised by the Heisenberg exchange, which is turned on and
off by controlling tunnelling between adjacent qubits 155,200. Exchange coupling will be covered more
thoroughly in preceding sections. Single spin qubits in GaAs suffer, to varying degrees, the deleteri-
ous effects of environmental interactions common to all GaAs dot-based qubits, namely the hyperfine
interaction, spin-orbit coupling and the virtual electron exchange with the reservoirs 105.
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To first order, single-spin qubits are insensitive to electrical noise, as the magnetic moment of the
spin is not strongly coupled to electric fields. The magnetic moments of electron spins, however, may
couple weakly to electric fields via the spin-orbit interaction, which derives its name from themomen-
tum (and therefore orbital) dependent magnetic field an electron will experience due to the electric
field of a nucleus is it orbiting. The effective magnetic field experienced by the electron due to this
effect is proportional to E × p, where p is the electron momentum and E is the electric field of the
nucleus 130. While electrons in 2DEGs are not bound to any particular nucleus, they will still experi-
ence an electric field as they travel through a zinc-blende lattice like GaAs, due to bulk and structural
inversion asymmetries 105. The hybridization of spin and orbital states render the single spin qubit
vulnerable to electrical noise which it would otherwise have been robust against. Electric field fluctu-
ations may come from the experimental apparatus itself, or from the qubit environment in the form
of phonons, whose electric fields couple to the orbital component of the hybridized spin state.

Single spin qubits suffer from noise associated with fluctuations in the effective magnetic field
arising from thousands of nearby nuclear spins, whose wavefunctions overlap the electronic wave-
function 105. The underlying source of this effect is the hyperfine interaction. Generally, the hyper-
fine interaction describes the dipole coupling between the magnetic moments of atomic nuclei and
electron spins, but interaction mechanism can be extended to confined electrons in semiconductors,
where the effective nuclearmagneticmoment is considered as theweighted sumof all the surrounding
nuclei 129 105. The result is an effective local magnetic field, often called the Overhauser field, given by

Bnuc =
1

gµB

N∑
k

AkIk (1.26)

where Ik is the nuclear spin operator and Ak is the coupling strength between the kth nucleus and
the electron spin on the dot, which is proportional to the square of overlap of their wavefunctions.
Fully polarized, the nuclear field can be on the order ofBnuc ∼ 5T 195. Dynamic nuclear polarisation
can be employed to build up local magnetic fields 195, and pulsing sequences which implement feed-
back loops can stabilise the nuclear gradient between coupled quantum dots 36. In general, however,
random fluctuations in the Overhauser field will sum with the external magnetic field to affect qubit
evolution and are therefore a key source of decoherence for single spin qubits, whose precession rates
depend on net magnetic fields 170. We note that spin orbit and hyperfine noise are not unique to sin-
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gle spin qubits, and whilst they can be somewhat circumvented by various spin qubit architectures
and the implementation of control schemes, they still plague most species of spin qubits. Other chal-
lenges of single spin qubits include suppressing the virtual exchange of electrons with the reservoirs90,
uniquely addressing individual spins (which typically relies on a local tunable g-factor242 or the gen-
eration of gradient magnetic fields across qubit locations 234), implementing complicated single shot
readout schemes79 and a relatively slow evolution compared to other spin qubits, which puts a lower
bound on gate operation times. Despite these challenges, significant progress has been made in single
spin qubits: creating single spin qubits with phosphorous donors in silicon has resulted in coherence
times on the order of 200 µs 203 and the two qubit C-phase gate has been demonstrated in isotopically
purified silicon 243.

Charge Qubit

The simplest qubit which can be formed from a double quantum dot in the single electron regime is
the charge qubit, whose logical subspace is typically spanned by the (0,1) and (1,0) charge states. In
this basis, letting (0,1) = |0⟩ and (1,0) = |1⟩, the qubit Hamiltonian is given by

Hcharge =
1

2
ϵσz + tcσx. (1.27)

The energy splittingΩ between the excited and the ground state is therefore

Ω(ϵ, tc) =
√
ϵ2 + 2t2c . (1.28)

The energy levels of the double dot plotted in Figure 1.6 are captured by Equation 1.28, that is, when
the tunnel coupling between the dots goes to zero, the energy splitting simply equals the detuning.
At zero detuning, charge states are degenerate. Finite tunnel coupling lifts this degeneracy and hy-
bridizes the charge states, because tunnelling allows the electron to be localised on either of the dots at
no additional energy cost. The Bloch vector of the charge qubit is electrically controlled bymicrowave
pulses applied to confining gates, and the qubit state is measured with standard charge sensing tech-
niques 198. While the simplicity of these readout and control schemes may be attractive, charge qubits
are exquisitely sensitive charge noise in their environment - so sensitive that at the operation point
where they are most robust to noise, their coherence times are still < 10 ns 198. Cotunnelling to the
leads also contributes to decoherence in charge qubits, although this can be mostly rectified by con-
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trolling the opacity of the tunnel barriers 107.

Singlet Triplet Qubit

We now turn our attention to the singlet-triplet qubit, whose basis states are formed from the spin
eigenstates of a doubly-occupied double quantum dot. Just as the single spin qubit is, in many ways,
comparable to an artificial hydrogen atom, coupling two singly-occupied quantumdots is comparable
to the hydrogen molecule. One of the key differences is the tunability of electron location, and it is
this complex interplay between spin and charge eigenstates which enables precise control and readout
of the two-electron spin state, in which the qubit state is encoded. Let us begin by considering only
the spin eigenstates of a two electron system, neglecting for now the charge eigenstates.

The spin angular momentum is denoted S = [Sx,Sy ,Sz]. The spin commutation relations take
the same form as the orbital angular momentum L relations 151, and the eigenvalues for the spin oper-
ators S2 and SZ can be calculated by solving

S2 |s,ms⟩ = ℏ2s(s+ 1) |s,ms⟩ (1.29)

Sz |s,ms⟩ = ℏms |s,ms⟩ (1.30)

where s is the spin quantum number andms is the azimuthal spin quantum number. Similar to the
case of orbital angular momentum, ms takes the values corresponding to integer steps from -s to s.
For a single spin, the maximum projection of the spin onto the z axis occurs when s = 1

2 , andms = -12 ,
1
2 . It follows that a single spin has two eigenstates which satisfy Equations 1.29 and 1.30

|↑⟩ = |s = +
1

2
,ms = +

1

2
⟩ (1.31)

|↓⟩ = |s = +
1

2
,ms = −1

2
⟩ . (1.32)

These are otherwise known as the spin up and spin down eigenstates. We are interested in the eigen-
states of two coupled spins, a problem which involves finding the values of s andms the total system
allowed to take, givenwe know si andms,i of its i constituent particles. The spin angularmomentum
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of the system may be calculated in a coupled or uncoupled representation. The uncoupled represen-
tation is simpler, as individual spin systems are considered independently. As before, each spin must
independently satisfy

[Six, Siy] = jℏSiz, [S
2, Siz] = 0, i = 1, 2. (1.33)

where i = 1,2 corresponds to the spin system 1 and 2 respectively. Additionally, any pair of operators
from spin systems 1 and 2 must commute

[S1k, S2k] = [S2k, S1k] = 0, k = x, y, z (1.34)

in order to ensure the compatibility of observables and that systems 1 and 2 share a common eigenbasis.
S2
1 , S2

2 , S1z and S2z are the natural complete set of commuting operators, and have the eigenbasis

|s1,ms1, s2,ms2⟩ = |s1,ms1⟩ ⊗ |s2,ms2⟩ (1.35)

which, in [|↑⟩,|↓⟩] notation take the form

|↑↑⟩ , |↑↓⟩ , |↓↑⟩ , |↓↓⟩ . (1.36)

However, this basis in not ideal for considering the total spin angularmomentumof the entire system,
andwe require a basis that contains the eigenstates of the total spin angularmomentumoperators. For
that, we must redefine the set of commuting operators from which the eigenbasis is derived. Consid-
ering now the entire system, we define the S2 and Sk operators in the coupled representation to be

S2 = (S1 + S1)
2, Sk = S1k + S2k, k = x, y, z. (1.37)

Since the coupled operator S2 and the uncoupled operator Sz do not commute, the coupled and
uncoupled representations have different eigenbases. A careful consideration of the uncoupled basis
vectors in Equation 1.36 reveals another reason why they are unsatisfactory eigenstates of the entire
system. Electrons are indistinguishable particles, and as such, the exchange of the two electrons must
result in no observable change to the measured wavefunction Ψ. This means that valid eigenstates
only differ by a total complex phase factor under the exchange of particles

P |Ψ⟩ = ejϕ |Ψ⟩ . (1.38)
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where P is the operator which exchanges the spins. For bosons and fermions, ϕ takes the values 0 or
π respectively, while more exotic particles called anyons may assume any value of ϕ. It is clear that the
states |↑↑⟩ and |↓↓⟩ are indistinguishable under exchange. However, the exchange of electrons in the
|↓↑⟩ state results in |↑↓⟩, which amounts to rotation in Hilbert space, and an observable change of
state. Therefore |↑↑⟩ and |↓↓⟩ are members of the coupled eigenbasis, while |↓↑⟩ and |↑↓⟩ are not.
There are a number of approaches to calculating the eigenstates in the coupled representation, the
most technical of which involve derivations of Clebsh-Gordon coefficients. Instead, we will adopt a
more intuitive approach. Given the two-spin system, we assume the total spin quantum number can
either be s = |+1

2 -+1
2 | = 0, or s = |+1

2 ++1
2 | = 1, giving an eigenbasis

|s = 0,ms = 0⟩ , |s = 1,ms = 1⟩ , |s = 1,ms = 0⟩ , |s = 1,ms = −1⟩ , (1.39)

To express these eigenstates in terms of the uncoupled basis, we consider the stretched state |↑↑⟩ (the
stretched state is the state with the maximum spin quantum number s = 1, common to both the cou-
pled and uncoupled basis). Applying the lowering operator for the total system to this state, we get

S− |s = 1,ms = 1⟩ = (S1− + S2−) |s = 1,ms = 1⟩

= (S1− + S2−) |s1 =
1

2
,ms1 =

1

2
, s2 =

1

2
,ms2 =

1

2
⟩

(1.40)

Equating the right hand side we get

(S1− + S2−) |s1 =
1

2
,ms1 =

1

2
, s2 =

1

2
,ms2 =

1

2
⟩ =

ℏ(|s1 =
1

2
,ms1 = −1

2
, s2 =

1

2
,ms2 =

1

2
⟩

+ |s1 =
1

2
,ms1 =

1

2
, s2 =

1

2
,ms2 = −1

2
⟩)

= ℏ(|↓↑⟩+ |↑↓⟩).

(1.41)

Combining this with the left hand side gives

S− |s = 1,ms = 1⟩ =
√
2 |s = 1,ms = 0⟩ = ℏ(|↓↑⟩+ |↑↓⟩) (1.42)
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such that thems = 0 eigenstate is

|s = 1,ms = 0⟩ = ℏ√
2
(|↓↑⟩+ |↑↓⟩). (1.43)

This procedure can be repeated to obtain the last s = 1 eigenstate, which happens to be |↑↑⟩, and the
final eigenstate of the coupled system, |s = 0,ms = 0⟩, must be orthogonal to the |s = 1,ms = 0⟩
state, which means that

|s = 0,ms = 0⟩ = ℏ√
2
(|↓↑⟩ − |↑↓⟩ . (1.44)

ms= -1/2

ms= +1/2

ms= -1/2

ms= +1/2

ms= -1/2

ms= +1/2

ms= -1/2

ms= +1/2

stot = 0, ms tot = 0 stot = 1, ms tot = 1 stot = 1, ms tot = 0 stot = 1, ms tot = -1

Singlet state Triplet states

Figure 1.7: The spin states of a two electron system. The spin singlet (s = 0,ms = 0) state occurs when the two spins
are oriented at 180 degrees with respect to each other in the uncoupled basis, while the spin triplet states (s = 1,ms

= 1,0,-1) involve orthogonal spins.

The spin states of a two spin system are therefore

|S0⟩ =
1√
2
(|↑↓⟩ − |↓↑⟩), s = 0,ms = 0 (1.45)

|T−⟩ = |↓↓⟩ s = 1,ms = 1 (1.46)

|T0⟩ =
1√
2
(|↑↓⟩+ |↓↑⟩)s = 1,ms = 0 (1.47)

33



Chapter 1. Quantum Computing with Spin Qubits

|T+⟩ == |↑↑⟩ s = 1,ms = −1 (1.48)

The basis states of the singlet-triplet qubit are thems = 0 subspace of the eigenbasis (|T0⟩, |S⟩),
as specified in Equations 1.45 and 1.47. Having dealt with the spin eigenstates of a two electron system,
we now turn to the spatial component of overall electron wavefunction, which provides the handle
for qubit control. The singlet-triplet qubit is manipulated within a double quantum dot with finite
tunnel coupling, using both the (0,2) (or (2,0)) and (1,1) charge configurations. AtB = 0 the triplet
states are degenerate. Applying a magnetic field breaks the degeneracy of the triplet states, since in
general a magnetic field will break the degeneracy between |↑⟩ and |↓⟩. The Hamiltonian for spins in
a magnetic field is

H =
geµB

h
SB (1.49)

where µB is the Bohr magneton

µB =
eℏ
2me

. (1.50)

The eigenvalues of Equation 1.49 are the energies of the spin states, and will depend on thems quan-
tum number:

E(ms) =
geµB

h
Bms (1.51)

As such, in an external B, the energy of |T0⟩ (ms = 0) will remain unchanged, while the |T+⟩ (ms =
1) and |T−⟩ (ms = -1) states will be split off from |T0⟩ by ∆EZ = ± ge µB B/ h respectively. The
application of an external magnetic field is essential for the operation of singlet-triplet qubits, such
that the qubit subspace is isolated and unwanted mixing between triplet states is minimised.

While the constraint imposed by indistinguishable particles requires the observables of the wave-
function to be unchanged under the exchange of individual particles, there is an additional constraint
imposed by the fact that the constituent particles are fermions. Fermionic and bosonic wavefunctions
are distinguished by their exchange statistics. Under the exchange operator P

P |Ψboson⟩ = + |Ψboson⟩

P |Ψfermion⟩ = − |Ψfermion⟩
(1.52)

This is known as the Spin Statistics Theorem, and it implies that the total wavefunction of a bosonic
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system under exchange is symmetric, while the total wavefunction of a fermionic system under ex-
change is antisymmetric. Since the total two-electron wavefunction |Ψtot⟩ is the product of the spin
|Ψspin⟩ and orbital |Ψorb⟩ components

|Ψtotal⟩ = |Ψorb⟩ |Ψspin⟩ (1.53)

the orbital component of the triplet statesmust be anti-symmetric, while the orbital component of the
singlet statesmust be symmetric, in order to satisfy the exchange statistic theorem for fermions. There
is no blanket rule for whether the singlet or the triplet state assumes the ground state in a two-electron
system. One only has to consider the heliumatomandhydrogenmolecule, both two-electron systems,
to see this. For the helium atom,Hund’s first rule is applied to deduce that the ground state will be the
triplet: the asymmetric orbitalwavefunctionof the triplet statemust have nodes, while the singlet does
not. The value of |Ψ|2 at the nodemust go to zero, and consequently the average distance between the
electrons in the triplet state is greater than the singlet state. Simplistically, this separation results in a
less effective screening of the nucleus, and electrons in the triplet state are thereforemore tightly bound
to the nucleus than in the singlet state. Equivalently, the greater average distance between electrons
in the triplet state results in weaker electron-electron Coulomb interactions. The triplet state will
therefore be the ground state of a helium atom. The energy states of the hydrogen molecule are more
complex due to two nuclear potentials. Because of this double potential, the hydrogen molecule is
a closer approximation of a double quantum dot than the helium atom. Numerous methods exist
to solve the eigenstates of the hydrogenmolecule, including variational techniques, molecular-orbital
theory, Hubbard models and Hund-Mulliken theory. The simplest of these is the Heitler-London
method, which treats molecular coupling as a perturbation on individual atomic Hamiltonians.

The Hamiltonian for the hydrogen molecule in the Heitler-London approach is given by 151

H = −ℏ2∇2
1

2me
+

e2

4πϵ0
(− 1

|rA1|
− 1

|rB1|
)

−ℏ2∇2
2

2me
+

e2

4πϵ0
(− 1

|rA2|
− 1

|rB2|
)

+
e2

4πϵ0
(− 1

|RAB|
− 1

|r12|
)

(1.54)

where rkn, k = A, B, n = 1,2, are the various electron-nuclei distances, RAB is the inter-nuclear
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Figure 1.8: The construc on of theHamiltonian for a hydrogenmolecule. The protons (red circles) are located a distance
RAB from each other. VaryingRAB will change the exchange energy between the singlet and triplet states. Electron
are located a distance rk1, k = A, B, from the nuclei and a distance r12 from each other. (b) The singlet and triplet
energy as a func on of interatomic distance. The singlet is always the lowest energy states at B = 0, and the exchange
energy between the states increases as the nuclei are brought closer together, due to the increasing overlap of atomic
wavefunc ons.

distance and r12 is the inter-electron distance. In the Heitler-London model for H2 molecules, it is
assumed that the orbital wavefunctions take the form

|ΦS/A⟩ =
1√

2 + 2B
[ϕa(r1)ϕb(r2)± ϕa(r2)ϕa(r1)] (1.55)

whereB is the atomic orbital overlap

B(RAB) = ⟨ϕb(r2)ϕa(r1)| |ϕa(r2)ϕb(r1)⟩ (1.56)

and ri is thepositionof the ith electron,ΦS/A are the symmetric/antisymmetric orbitalwavefunctions
respectively. Applying perturbation theory yields the eigenenergies for the singlet and triplet states
ES/T , as a function of internuclear distanceRAB

114

ES/T (RAB) = 2E0 +∆ES/T (RAB) (1.57)
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whereE0 is the unperturbed eigenenergy, and∆ES/T (RAB) is given by

∆ES(RAB) =
C(RAB) +X(RAB)

1 +B(RAB)
(1.58)

and
∆ET (RAB) =

C(RAB)−X(RAB)

1−B(RAB)
(1.59)

whereB is given in Equation 1.56,C is the Coulomb interaction

C(RAB) = ⟨ϕb(r2)ϕa(r1)|U |ϕa(r1)ϕb(r2)⟩ (1.60)

which arises from the electrostatic interaction between atoms, given it is assumed that electron 1 (2) is
associated with nucleus A (B), andX is the exchange interaction

X(RAB) = ⟨ϕb(r2)ϕa(r1)|U |ϕa(r2)ϕb(r1)⟩ (1.61)

which is essentially the same as the Coulomb term, except that it considers the Coulomb interaction
when electrons are exchanged between the two atoms. U is given by

U =
e2

4πϵ0
(

1

RAB
+

1

r12
− 1

rA2
− 1

rB1
). (1.62)

The exchange energy for two electrons is defined as the difference in energy between the singlet and
the triplet state

J = ET − ES . (1.63)

In the hydrogen molecule at B = 0, the exchange energy is positive, rendering the singlet the ground
state. A plot of the singlet-triplet energies as a function of inter-atomic spacing is depicted in Figure
1.8 (b). At large inter-atomic distances, the splitting goes to zero, as the overlap also goes to zero. The
Heitler-London approach is a simplifiedmodel, and there are number of features of double quantum
dots which it does not take into account (tunnel coupling and the possibility of a double occupancy of
a single quantumdot, for example 196 46): to first order, however, themodel provides a simplified expla-
nation of the origin of the exchange interaction, which is critical to the operation of double quantum
dots. Each nuclei site can be considered equivalent to a single quantum dot. Changing the detuning
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of the dots is equivalent to bringing the two nuclei closer together: in the (1,1) charge configuration
(equivalent to a large inter-atomic spacing), the singlet and triplet states are almost degenerate, whereas
in the one can think about the (0,2) charge configuration as effectively pushing the hydrogen nuclei
closer together, resulting in a much larger exchange energy, 1.8 (b). In a double quantum dot the de-
tuning ϵ, which is measure of the difference in electrochemical potentials between dots and is tuned
by gate voltages, is the parameter which has themost similar effect on energy levels to the inter-atomic
spacing in the hydrogenmolecule. The detuning affects the probability that an electronwill be located
on either of the dots, and either pushes the electronic wavefunctions closer to or further away from
each other.

In Figure 1.9, the energy splitting of the singlet and triplet states as a function of detuning plot-
ted, for different values of B and tc. With no external magnetic field or tunnel coupling between the
dots, Figure 1.9 (a), the singlet and triplet (1,1) states are degenerate, while the triplet (0,2) states are
energetically split off from the singlet (0,2) state for moderate values of detuning. Introducing finite
tunnel coupling breaks the degeneracy between similar spin states, since spin is preserved in interdot
transitions 105 and results in avoided crossings between the S(1,1) (T(1,1)) and S(0,2) (T(0,2)) states Fig-
ure 1.9 (b). Finally, the application of an external magnetic fields splits off the unwanted T+ and T−

states Figure 1.9 (c), isolating the qubit subspace shown in Figure 1.9 (e).

Singlet-Triplet Qubit Control

In the basis where |0⟩ = |S⟩ and |1⟩ = |T0⟩, the Hamiltonian for the double quantum dot system is
given by

H = J(ϵ)σz + gµB∆Bσx (1.64)

where J(ϵ) is the singlet-triplet splitting, or exchange energy, and ∆B is the difference in magnetic
field between the dots. Both the exchange splitting and the difference in magnetic field experienced
by each of the electrons can be controlled by changing the detuning ϵ, and consequently the Bloch vec-
tor can be manipulated by a series of high frequency square pulses applied to confining gates, which
rapidly adjust the double dot potential 200. Separating the electrons into the (1,1) charge configuration
results in the evolution of the Bloch vector around the x-axis of the Bloch sphere, Figure 1.9 (d). This
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Figure 1.9: Singlet-triplet energy as a func on of detuning. (a) When the tunnel coupling tc and the magne c field
B are zero, the triplet states are degenerate and there are no avoided crossings between singlet states in different
charge configura ons. At more nega ve detuning, where the (1,1) state is the lowest energy charge configura on, the
S(1,1) and T(1,1) states are degenerate. At posi ve detuning, where (0,2) is the favoured charge state, the S(0,2) and
T(0,2) states are no longer degenerate. (b) tc ̸= 0,B = 0. The triplet states remain degenerate, but avoided crossings
between spin states with the same spin quantum number hybridize, and an avoided crossing results. (c) tc ̸= 0, B ̸=
0. Applying a finite magne c field splits off the T+ and T− stages by∆EZ , isolated thems = 0 qubit subspace.
(d) The exchange energy drives rota ons about the z axis.(e) Zooming in on the qubit subspace. Light (dark) orange
indicates regions where the (1,1) ((0,2)) charge configura on is the ground state. The grey region indicates the values of
detuning for which the charge state of the dot is a superposi on of the (0,2) and (1,1) charge states. (f) The difference
in magne c field between the two quantum dots drives rota ons about the x axis when the spins are separated in the
(1,1) charge configura on. (g) Configura on of the spin-charge electrochemical poten als in the double dot, for the
regions of detuning in (f). Figure adapted from Hanson et. al. 105.
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evolution occurs because the magnetic field at each dot is different, due to natural variations in the
Overhauser field or controlled dynamic nuclear polarization designed to set and stabilise the gradient
field 36. The qubit, prepared in the S(0,2) state via electron exchange with the reservoirs, can be adia-
batically pulsed into the (1,1) charge configuration, with nuclear eigenstates |↑↓⟩ and |↓↑⟩ (the poles
of the equatorial plane of the Bloch sphere). Letting the qubit evolve in this configuration for the
appropriate length of time generates controlled x-rotations. With the Bloch vector in the equatorial
plane, initialised in the nuclear ground state (let’s say |↑↓⟩), a non-adiabatic pulsewhich applies a finite
exchange energy will generate rotations around the z-axis of the Bloch sphere, Figure 1.9 (f). This is
because the singlet-triplet eigenstates of the Hamiltonian at finite exchange are superpositions of the
nuclear eigenstates. While these electrostatically controlled rotations around two axes of the Bloch
sphere are sufficient to create arbitrary single qubit gates, it is important to note that control schemes
for singlet-triplet qubits continue to bemodified, to improve control and regulate sources of decoher-
ence. For example, rather than applying static exchange pulses, singlet-triplet qubits can be driven by
an oscillating exchange pulse 134 224 186. In this case, the Hamiltonian takes the same form as the elec-
tron spin resonance Hamiltonian: the gradient field is analogous to the external magnetic field, and
the oscillating exchange takes the place of the perpendicular driving field 186.

While themajority ofwork in this thesis is angled towards singlet-triplets in double quantumdots,
it must be noted that quantum dots host a variety of other qubits, including exchange 167, resonant
exchange 168, hybrid49 and multi-electron qubits 111. The details of these are beyond the scope of this
thesis, but we note that the readout, control and environmental coupling relevant to singlet-triplet
qubits will, in the majority of cases, be apposite for related dot-based qubits.

Decoherence in Singlet-Triplet Qubits

If a genie were to magically emerge from the nitrogen traps of a dilution fridge, and grant the per-
son trying to build a quantum computer three wishes, that person would be remiss not to include
the elimination of sources of decoherence in their list. The escape of quantum information, intended
to be stored in qubit state, to the environment is one of the key problems facing quantum comput-
ing. This problem has been the driver of exploratory work in topological qubits, which are robust
against traditional sources of noise 172. The current fidelities of singlet-triplet qubits, which are lim-
ited largely by decoherence, are only just approaching the thresholds where quantum error correction
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is possible 186,98. A coherent quantum state is one inwhich is it possible to know and control the phase
between all constituent states 53. Any uncontrolled coupling to the environment can randomise this
phase and prevent precise control over the Bloch vector, which is required to construct a universal
gates set from single and two-qubit operations. Decoherence in qubits is characterised by three time
scales, T1, T2 and T ∗

2 , which all quantify sensitivities of the qubit to slightly different forms of noise.
While I have lumped these three quantities under the broad label of ‘decoherence’, in some literature
these three times are described separately as relaxation, dephasing and decoherence (respectively), for
reasons which will shortly be clear.

T1 times are ameasure of qubit lifetime, that is, how long itwill typically take for the qubit to relax
to its ground state. T1 relaxation processes do not conserve the energy of the qubit, and are typically
the result of the emission of a photon or phonon. Typical T1 times for GaAs singlet-triplet qubits are
∼ 30µs 24 25. T2 timesmeasure the phase noise experienced by a single qubit. If the qubitHamiltonian
is known when the system is initialised, T2 is a measure of howmuch the Hamiltonian changes as the
qubit evolves. T ∗

2 times are similar to T2 times, except that they require an ensemble measurement.
Therefore, as well as providing a measure of how much the Hamiltonian changes over time, T ∗

2 also
quantifies the initial spread in Hamiltonian parameters. Because of this, T2 ≥ T ∗

2 . Without schemes
to mitigate phase noise, the T ∗

2 of GaAs singlet-triplet qubits is on the order of 10 ns 200. While this
may seem short in comparison to other species of qubits, the comparative rates of single qubit evo-
lution in singlet-triplet qubits are incredibly fast, due to the strength of the exchange interaction 200.
Increasingly sophisticated dynamical decoupling sequences have pushed singlet-triplet T2 times to∼
200 µs 37.

Controlling a qubit requires the ability to precisely determine the evolution of the Bloch vector.
Since the levers we have to generate rotations in a singlet-triplet qubit are the detuning, controlled by
electric fields, and the gradient nuclear magnetic field, any random fluctuations in these two control
knobs will result in decoherence. As such, nuclear and charge noise dominate the noise spectrum for
singlet-triplet qubits in GaAs, and the schemes to mitigate this noise are vast. Significant progress has
beenmade towards mitigating the effect of Overhauser fluctuations through various methods includ-
ing stabilising the nuclear fields with feedback schemes 36, notch filtering frequencies associated with
the differences in Larmour precession of nuclear isotopes (Ga69,Ga71 andAs75) 160, measurements
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of theRabi resonance of driven exchange, targeted at narrowing the nuclear spin states 134 and real time
estimations of the qubit Hamiltonian using Bayesian techniques 224, amongst others. On the charge
noise front, coherence times have been bolstered by working in regimes where large nuclear gradients
reduce the sensitivity of the qubit to variations in detuning 186, or by preserving the symmetry of the
dot in exchange pulses 164. While some charge noise inevitably is due to the experimental setup, care-
ful filtering and experimental design can largely eliminate this source of unwanted noise. Experiments
which have used qubits themselves as sensitive detectors of their charge environment have concluded
that much of the charge noise affecting singlet-triplet qubits is of unknown origin67.

1.4 Coupling Schemes for Spin Qubits

Coupling individual qubits and conditioning their operation on each other to generate entanglement
is a fundamental requisite of a universal quantum computer, as two-qubit entangling gates are mem-
bers of all universal quantum gate sets. Inroads have been made towards coupling and entangling
singlet-triplet qubits via a capacitive interaction 250 223. The state dependent dipole of the basis states
of singlet-triplet qubits can conveniently be used to entangle nearest-neighbour qubits. As the system
evolves under finite exchange, the spins states are correlated to the charge states and the oscillating
dipole moment of Qubit 1 looks like an oscillating electric field to Qubit 2. Since the exchange en-
ergy of Qubit 2 is extremely sensitive to its electrostatic environment, the oscillating electric field of
Qubit 1 will shift the effective exchange under which Qubit 2 is evolving, and the qubits become en-
tangled. The coupling strength for the capacitive interaction is weak. Not only is the dipole moment
of a singlet-triplet qubit small, but the capacitive interaction scales as 1

r , and so the distances between
coupled qubits must be on the order of a few hundred nanometres for non-negligible coupling. To
determine whether or not a coupling strength is sufficient to generate entanglement for a two qubit
gate, the relevant coherence and single qubit gate operation times must be considered. In the case of
GaAs spin qubits, while single qubit gate times are extraordinarily fast (∼ 10 ns), the coherence times
are short (of the same order), and entangling times should be preferably less than the single-qubit co-
herence times. The coupling strength of the singlet-triplet capacitive interactions in GaAs is generally
slow223 186.

In general, singlet-triplet qubits directly interact with each other either capacitively or via ex-
change. Exchange-based entanglement 136 seems an obvious solution to the weak capacitive inter-
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action, since typical exchange energies (typically on the order of GHz 200 186) are much larger than
dipole-dipole interactions, and exchange can be electrostatically turned on and off with confining gate
voltages 150. The problem with direct exchange 147 is that it does not offer a solution beyond nearest-
neighbour couplings, and can introduce leakage from the logical qubit subspace 219. Numerous the-
oretical coupling schemes have been proposed to mediate interactions between qubits in quantum
dots, each addressing, with varying weighting, subsets of the spin qubit coupling desiderata: strong,
long-distance and controllable. These schemes include coupling distant qubits via floating metallic
gates 237 and ferromagnets238, cavityQED 123 197, crossedAndreev reflection in superconductors 145, sur-
face acoustic waves217 29 109 and quantum hall resonators 255.

1.4.1 Quantum Dots as Couplers

A quantum dot is perhaps an obvious choice of coupler for singlet-triplet qubits, since it is natu-
rally integrated into the qubit environment and controlling tunnel-rates between quantum dots is
easily achieved. The subset of coupling schemes which use a quantum dot itself to mediate qubit
interactions employ indirect exchange 169 (using, for example, the Ruderman–Kittel–Kasuya–Yosida
(RKKY) 227 interaction) to mediate coupling. Experimentally, single-spin qubits in triple dot arrays
have been successfully coupled via superexchange20, virtual occupation of intermediate quantum
states (IQSs)40 and exchange coupling to a control bit 184. Such experiments have promising implica-
tions for generating entanglement between singlet-triplet qubits via similar mechanisms. The follow-
ing sections comprise a brief overview the current state of the field, both theory and experiment.

Indirect Exchange

In this section, the most explicit theoretical scheme to couple singlet-triplet qubits via an intermedi-
ate quantum state is outlined 169. The scheme relies on an indirect exchange interaction mediated by
virtual couplings to unoccupied states in an intermediate quantum dot. The setup of the coupler is
seen in Figure 1.10, where blue spheres correspond to dots forming singlet-triplet qubits, and the red
sphere corresponds to the coupling quantum dot. The coupling scheme is designed to work when
each dot is tunnel-coupled to its nearest neighbour, and it is assumed that the tunnel couplings both
between qubit dots, and between the inner dots (QD2 andQD3) and the intermediate quantum state
are identical. Furthermore, the magnitude of the gradient magnetic field across both dots is also as-
sumed to be identical, such that |∆BL| = |∆BR|. With these conditions met, a one step entangling
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QD1 QD2 QD3 QD4IQS

ΔBL ΔBR

(a)

(b) (c)

D1

D2
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C2

Figure 1.10: Singlet-triplet qubits coupled via a few-electron intermediate quantum state, adapted fromMehl et. al 169.
(a) The generalised geometry of two coupled singlet-triplet qubits. Blue spheres represent single quantum dots, while
the red sphere represents the intermediate quantum state. Both the dots and the intermediate quantum stare are
tunnel-coupled to their nearest neighbour, and the gradient magne c fields across the le and right double quantum
dots (∆BL and ∆BR respec vely) are equal in magnitude. (b) Energy D1 (D2) associated with adding one (two)
electrons to the single quantum dots. (c) EnergyC1 (C2) associated with adding one (two) electrons to the intermediate
quantum state.

gate is theoretically possible. In the logical qubit basis |0⟩L,R = |↑↓⟩L,R and |1⟩L,R = |↓↑⟩L,R, on the
left and right qubits respectively, the magnetic field gradients across the qubits generate z rotations
(on the left qubit in the following expressions), given by

H∆BL
=

∆BL

2
(σ1

z − σ2
z) (1.65)

and exchange interactions drive the Bloch vector around the x-axis

HJL =
JL
4
(σ1.σ2 − 1) (1.66)

where JL is the exchange splitting on the left qubit (QD1 andQD2), σi
n is the Pauli n operator acting

on the ith dot, σi is the vector of Pauli matrices for the ith oot and 1 is the identify operator. We
note that these logical qubit bases correspond to the eigenstates of the Hamiltonian when each of the
singlet-triplet qubits are configured in the (1,1) charge state. The two singlet-triplet qubits are virtu-
ally coupled through the intermediate quantum state, giving rise to an effective exchange interaction
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between QD2 and QD3, described by

Heff =
Jeff
4

(σ2.σ3 − 1). (1.67)

The Jeff can be derived using theHund-Mulliken approximation and Schrieffer-Wolff perturbation
theory. We denote the tunnel coupling between the interior dots and the intermediate quantum state
asΓIQS , the energy of a singly occupied single quantumdot asD1, and the energy of a singly occupied
intermediate quantum state as C1, see Figure 1.10. To add an electron to a singly occupied quantum
dot or intermediate quantum state, the energiesD2 andC2 are required, respectively. It is found for
the case of an empty intermediate quantum state

J0
eff =

4Γ4
IQS

(C1 −D1)2
(

2

C1 + C2 − 2D1
+

1

D2 −D1
). (1.68)

For the case of a doubly occupied intermediate quantum state

J2
eff =

4Γ4
IQS

(C2 −D2)2
(

2

2D2 − C1 − C2
+

1

D2 −D1
). (1.69)

The scope of this chapter is restricted to the case of an empty and or doubly occupied quantum state,
but note the possibility of indirect exchange coupling with a singly occupied intermediate quantum
state (the singly-occupied case is slightly more complicated, due to the presence of leakage states and
the fact that the interaction takes a different form, namely, the effect is due to the direct exchange
interactions of QD2 and QD3 with the intermediate quantum state).

The presence of the indirect effective exchange Hamiltonian transforms the unitary evolution of
the two-qubit system from

U±(t) = e−2iπ(∆Bt
2h

([σ1
z−σ2

z ]±[σ3
z−σ4

z ])) (1.70)

in the absence of indirect exchange, to

U±(t) = e−2iπ(
Jeff t

4h
(σ2.σ3−1)+∆Bt

2h
([σ1

z−σ2
z ]±[σ3

z−σ4
z ])) (1.71)

45



Chapter 1. Quantum Computing with Spin Qubits

in the presence of indirect exchange. The±will depend on whether∆BL =±∆BR. Letting

β =
∆Bt

h
(1.72)

and
ϵ =

Jeff t

h
(1.73)

a perfect entangling operation, equivalent to a CNOT gate, is given by

U+
β,ϵ = U+

1
2
,
√
3
4

. (1.74)

Implementation of this entangling sequence comes with a few requirements: we must be able to
turn the indirect exchange interaction on or off while single qubit gates are executed, which requires
dynamic control of the tunnel couplings between qubits and the intermediate quantum state. We
must also be able to finely tune tunnel rates and magnetic field gradients across each qubit, such that
they are equal. While the indirect exchange scheme relies on tuning an intermediate quantum state
into the single electron regime, the arduous tuning requirements of reaching the single-electron regime
mean that it would be desirable to operate the intermediate quantum state as amulti-electron coupler.
While singlet-triplet qubits have been operated in the multi-electron regime 111, the extent to which a
multi-electron coupler would facilitate this indirect exchange scheme is unknown. There is evidence
to suggest that the dynamics of singlet-triplet qubits coupled tomulti-electron dots are complex 165, as
signatures of negative exchange have been observed in such systems.

Ruderman–Kittel–Kasuya–Yosida Interaction

Multi-electron quantum dots have been used tomediate Ruderman–Kittel–Kasuya–Yosida (RKKY)
exchange between single spin qubits 227. The RKKY interaction generally occurs in the context of
nuclearmagnetism,where a nuclear spin couples to conduction electrons via the hyperfine interaction,
and those conduction electrons couple to a second nuclear spin, which is consequently coupled to the
first nuclear spin 212. This interaction is observed as the broadening of nuclear spin resonance lines. In
the context of quantum dots, the RKKY interaction couples two ‘magnetic impurities’ in the form of
single quantum dots, via the orbital states of a multi-electron mediating quantum dot 59. Taking the
simplest case of two spins coupled to a doubly-occupied intermediate quantum state, see Figure 1.11
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Figure 1.11: The Ruderman–Ki el–Kasuya–Yosida interac on between spin qubits. (a) Two spins are coupled by an
intermediate quantum state. (b) In the simplest case, the 4 electron system is considered. The ground state of the
intermediate state is a singlet. The tunnel rates between the peripheral spins and the various energy levels in the middle
dot are given by Γi. (c) A charge stability diagram of the triple-dot in the coupling regime. (d) The tunnelling processes
which contribute to a virtual exchange interac on between the two spins. This figure is adapted from Srinivasa et.
al. 227.
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(a), this interaction has been shown to generate an effective exchange between the two spin states of
the peripheral quantum dots 227. The two-electron spin states of the intermediate quantum dot are
singlet and triplet states, where the ground state is the singlet with both electrons in the same orbital,
labelledwith as orbital 1 in Figure 1.11 (b). In an externalmagnetic field, the next three excited states are
triplets, with one electron in each orbital, while even higher in energy is the two-orbital singlet state.
A charge stability diagram of this triple-dot setup is depicted in Figure 1.11 (c), with a solid black line
indicating the axis of qubit operation. Given the tunnel-couplings associated with various electron
transitions Γi, as labelled in Figure 1.11 (d), the effective exchange interaction is given by

Jeff = −2(
Γ∗
R2ΓR1Γ

∗
L1ΓL2

∆L∆R∆M
+ c.c) (1.75)

where ∆L and ∆R are the detunings of left and right dots respectively, and ∆M is the energy dif-
ference between the singlet ground state of the intermediate quantum dot and the T0 excited state.
The exchange mechanism is illustrated in Figure 1.11 (e). A distinctive feature of RKKY interaction
between nuclear spins is the oscillatory sign change of the interaction, depending on the inter-nuclear
distance. An equivalent oscillating phenomena is expected as a function of the tunnelling rates Γi, as
the clockwise and anticlockwise pathways in Figure 1.11 (e) interfere with each other constructively or
destructively.

Superexchange and Virtual Exchange

Another form of exchange which can couple distant spin qubits is superexchange40 20. In many re-
spects, superexchange is very similar to theRKKY interaction - a key difference is that superexchange is
mediated by virtual tunneling through empty bands. Superexchange typically arises in the context of
twomagnetic impurities being coupled via the unoccupied bands of a thirdmagnetic impurity, rather
than free carriers 218. Coherent oscillations, mediated by superexchange, have been observed between
the |↑, 0, ↓⟩ and |↓, 0, ↑⟩ states of a triple quantum dot 20.

Chapter 7 of this thesis will detail an experiment where double quantum dots in the two-electron
regime are coupled via a large, multi-electron quantumdot. Wewill demonstrate a gate design capable
of facilitating tunable tunnel couplings between quantum dots and mediating states.
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It’s interesting anyway to entertain oneself with the idea
that we’ve got something to learn about physical laws.

Richard Feynman - Simulating Physics with Computers

2
Readout of Double Quantum Dots

Probing the fragile spin state of an electron is a delicate art: adding the requirement that
any readout technique should ideally be scalable throws a fairly large spanner in the works. It is im-
portant to ensure that in developing fast, sensitive readout protocols for solid-state qubits, the read-
out circuit itself does not negate the original benefits of semiconductor-based quantum computers,
namely, their scalability. Large on-chip footprints and onerous wiring demands must be avoided if
solid-state quantum computers are to be scaled beyond a few qubits, although both of these features
are hard to avoid in current readout protocols, which require independently-addressable, proximal
qubit sensors. Additionally, the requirement that sensing dots and quantum point contacts be prox-
imal to the qubit is particularly challenging when it comes to coupling and reading out large qubit
arrays. Scalable quantum computing relies on scalable readout protocols. This chapter provides an
overview ofDC and high frequency readoutmethods for spin qubits inGaAs. It lays the groundwork
for Chapter 4, which details frequency multiplexing techniques for reducing both on-chip footprints
and eliminating the one-to-one requirement of readout channels to high frequency fridge lines. This
chapter also details recently developed dispersive gate sensing techniques 56. These sensors are ideal
for scaling gate-defined qubits, as incorporating the sensor itself into the confining gates eliminates
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the necessity of proximal sensors. The dispersive gate’s sensitivity to the quantum capacitance enables
us to not only probe the qubit itself, but also its immediate environment. The use of dispersive gate
sensors to probe the potential landscape of the 2DEG will be detailed in Chapter 5.

2.1 Direct Transport Measurements

Traditionally, the charge and spins states of quantum dots have been probed via direct transport mea-
surements, either by directlymeasuring the net current through the dot, or by probing the differential
conductance,G or dI

dV , with lock-in techniques. In a typical transport measurement of a single quan-
tum dot, electron transport is only allowed when the electrochemical potential of the dot aligns with
the source and the drain, or, at finite source-drain bias VSD, when the dot electrochemical potential
falls within the bias window (see Chapter 1 for details). The source and the drain are formed by the
two-dimensional reservoirs, electrically contacted by annealing NiGeAu eutectic stacks through the
heterostructure to form ohmic contacts. For ohmic fabrication details, see Appendix A. Transport
measurements are limited to regimes where the tunnel rates are greater than∼ 100 kHz 105, which cor-
responds to a current of around 10 fA79, the lowest current detected in transport measurements. In
many cases, the tunnel barriers aremuch less than 100 kHz in the single-electron regime. While careful
tuning can increase the tunnel rates in the single-electron regime, there are other reasons that opaque
tunnel barriers are desirable - the suppression of electron exchange with the leads, for example. When
the tunnel rates fall below ∼ 100 kHz, charge sensing with nearby sensing dots or quantum point
contacts can be employed.

2.2 The Quantum Point Contact

Quantum point contacts (QPCs) arise in two contexts in this thesis: first, they are sensitive charge
sensors which, when proximal to various quantum systems, can be used to detect the charge state of
quantumdots. Secondly, running a current through aQPC can result in unwanted back-actionwhich
affects the qubit state. Given its importance, we will temporarily derail our examination of readout
techniques in this section to briefly outline the physics of the QPC. A QPC forms in a narrow chan-
nel of electron gas which fans out to two reservoirs, whose electrochemical potential can be set. The
extent of the gate-defined channel’s ‘narrowness’ is critical: its width W must be comparable to the
Fermi wavelength, Figure 2.1. The length of the channel L must be less than the elastic mean free
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path, such that transport through the channel is ballistic. One might naively expect channel width,
which will have an approximate linear dependence on Vg , to be linearly proportional to channel con-
ductance. Instead, at zero magnetic field, as a function of Vg the channel displays a regular staircase of
conductance plateaus which are quantised in units of twice the conductance quantum, 2e2

h
249. This

quantisation is due to confinement in the y and z planes, and mathematically arises from the perfect
cancellation of the group velocity vn and the 1D density of states 28.

VSD

EF+eVSD

EF

kx

En(kx)
(a) (b) (c)

L < LeL x 

Figure 2.1: (a) A quantum point contact is a narrow channel of electron gas (yellow plane) defined by surface gates
(indicated in blue), with a width W on the order of the Fermi wavelength and a length which is shorter than the mean
free path. (b) Transport through the quantum point contact is quan sed in units of the conductance quantum. Here the
second and fourth allowable modes are drawn. Each mode has an associated conductance of 2e

2

h . (c) The x-dimension
energy dispersion rela on for a biased QPC.

The current density jn, per unit mode n, is given as the product of the charge density ρn and
group velocity vn:

jn = ρnvn (2.1)

where

vn =
1

ℏ
∂En(k)

∂k
(2.2)

and

ρn =
1

π

∂k

∂En(k)
. (2.3)
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Substituting Equations 2.3 and 2.2 into Equation 2.1, gives

jn =
1

π

∂k

∂En(k)
· 1
ℏ
∂En(k)

∂k
=

2

h
. (2.4)

The cancellation of vn and ρn render the current density independent of energy and therefore
mode, and it directly follows that for a given voltage V across a QPC, the resulting current I is dis-
tributed equally among the modes, provided the associated energy of the mode En is less than the
Fermi energyEF . This is known as the equidistribution rule: in general, modes with higher group
velocities can carry more current. However, in QPCs the density of these modes is inversely propor-
tional to their group velocity, and so the higher velocity is counteracted by the lower number of avail-
able states. When a voltage VSD is applied across the QPC, the current in each mode is given by

In = VSDe
2jn =

2e2

h
VSD. (2.5)

This current can be understood through Figure 2.1 (c), where finite VSD means there are more
electrons occupy states with momentum in one direction (for example kx < 0) than the other (kx >
0). The parabolic dispersion relations for kx which are depicted in Figure 2.1 (c) come from a more
thorough consideration of electronicwavefunctions in a realisticQPC. Such a consideration is beyond
the scope of this literature review. The conductanceG is related to In through

G =
In
VSD

= N
2e2

h
(2.6)

where N is the total number of modes below the Fermi energy EF . The presence of reflections
at the interface of the 2D reservoir and 1D channel slightly modifies Equation 2.6 to the Landauer
formula

G = N
2e2

h

∑
n

tn (2.7)

where tn is the tunnelling transmission amplitude of the nth mode, and will be between 0 and 1.
In realistic quantum point contacts, the conductance deviates from exact integer multiples of 2e2

h by
about 1% 137. For a fixed VSD,N can be varied by changing the width of the channel via gate voltages
Vg . For each extra allowed sub-band, the conductance increases by 2e2

h , resulting in the quantised
conductance staircase, Figure 2.1. The separation of steps in Vg is determined by the nature of the
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QPCpotential and the capacitive coupling between the gate and 2DEG.To first approximation, every
time the width of the channel increases by λF /2, another mode is allowed.

2.3 Charge Sensing: QPCs and Quantum Dots as charge sensors

Tuning quantum dots into a regimes where they can be employed as qubits is a delicate balancing
act. Changes to the electrostatic control knobs - the confining gate voltages - will affect more than
one important parameter at once. This means, for example, that while the experimentalist may wish
to change the electrochemical potential on a dot by making a voltage more negative, they may in-
advertently change the electrochemical potential of nearby dots, affect interdot tunnel coupling or
change the tunnel barriers to the leads. To complicate matters further, the random ionised donor
potential means that individual dots have a unique set of optimal gate voltages and must be indepen-
dently tuned. It is theoretically possible to detect the few electron regime in transport measurements,
through the fine tuning of the electrochemical potential and tunnel barriers. However, given already
onerous tuning requirements, the ability to relax thismeasurement constraint of requiring sufficiently
transparent barriers to detect current in the single electron regime is highly desirable. Additionally,
opaque tunnel barriers are ideal if electron exchange with the reservoirs is to be suppressed. It is in-
herently difficult to achieve single shot readout in transport measurement schemes, as each single shot
measurement requires the detection of a single electron tunnelling event, which are more easily de-
tected in the average current over many rapid pulse sequences 139. Charge sensing, a technique which
allows the charge state of the quantum dot to be determined in regimes where opaque tunnel bar-
riers render transport measurements impossible, relaxes the aforementioned constraints and enables
single-shot readout 215. Furthermore, in singlet-triplet qubits single-shot spin readout can be achieved
through spin-to-charge conversion. Spin-to-charge conversion relies on the fact that at large negative
detuning, the nuclear eigenstates map onto the singlet-triplet states as |↑↓⟩ → |S(1, 1)⟩ and |↓↑⟩ →
|T (1, 1)⟩. Applying an adiabatic pulse back to large positive detuning results in the |S(1, 1)⟩ tun-
nelling to the |S(0, 2)⟩ state, while the |T (1, 1)⟩ state remains blocked in the (1,1) charge configura-
tion, due to the Pauli exclusion principle. The singlet and triplet states can then be distinguished by
their unique charge configuration, provided measurement occurs within the T1 relaxation time.

Rather than directly probing transport through the dot, charge sensing measures the current
through a channel whose conductance is sensitive to the electron occupancy of an adjacent dot, in a
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(d) (i) (e) (i) Quantum Dot

(ii) (ii) 

 1 μm

Vg [mV]Vqpc [mV]
-415-425-435-500-600-700

0.00

0.04

0.08

0.12

G
 [2

e2
/h

]

0.0

0.4

0.8

1.2

(a) Quantum Point Contact (c) Quantum Dot

G
 [2

e2
/h

]

(b) 
Bias Point Bias Point

e off dot

e on dot

e off dot

e on dot
Vg

Vqpc

Figure 2.2: Sensing the charge state of a quantum dot with a proximal QPC and quantum dot. (a) The pinch off char-
acteris cs of a quantum point contact, like the one on the le of the SEM in (b). The QPC is biased in gate voltage
to a point of maximum sensi vity, usually around the middle of a riser in the conductance staircase. Electrons moving
onto a nearby dot will cause the conductance of the QPC to decrease (red arrow), and electrons moving off the dot
will cause the conductance to increase (brown arrow). (b) An SEM of a quantum dot (blue spheres), with both QPC
and sensing-dot measurement apparatus. (c) The Coulomb blockade peaks of a proximal quantum dot can also serve
as sensi ve charge detectors. Similarly to (a), the op mal bias point is halfway up a Coulomb peak, where shi s in the
nearby charge state result in the maximum change in conductance. (d) The electrosta c coupling of the double quan-
tum dot charge configura on changes the conductance of a QPC biased to the last riser. When an electron occupies
the dot closest to the QPC, the channel does not host any transmission modes (i), but when the closest dot is empty,
the channel opens. (e) A sensing dot, gate-biased approximately halfway up a Coulomb peak, will switch between open
and Coulomb blockade as electrons are added or subtract from nearby quantum dots.
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mechanism similar to that of a field effect transistor 84,249,68. The current through the channel is mea-
sured via standard lockin techniques. The sensitivity of a DC charge sensor will be proportional to
the relative change in conductance due to themovement of one electron. Very high charge sensitivities
can be achieved by taking advantage of the steep conductance roll-offs of the quantised conductance
staircase of a QPC68,207, or the Coulomb peaks of a sensor quantum dot 23. Electrons moving on and
off the dot result in step-like shifts of the conductance through theQPC or sensing dot, see Figure 2.2.
The conductance of a QPC biased to its most sensitive point, the riser of the last plateau, Figure 2.2
(a), will abruptly change if the electron occupancy on a nearby dot changes, narrowing or widening
the width of the QPC constriction. Electrons moving off the dot will result in an increase in conduc-
tance, while electrons moving onto the dot will shift its conductance towards zero. While the slope
of the conductance on the riser between any set of plateaus should be roughly the same, typically the
riser between the final plateau,G= 2e2

h , and pinched off,G= 0, is used. Adding extra QPC modes
increases screening 158, which in theory reduces the QPC sensitivity. Even higher charge sensitivities
can be attained by using a quantum dot as a sensor, which have been reported as up to 30 times more
sensitive in DC than QPCs 23. Qualitatively, this increased sensitivity of the sensing dot is due to its
sharper conductance slope with gate voltage Vg - but this is not the complete picture. The lever arm
for converting between the capacitive effect of the gate held at Vg , and the capacitive effect of a change
in charge occupancy of the dot, will be different in sensing dots and QPCs. This lever arm must be
taken into account when comparing theirG vs Vg slopes. In aQPCwhere the one dimensional chan-
nel is adiabatically coupled to the reservoirs, Vg will be screened by the reservoirs, which will oppose
the change in potential in the QPC caused by the applied voltage (or a change in charge occupancy
of the dot being sensed). The degree of screening will depend on how sharply the saddle potential
of the QPC bends towards the reservoirs. Conversely, the main screening mechanism in a sensing
dot will be from the surrounding gate electrodes, as the dot is largely decoupled from the reservoirs.
Screening effects in sensing dots are suppressed in comparison to QPCs: the numerically simulated
lever arm is estimated to be ∼ 20 times greater in dots than QPCs 23. Both sensing dots and QPCs
are used for readout in this thesis: however, the techniques discussed so far are inadequate for charge
sensing on the time scales which would be required for single shot readout of a spin qubit. In the
following section, we will detail a technique which adapts DC charge-sensing techniques to rf, such
that high-bandwidth fast charge sensing is possible in the T1 times of a spin qubit.
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2.4 rf-Reflectometry

TheRC time constants associated withmeasuring the conductance ofQPCs or sensing dots are large:
the required bias points impose a lower bound on the resistance of the line (> 25 813Ω) (not to men-
tion additional resistances from filtering in the fridge), and the parasitic capacitances of the dc wires
in the dilution fridge are typically hundreds of picofarads. These ballpark numbers yield RC time
constants of tens of microseconds, greater than the T1 times of spin qubits 24, or readout bandwidths
on the order of a few tens of kHz. To successfully perform single shot readout, readout times must
be comparable to the qubit lifetimes - which imposes the requirement of much higher bandwidths.
Rf-reflectometry is a readout technique employed to reach these higher bandwidths. In essence, rf-
reflectometry is ameasurement of the power reflected from aQPC embedded in an impedancematch-
ing circuit 207. The reflected power will depend on howwell matchedQPC circuit is to the impedance
of the distributed element 50Ω transmission lines in the fridge: as the resistance of the QPC moves
closer to or further away from the matching condition, the reflected power will be proportionally
altered. Because the bare impedance of the QPC is so far away from 50Ω, a matching circuit is neces-
sary to transform the RQPC > 50kΩ to a low impedance: in the absence of this matching, all power
would be reflected, and slight deviations ofRQPC do not change the amount of reflected power, see
Figure 2.3. Matching is achieved by embedding the QPC in a resonant LCR circuit, comprising a
lumped element superconducting spiral inductorL bonded to an ohmic and the parasitic capacitance
Cp downstream of this inductor, which includes contributions from bond wires, 2DEG and nearby
metallic gates. With sensitivities exceeding 6× 10−4 e/

√
Hz at 2K 180, QPC sensors and sensing dots

are amongst the most sensitive charge detectors available, rivalled only by rf-SETs, which have sensi-
tivities in the µ e/

√
Hz range7.

2.4.1 Impedance Matching

In general, electromagneticwaves travelling through amediumhave a frequencydependent impedance
Z0(ω). When thewave encounters aboundarybetweenmediawithdifferent characteristic impedances,
where the second medium has an impedance ofZ1(ω), the reflection coefficient is

Γ(ω) =
Z1(ω)− Z0(ω)

Z1(ω) + Z0(ω)
(2.8)
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and |Γ|2 is power of the reflectedwave as a proportion of the incidentwave. This is very closely related
to the reflection of normal incidence light on the boundary of twomedia, where the refractive indices
of the twomedia take the place of the characteristic impedance. The reflection coefficient is related to
the S11 parameter of the system via

S11 = −20log|Γ| = −20log
Vref

Vin
= −10log

Pref

Pin
(2.9)

which simply converts the reflection coefficient to units of decibels. Vref and Pref are the reflected
voltages and powers, respectively. Similarly, Vin and Pin are the input voltages and powers, respec-
tively. Typical coaxial cables employed in the experiments of this thesis have a characteristic impedance
of 50 Ω in the frequency ranges used for qubit readout. The bare QPC circuit can be modelled as a
simple variable resistor and capacitor in parallel to ground. The bare impedance of this circuit is

Z1(ω) =
1

1
RQPC

+ jωCp
(2.10)

whereRQPC is theQPC resistance, andCp is the parallel parasitic capacitance. In the limit where
1/RQPC »ωCp, the impedance of theQPC is approximated as simply its resistance (RQPC ∼ 50kΩ,
and Cp ∼ 0.3 pF). In Figure 2.3, the reflection coefficient Γ is plotted as a function of Z1, or QPC
impedance, from Equation 2.8. It is assumed that this impedance is at a fixed frequency. It is clear
than whenZ1 is much greater than 50Ω, the incident wave is almost entirely reflected. Not only will
power not be delivered to theQPC in this regime, but changes in theQPC resistance (ie. those due to a
changing electron occupancy of the dot) will amount in extraordinarily small changes to the reflection
coefficient, rendering theQPC insensitive at whatever frequency it is being probed. For reflectometry
towork, small changes inQPC resistancemust result in detectable changes inΓ. It is clear fromFigure
2.3 that in order to be sensitive, the impedance of the QPC must be transformed such that it is closer
to 50Ω.

This impedance transformation is achieved by adding an inductor to the QPC circuit, in series
with the RC circuit, drawn in Figure 2.3. The impedance of this circuit is given by209

Z1(ω) = jωL+
1

jωC
(

1

1 + 1
jωRC

) (2.11)
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Figure 2.3: Impedance matching the QPC readout circuit. The blue curve plots the reflec on coefficientΓ of a wave at
the interface of the transmission 50Ω coaxial cable and the QPC, as a func on of the QPC impedanceZ1. Without an
inductor, the QPC circuit can be modelled as a resistor and capacitor in parallel. In regimes where the QPC is sensi ve
to charge on a nearby dot,Z1 is approximately equal to its resistance, as the resistance is much larger than the parasi c
capacitance. The bare QPC impedancemust necessarily be greater than 25 813Ω, and so incident waves will be almost
en rely reflected. Addi onally, the change in reflec on coefficient due to a small change in resistance in these regimes
will be small. To overcome this issue, inductors are added in series with the QPC resistance to create matching circuits,
transforming the bare resistance of a sensi ve QPC to an impedance of∼ 50 Ω. When this condi on is sa sfied, we
can operate in a regime where changes to the QPC resistance result in sufficiently large changes in reflec on coefficient
to detect via rf reflectometry.
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Figure 2.4: The QPC circuit (a), and the equivalent circuit close to resonance.

and use the Taylor expansion
1

1− jx
=

∞∑
n=0

jnxn (2.12)

to get

Z1(ω) = jωL+
1

iωC
+ (

1

RQPC
)(
L

C
). (2.13)

Introducing a term for the effective resistance of the QPC,Reff , where

Reff =
1

RQPC
(
L

C
), (2.14)

Equation 2.13 becomes
Z1(ω) = jωL+

1

jωC
+Reff (2.15)

which is simply the impedance of an inductor, capacitor and resistor in series, Figure 2.4. The condi-
tion under which Γ= 0 is

Z1(ω) = 50Ω = jωL+
1

jωC
+Reff . (2.16)

Equating the real and imaginary parts the impedance results in

jωL+
1

jωC
= 0 (2.17)
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Reff =
1

RQPC
(
L

C
) = 50Ω (2.18)

where Equation 2.17 imposes the condition that matching must occur at the LC resonant frequency
ωr, and Equation 2.18 is the impedance transformation at the resonant frequency, determining the
conditions under whichReff will be transformed to 50Ω.

We now turn to the choice of matching inductance, L. In Figure 2.5, the absolute magnitude of
the reflection coefficient is plotted as a function of frequency and matching inductance, for various
QPC resistances and parasitic capacitances. The reflection coefficient for the most realistic pair of
RQPC and Cp values (50 kΩ and 0.3 pF respectively) of a QPC are plotted in Figure 2.5 (b). A com-
parison of Figure 2.5 (a) and (b) clearly shows the effect of changing the QPC resistance from 50kΩ
to 150 kΩ: while the frequency which has the lowest |Γ| for a given L (ie. the resonant frequency)
remains unchanged, the circuit is more closely matched to 50Ω at RQPC = 50kΩ than RQPC = 150
kΩ, and so |Γ| is lower for the RQPC = 50kΩ case. In general, the choice of inductor will be one
which, for the expected Cp, will minimise the reflection coefficient |Γ|. It is also desirable to work
at frequencies below approximately 1 GHz so that circuit elements can be treated as lumped; above 1
GHz, the wavelength of the resonant frequency is comparable to the dimensions of the circuit and life
gets more complicated. As a general rule of thumb 18, once the circuit dimensions exceed 1/20 of the
wavelength, the system crosses the threshold where it can no longer be modelled as lumped element,
and must be treated as distributed. In a distributed circuit, approximating the current and voltage
values as constant across the circuit is no longer valid, as phase cannot be neglected. As a back of the
envelope calculation, a 1 GHz electromagnetic wave in free space has a wavelength of 30 cm, and a
threshold dimension of 1.5 cm, which is roughly on the order of the chip dimensions. Matching with
a distributed element circuit is difficult because, unless device geometries are carefully tailored, the
impedance will have different values at various points in the matching circuit, which will undesirably
increase |Γ|. Given expected values ofCp ∼ 0.2 - 0.3 pF, the inductances which will satisfy the above
criteria are in the range of 100 - 600 nH.

Thematching inductor is ideally as close to lossless as possible: any resistance in parallel withL in
Figure 2.4 (a)will add dissipation, reducing theQ factor and lowering the sensitivity (the aim is to have
as high a Q factor as possible without trading off bandwidth). Tominimise dissipation, the matching
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Figure 2.5: The reflec on coefficient |Γ| as a func on of frequency, f, and inductance, L, for various values of QPC
resistance and parasi c capacitance. Experimentally,RQPC is a parameter which can be tuned, whereas Cp is fixed
by the experimental geometry. In each plot, it is evident that for any given inductance L there is a frequency at which
|Γ is minimised. This is the resonance frequency fr . (a) |Γ| for (RQPC ,Cp) = (150 kΩ, 0.3 pF). This might correspond
to a situa on where there are reasonably low parasi c capacitances, but the QPC is not tuned to a sensi ve regime.
(b) (RQPC , Cp) = (50 kΩ, 0.3 pF). These are both reasonable values for the regime where the QPC is sensi ve, and
|Γ approaches zero for L > 400 nH, as is op mal. (c) (RQPC , Cp) = (150 kΩ, 3 pF). The rf-QPC is insensi ve, due to
both RQPC not being biased to a sensi ve point for charge sensing, and the high |Γ| across the en re frequency
range < 1 GHz. (d) (RQPC ,Cp) = (150 kΩ, 3 pF). Even whenRQPC is sensi ve, highCp will significantly reduce the
sensi vity of rf-readout.
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L is provided by a superconducting niobium spiral inductor on a sapphire substrate 116, located prox-
imally to the GaAs chip to minimise the parasitic capacitance due to bond wires. Chapter 4 of this
thesis will detail a device-level frequency multiplexing chip, which integrates bias tees and resonators
for each channel onto one chip, allowing channels to be independently addressed and simultaneously
read out.

2.4.2 Reflectometry Measurement: Homodyne Detection

Once impedance matched, standard rf-reflectometry techniques 207 can be used to read out the state
of the double dot. Details of the rf set-up required for this measurement can be found inAppendix B:
however, a brief outline is provided here. A carrier at the resonant frequency of the matched circuit is
output from a signal generator at room temperature. Generally, the carrier is split, with one output of
the splitter going down the fridge to the device, while the other part of the carrier goes into the mixer
which forms part of the demodulation circuit. At the mixing chamber, the transmitted signal is cou-
pled onto the device through a directional coupler. An off-chip inductor transforms the impedance
of the rf-QPC or sensing dot such that it matches 50Ω, and the reflected signal is amplified at the 4K
stage and again at room temperature, before entering the demodulation circuit. The demodulation
circuit works as follows: the carrier signal which is transmitted to the rf-QPC or sensing dot is given
by

At cos(ωct+ ϕt) (2.19)

while the reflected signal is given by

Ar cos(ωct+ ϕr) (2.20)

whereωc is the carrier frequency,At andAr are the signal amplitudes of the transmitted and reflected
waves, respectively, and ϕt and ϕr are the phases of the transmitted and reflected waves, respectively.
The amplitude and phase of the reflected signal, Ar and ϕr, contain information about the state of
the qubit, which is extracted by mixing the transmitted and reflected waves at the first stage of the
demodulation circuit, see Figure 2.6. The result is

At cos(ωct+ ϕt)×Ar cos(ωct+ ϕr) = AtAr
1

2
[cos(2ωct+ ϕt + ϕr) + cos(ϕt − ϕr)]. (2.21)
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Equation 2.21 contains high and low frequency components - loss pass filtering removes the high fre-
quency component, leaving the DC component

AtAr
1

2
cos(ϕt − ϕr) (2.22)

which is read out as a voltage on an oscilloscope. I andQ components can be extracted by introducing
a second mixer, driven by a signal which is π/2 out of phase with the first mixer.

2.5 Dispersive Gate Sensing

Oneof the keymotivatorswhichprompted the fieldofquantumcomputing tobegin considering solid
state qubits was the potential for scalability 155,46. Despite the excellent sensitivities of rf-QPCs 180, the
requirement of a gate-defined QPC proximal to individual qubits presents a challenge to designing
an architecture where qubits can be simultaneously coupled and measured, since in many schemes
qubits must be adjacent to be coupled 223. Without multilayer fabrication, the requirement of prox-
imal QPCs also limits coupled-qubit geometries to one dimensional arrays 168. One readout method
with a bandwidth comparable to QPC rf-reflectometry, but which alleviates the need for proximal
QPCs, is dispersive gate sensing, wherein a gate defining a dot is embedded in a resonant circuit.
Changes in the qubit state pull the frequency of the resonator, which is probed with reflectometry
techniques. Dispersive readout is an old, familiar tool in the superconducting qubit toolbox 33, and
has recently made a debut on the stage of semiconducting qubits 56 117 125. The essence of dispersive
readout is the detection of a shift of the resonant frequency of a circuit, due to the a change of state in
a coupled, off-resonant system. In superconducting cavity QED, the qubit is capacitively coupled to
an off-resonant microwave cavity and the cavity’s frequency is pulled by the qubit’s state-dependent
dipole moment 245. Microwaves at the bare cavity frequency are transmitted through the cavity, and
their phase contains information about the qubit state. The possibility of probing the state of semi-
conducting qubits coupled to superconducting microwave resonators has also been demonstrated in
InAs nanowires 197 and GaAs quantum dots 89, where qubit-cavity coupling rates of∼ 30 MHz have
been achieved. The advantage of coupling qubits to cavity resonators is that they can in theory bemea-
sured, controlled and coupled via cavityQED. Spins, however, do not couple directly to electric fields
and in order to drive spin rotations via cavity electric fields, a large spin orbit coupling is required 197.
The spin orbit interaction in GaAs and Si based qubits is insufficient to generate coherent spin ro-
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Figure 2.6: The rf-reflectometry circuit (not drawn to scale), for the readout of a QPC charge sensor. A carrier from a
signal generator at room temperature is split in two: part of the signal is transmi ed down the fridge high frequency
lines, the other part is connected to the mixer in the demodula on circuit. A enuators at each temperature stage
thermalise the high frequency lines to the fridge, and help reduce noise from higher temperature stages (for details see
Appendix B). At themixing chamber, the signal is coupled onto the device through a direc onal coupler andmul plexing
chip, see Chapter 5 for mul plexing chip details and Appendix B for board and equipment details. The bias tees on the
mul plexing chip are used to apply DC voltages to the same lines used for rf-readout. The reflected signal is amplified,
before demodula on at room temperature.
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tations, and strong spin-cavity coupling has only been achieved in InAs nanowires, whose spin orbit
length of∼ 100 nm is comparable to the size of the dot.

In the case of a dispersive gate sensor 56, a gate which defines a quantum system is embedded in
a lumped element resonant circuit, similar to the circuit discussed in Section 2.4 and measured with
reflectometry techniques. Dispersive gate sensors possess the key advantage of not requiring any ad-
ditional space on-chip, using only a gate which was already necessary to define the quantum dot. The
resonant frequency of the dispersive gate is given by

f =
1

2π
√
LC

(2.23)

where L is the inductance of the lumped element inductor and C is the capacitance downstream of
the inductor. This capacitive term comprises both the parasitic capacitanceCp (the classical geometric
component) and quantum capacitanceCq , such that

C = Cp + Cq. (2.24)

Changes toCq result in measurable shift of the resonant frequency.

2.5.1 Quantum Capacitance of a Quantum Dot

The quantum capacitance is a measure of the compressibility or polarizability of a quantum system
in response to an electric field. It is distinct from the classical geometric capacitance because it arises
as a consequence of the Pauli exclusion principle in low dimensions 157. Consider the capacitance of a
three-plate capacitor, as in Figure 2.7, where the top and bottom plates (Plates 1 and 3 respectively) are
three dimensional and metallic. If the middle plate, Plate 2, is a grounded metal, the capacitance seen
by Plate 1 will simply assume its classical geometric value (per unit area)

Cg1 =
ϵ1
d1

(2.25)

where ϵ1 is the dielectric constant (permittivity) of the medium between Plates 1 and 2, and d1 is the
distance between them. The circuit diagram for this scenario is given in Figure 2.7 (a). There is no
electric field between Plate 2 and Plate 3, due to complete screening by Plate 2. This is not true, how-
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Figure 2.7: A three plate capacitor demonstrates the emergence of the quantum capacitance in low dimensional sys-
tems. (a) When Plate 2 is a metal, it can screen external electric fields effec vely. When a voltage is applied to Plate 1,
electrons in Plate 2 are rearranged to screen the electric fields completely from Plate 1. There is therefore no charge
induced on Plate 3 due to the voltage on Plate 1, and the capacitance seen at Plate 1 is the simple classical capacitance.
(b) If instead Plate 2 is a 2DEG, the effects of a finite density of states are non-negligible. Plate 2 can no longer per-
fectly screen the electric fields from Plate 1, and they penetrate Plate 2 to induce charge on Plate 3. In addi on to the
classical capacitance, Plate 1 will also see an extra capaci ve term coming from the fact that there is a finite energy cost
to adding charge to the low dimensional sheet. This term is called the quantum capacitance, Cq . When considering
the equivalent circuit,Cq is in parallel withC2, the geometric capacitance between Plate 2 and Plate 3157.
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ever, if Plate 2 is replaced by a 2DEG. The extent to which a 2DEG can effectively screen is reduced
because confinement imposes a finite energy cost for the rearrangement of electrons within the semi-
conductor, in addition to that which would occur in a regular metal. If electric fields from Plate 1 can
penetrate Plate 2, the relevant circuit diagram is no longer that in Figure 2.7 (a), and is replaced by that
in Figure 2.7 (b), whereC1 andC2 are given by

Ci =
ϵi
di
, i = 1, 2 (2.26)

and
Cq =

gvm ∗ e2

πℏ2
(2.27)

where gv = 2 to take into account spin degeneracy, and m∗ is the effective carrier mass in the 2DEG.
The resulting circuit diagram comprisesC1 andC2 in series, with theCq term entering as a capacitance
in parallel withC2

157. Let us assume thatN electrons are pushed into the 2DEG fromPlate 1: this will
result in a classical change in voltage proportional to the geometric capacitance

∆V =
Q

Cg
=

Ne

Cg
. (2.28)

In addition to this contribution to the voltage across the plates, adding electrons to the 2DEG will
increase the electrochemical potential of the electron gas itself, as the electronsmust fill up inbandsdue
to the finite density of states at the Fermi energy. The subsequent increase in electronic electrochemical
potential is

∆µ =
N

D(E)
(2.29)

where D(E) is the density of states at the energy the electrons are filling, ie. the Fermi energy. In
general, the quantum capacitance is related to the density of states by

Cq = e2
E2∫

E1

D(E)∂E (2.30)

and measurement of Cq in low dimensional systems provides a direct probe of the density of states.
Careful examination of Equation 2.27 reveals that it is simply the two dimensional density of states
multiplied by e2. Measurements of Cq have been used to characterise the two-dimensional density
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Figure 2.8: Quantum capacitance in single and double quantum dots. (a) A dispersive sensor detects the change in
charge state of a single quantum dot when tunnelling on and off the dot is allowed, ie. at a charge degeneracy (the
intersec on points of the fixed-charge parabolic energy curves). At the charge degeneracy, the oscilla ng voltage on
the dispersive sensor will induce electron tunnelling, which corresponds to a change in the polarizability of the dot,
and hence changes the quantum capacitance Cq . Away from charge degeneracies, electron tunnelling will not occur
and unless the rf power is sufficiently large, Cq will be constant. (b) In double quantum dots, Cq is propor onal to

the second deriva ve of the energy bands, ∂
2E
∂ϵ2 . The second deriva ves of the energy bands (solid lines, where blue

indicates the ground state, and grey indicates the excited states) are displayed as dashed lines. At zero detuning, the
charge states are degenerate and electrons can tunnel between the two dots, which changes the dots’ polarizability.

of states near the Dirac point in graphene72 32, Van Hove singularities in the one-dimensional density
of states in carbon nanotubes and interacting electrons 119, and helical surface states in topological in-
sulators 254. In zero dimensions, the density of states assumes the form of delta functions at discrete
energies, manifest in the discrete spectra of allowed energies in quantum dots. There are two types of
transitions which can be dispersively detected in double quantum dots: intra-dot transitions, where
the total electron occupancy of the double dot changes as electrons tunnel between the dot and the
reservoirs, and inter-dot transitions, where the total electron occupancy remains fixed as electrons tun-
nel between dots. Intra-dot tunnelling is probed dispersively at the Fermi level of the reservoirs.
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Intra-dot tunnelling

Electrons tunnelling between the leads and the dot will induce a change in polarizability, which can
be detected as a change in Cq . Consider a single dot, as in Figure 2.8 (a): tunnelling will only occur
at charge degeneracy points. If a single dot is biased at a charge degeneracy point, the oscillating dis-
persive voltage induces tunnel events between the dot and the leads. On the other hand, if the dot
is in Coulomb blockade (and the amplitude of the rf-signal is small compared to the Coulomb peak
separation), no tunnelling will occur, andCq is constant. A more complete description considers the
quantum admittance Yq(ω) of electron transition to the leads93 58, expressed as 117

Yq(ω) = gq + iωCq (2.31)

where gq is the quantum conductance. For a dot-lead transition

gq = A
q2e

4kBTe
Γ(1 +

Γ2

ω2
0

)−1 cosh−2(
∆µ

2kBTe
) (2.32)

and
Cq = A

q2e
4kBTe

(1 +
ω2
0

Γ2
)−1 cosh−2(

∆µ

2kBTe
) (2.33)

where ∆µ is the electrochemical potential of the dot relative to the Fermi-level of the lead, ω0 is the
dispersive gate frequency, Te is the electron temperature and Γ is the dot-lead tunnel rate. A few im-
portant things can be deduced from Equations 2.32 and 2.33. Firstly, this form is dispersive measure-
ment is essentially probing the density of states of the dot at the Fermi level of the reservoirs, evidenced
by the∆µ term inside the cosh function, which reaches its extrema when∆µ = 0, that is, when the
lead and the dot electrochemical potential align. Secondly, Equation 2.33 reveals that the sensitivity
of the dispersive readout will depend the relative ratio of the drive frequency to the tunnel rates, due
to the presence of the ω2

0
Γ2 term. If the dispersive gate frequency is significantly larger than the tunnel

rate, the dot is not able to be polarised at the drive frequency, and there will be minimal change inCq .
Dispersive shifts are only detected in regimes where Γ≥ ω0. Finally, gq only assumes non-negligible
values when ω0 ∼ γ: when the tunnel rate is significantly larger than the drive frequency electrons
will tunnel out of phase, resulting in a predominantly capacitive response 117.
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Inter-dot tunnelling

In order to dispersively probe the qubit state, theCq of the |0⟩ and |1⟩ states must differ. Early work
which measured the quantum capacitance in Cooper pair boxes73 found that Cq is proportional to
the second derivative of the energy bands, that is

Cq ∝
∂2E

∂ϵ2
. (2.34)

This is illustrated in Figure 2.8 (b). To describe the sensitivity of the dispersive sensor to the curvature
of the qubit energy levels, we start with the following Hamiltonian71

H = HDGS +Hq +Hc (2.35)

where
HDGS = ℏω0a

†a (2.36)

is theHamiltonian of the dispersive gate sensor, wherea anda† are the raising and lowering operators,

Hq =
ℏ
2
ϵσz +

ℏ
2
tcσx (2.37)

is the Hamiltonian of a double dot operated in the (0,1) - (0,1) charge regime, and

Hc = ℏgω0(ia
† − ia)σz (2.38)

is the coupling Hamiltonian, where g some constant which describes the coupling strength between
thequbit and the resonator. Becauseg<1, the couplingHamiltonian canbe treated as aperturbation.
Diagonalizing the qubit Hamiltonian using σ̃z = (ϵσz + tcσx)/Ω, whereΩ =

√
(ϵ2 + t2c), we get

H̃q =
ℏΩσ̃z
2

(2.39)

such that in this basis, the total Hamiltonian is

Htot = ℏω0a
†a+

ℏΩσ̃z
2

+ ℏg(
ϵ

Ω
)ω0(ia

† − ia)σ̃z − ℏg(
tc
Ω
)(ia† − ia)σ̃x. (2.40)
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Analysing this model with second order perturbation theory reduces the Hamiltonian to

Heff = ℏω0a
†a+

ℏΩσ̃z
2

+ ℏg2(
tc
Ω
)2

ω2
0

Ω2 − ω2
0

Ω(2a†a+ 1)σ̃z. (2.41)

In the limit whereΩ≫ ω0, the following approximation can be made:

ω2
0

Ω2 − ω2
0

≈ ω2
0

Ω2
(2.42)

which means that the shift in oscillator frequency becomes

∆ω0 = 2ω0g
2(
tc
Ω
)2
ω0

Ω
⟨σ̃z⟩. (2.43)

Given the following relation

Cq ∝
∂2E

∂ϵ2
=

∂2Ω

∂ϵ2
=

1

Ω
(
tc
Ω
)2. (2.44)

Equation 2.43 then becomes

∆ω0 = 2ω2
0g

2∂
2Ω

∂ϵ2
⟨σ̃z⟩. (2.45)

demonstrating that the dispersive shift is proportional to Cq , and that the maximum dispersive shift
will occur when tc = Ω. This makes sense, given that the dot is maximally polarizable when there is
no energy cost for the electron being on either of the dots. While these derivations hold for a single-
occupied double quantum dot, theCQ ∝ ∂2E

∂ϵ2
relation also holds for singlet-triplet qubits 117 58, where

the curvature of the singlet energy bands at zero detuning result in a capacitive shift, while the linearity
of the triplet energy bands at zero detuning do not. Intuitively, this is because tunnelling between the
S(1,1) and S(0,2) states is allowed at ϵ = 0, whereas the T(0,2) triplet state is split off and an inhibitive
large energy cost must be paid for electrons in T(1,1) to tunnel to T(0,2).
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No man is an island entire of itself; every man is a piece
of the continent, a part of the main.

John Donne, MEDITATION XVII, Devotions upon
Emergent Occasions

3
The Semiconductor Qubit Environment

Aswithmen, sowith qubits: to paraphrase JohnDonne, ‘no qubit is an island, entire of itself’ (well,
except for perhaps Cooper pair boxes, in the literal sense). That is to say, no qubit is immune from
a finite amount of noise due to interactions with its environment. The catch-22 of quantum control
is that without environmental interactions, a qubit would happily preserve its quantum information
indefinitely, but it would be of no use to us becausewewould be prevented fromprobing its quantum
state. The challenge for the experimentalist is to minimise the effects of environmental noise so that
they are below the threshold required to implement error correction protocols. However, in addition
to simply undoing the effects of noise, it is helpful to examine its origin and ask whether there are
intrinsic ways we can engineer the qubit environment tominimise noise in the first place. Commonly
employed noisemitigation schemes have been discussed inChapter 1, but this chapter constitutes a de-
tailed review of the local environment of spin qubits in GaAs double quantum dots, with a particular
focus on local charge distributions and phonon populations.
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3.1 Phonons in GaAs

Phonons are collective excitations, or vibrational modes, of an atomic lattice. The nature of phonons
in crystals depends on the properties of the lattice. Two types of phonons, optical and acoustic, oc-
cur in lattices with two atomic species in their primitive cell, while only acoustic phonons exist in
monatomic lattices. The GaAs crystal has a zinc-blende structure, see Figure 3.1, which is essentially
two inter-penetrating face-centred cubic lattices. This means that both optical and acoustic phonons
are present in the qubit environment.

Ga

As

[100]

[001]

[010]

Figure 3.1: The zinc-blende structure of the GaAs crystal. Red spheres correspond to gallium atoms, while blue spheres
correspond to arsenic atoms.

3.1.1 Optical and Acoustic Phonons

Optical and acoustic phonons emerge in the following way: consider, in the simplified case, a one
dimensional Bravais lattice, where each primitive cell contains two atomic species, see Figure 3.2 16 133.
The model becomes more complicated when the full 3D lattice is accounted for and crystallographic
directions must be specified, but the one dimensional case suffices as a demonstration of the mathe-
matical framework in which optical and acoustic phonons emerge. The lattice is modelled as masses
connected by springs of different spring constants,G1 andG2, due to the different average distances,
d and a− d, between ions. We consider a lattice chain containing N primitive cells. In practice, ions
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d a-d

nx (n+2)x (n+3)x (n+4)x

G1 spring

G2 spring

primitive cell

Figure 3.2: A simple model of phonons in a one-dimensional la ce, containing two atomic species. The la ce is
modelled as masses connected by springs, with two dis nct spring constants corresponding to the different average
distances between ions.

are not stationary in the lattice, and so their position at a point in time is described by

r(R) = R+ u(R) (3.1)

where r(R) is the position of the ion with average position R, and u(R) is the ion’s displacement from
its average position. The harmonic potential energy of the lattice (assuming periodic Born-von Kar-
man boundary conditions) is given by

U =
G1

2

∑
2

[u1(nx)− u2(nx)]
2 +

G2

2

∑
2

[u2(nx)− u1((n+ 1)x)]2 (3.2)

where u1(nx) is the displacement of an ion oscillating aroundnx, and u2(nx) is the displacement of
an ion oscillating around nx+ d. The equations of motion are

m
∂2u1(nx)

∂t2
=

∂U

∂u1(nx)
= −G1[u1(nx)− u2(nx)]−G2[u1(nx)− u2((n− 1)x)] (3.3)

m
∂2u2(nx)

∂t2
=

∂U

∂u2(nx)
= −G1[u2(nx)− u1(nx)]−G2[u2(nx)− u1((n− 1)x)] (3.4)

wherem is themass of the ion. The solutionswe are interested in have the formof awavewith angular
frequency ω and wave vector k:

u1(nx, t) = ϵ1e
i(knx−ωt) (3.5)
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u2(nx, t) = ϵ2e
i(knx−ωt). (3.6)

These solutions describe the spatially and temporally periodic motion of ions within the primitive

- π/x + π/x
k

ω(k)

acoustic branch

optical branch (
2G 1

m
√

(
2G 2

m
√

(
G 1 + G 2

m
√

Figure 3.3: The dispersion rela on for acous c and op cal phonons in a one dimensional diatomic la ce. The higher
energy branch (red) corresponds to op cal phonons, while the lower energy branch (blue) corresponds to acous c
phonons.

cell. ϵ1 and ϵ2 are constants. The ratio of ϵ1 and ϵ2 sets the relative amplitude and phase of vibrations
within a primitive cell. Substituting Equations 3.5 and 3.6 into Equations 3.3 and 3.4, and solving for
ω gives

ω2 =
G1 +G2

m
± 1

m

√
G2

1 +G2
2 + 2G1G2cos(kx). (3.7)

where
ϵ2
ϵ1

= ∓ G1 +G2e
ikx

|G1 +G2eikx|
(3.8)

Periodic boundary conditions constrain the wave vector k to take the form

k =
2π

x

n

N
(3.9)

whichmeans that there areN distinct solutions of Equations 3.3 and 3.4, and a shift of k by 2π/x leaves
the displacements u1 and u2 unaffected. As such, we plot the solutions for ω within the range of k
between -π/x to +π/x, see Figure 3.3. There are two branches of the phonon dispersion relation (red
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and blue traces in Figure 3.3), corresponding to the two solutions of Equations 3.5 and 3.6. The lower
(blue) branch is the acoustic phonon branch. For k values away from the boundaries, the dispersion
displays the characteristic linearity of sound waves. In sound waves ω = vpk, where vp is the phase
velocity of the sound wave 16.

- π/x + π/x
k

ω(k)
- π/x + π/x

k

ω(k) primitive celloptical mode

acoustic mode

optical mode

acoustic mode

Figure 3.4: The difference between op cal and acous c phonon modes, at various points in the dispersion curve, is
pictorially represented. The red and blue balls on the le dispersion rela ons indicate the point the schema cs on the
right describe. Top: at k = 0, the op cal mode consists of atoms within the primi ve cell moving out of phase with each
other (red boxes). The acous c mode at k = 0 consists of all atoms moving in phase with one another. Bo om: at the
boundaries of the dispersion rela on. In the acous c mode, ions in the unit cell move in phase with each other, but
out of phase with the adjacent unit cells. In the op cal mode, the mo on of ions within each unit cell is out of phase.
Figure adapted from Ashcro et. al. 16.

3.1.2 Electron-Phonon Coupling in GaAs

Optical and acoustic phonons couple to electrons via electric fields. Phonons generate local electric
fields in the lattice via the deformation potential or the piezoelectric effect.
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Deformation Potential Electron-Phonon Coupling

Deformation coupling originates from shifts in electronic band structure resulting from lattice dis-
tortions, and is common to all semiconductors 105. Pioneering research on the deformation potential
was undertaken by Bardeen and Shockley 21, two giants of early semiconductor research, who were
concerned with what would ultimately limit electron mobility in transistors. The compression of a
lattice, such that its lattice constant changes from a to a′, will change the solutions of the Bloch equa-
tions from which electronic band structure is derived, Figure 3.5. The dependence of the conduction
and valence band energies on lattice constant is plotted in Figure 3.5 (b), for a diamond lattice. The
periodic potential of stationary lattice ions (ie. a uniform lattice constant) is given by

U(r) =
∑
R

V (r −R) (3.10)

where R is the average position of the ion, as before. This potential features in the derivation of the
Bloch equations, but is only an approximation for the true time dependent potential, which takes the
form

U ′(r) =
∑
R

V (r −R− u(R)) = U(r)−
∑
R

u(R) · ∇V (r −R) + ... (3.11)

where u(R) is the time-dependent ion displacement from its equilibrium position 16. In short, if the
wavelength of the phonon is much greater than the average inter-atomic spacing, the effective lattice
constant will spatially vary depending on the phonon-induced strain. The energies of the conduc-
tion bandEcon and valence bandEv will therefore be distinct functions of local strain, and variations
of these bands within a the lattice result in the deformation potential. This potential uniquely origi-
nates from lattice distortions: varying external electrostatic potentials shift the valence and conduction
bands up or down together, which does not affect the band-gapEG. Additionally, the theory is only
relevant to acoustic phonons because their wavelengths are much larger than the lattice constant: if
they were comparable, the approximation of a local lattice constant would cease to make sense.

Piezoelectric Electron-Phonon Coupling

The piezoelectric effect, piezo coming from theGreek wordmeaning ‘to press’, was first documented
in 1880 by the Curie brothers, Pierre and Jacques, who observed a surface voltage in certain crystals
which was linearly proportional to applied strain. The GaAs crystal is piezoelectric, whichmeans that
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a a’

(a) (i)  (ii) (b) 

Figure 3.5: The deforma on poten al. (a) The diamond la ce with la ce constant a (i) is homogeneously compressed,
changing the la ce constant from a to a′ (ii). Such compression results in changes to the electronic band structure. A
phonon can be regarded as a local compression of the la ce, thereby giving rise to a spa ally and temporally varying
la ce constant. The electronic band structure depends on the la ce constant (b), taken from Bardeen et. al. 21 and
used with permission.

the mechanical compression or expansion of the crystal generates in a local electric field. Piezoelectric
potentials occurs in crystals which do not possess inversion symmetry, that is, in crystals where the
unit cell is not symmetric such that the application stress or strain induces local electric fields, Figure
3.6. In a crystal, the polarization vector field is set by the polarization of primitive lattice cells. The
constitutive relations for the stress vector σm and applied electric fieldE are given by225

Di = eσijEj + ddimσm (3.12)

ϵk = dcjkEj + sEkmσm (3.13)

or in simpler matrix form [
D

ϵ

]
=

[
eσ dd

dc sE

][
E

σ

]
(3.14)

whereD the electrical displacement, ϵ is the strain vector, d is the piezoelectric coefficient, s is the elastic
compliance and e is the dielectric permittivity. These coupled linear equations give rise to the piezo-
electric effect and the converse piezoelectric effect, whereby external electric fields result in mechanical
strain on the lattice.

78



Chapter 3. The Semiconductor Qubit Environment

(a) No applied stress
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Figure 3.6: The piezoelectric poten al in a diatomic crystal. (a) With no applied stress, the primi ve cell of a crystal has
no net dipole moment. (b) With applied tension, an electric dipole is induced in the primi ve cell. (c) Similarly, when
the crystal is compressed, an opposite electric dipole is induced (in this very simplified case). This figure is adapted3.

Phonons in GaAs interact with electrons via the deformation potential and the piezoelectric ef-
fect 173. The coupling strength between two-dimensional electrons and phonon modes depends on a
variety of factors, including lattice and electron temperature. Above 40 K, scattering events between
electrons in the 2DEG and lattice phonons are dominated by optical phonons, while below 40 K
acoustic phonons account for the majority of interactions 113 112 260. When electrons are confined in
quantum dots, the electron-phonon interaction is more complicated. The spin-orbit interaction cou-
ples the spin and charge states of spin-qubits, rendering the spin states vulnerable to local electric fields.
Optical phonons in GaAs have typical energies of ∼ 40 meV 118,16, orders of magnitude larger acous-
tic phonons, and their wavelengths are much smaller than typical inter-dot spacings. The coupling
rates of optical phonons to the double dot are therefore substantially reduced, and electron-phonon
interactions in GaAs dots is dominated by acoustic phonons 105.

3.2 Coupling Between Phonons and Electrons in Quantum Dots

Electrons in quantum dots can be excited to higher energy states, or relax to the ground state, via the
absorption and emission of phonons, which are coupled via the deformation potential and piezoelec-
tric effect. The emission and absorption rates (We andWa respectively) of phonons are quantified by
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the following expressions

Wa = Baρ

We = Ae +Beρ
(3.15)

where Ae, Be and Ba are Einstein coefficients for spontaneous emission, stimulated emission and
stimulated absorption, respectively75 91. ρ is the energy density of the phonon bath at a particular en-
ergy. Early experiments studied the phonon emission and absorption spectra of singly-occupied dou-
ble quantumdots by probing their transport characteristics. In the presence of a finite bias, varying the
detuning of the double dot creates conditionswhere transport is only allowed if a phonon is emitted or
absorbed91 92. In this way, the double dot can act as a form of tunable monochromator of its bosonic
environment. These experiments, however, revealed that electrons in double quantum dots are not
uniformly coupled to the entire phonon bath: as the detuning of the dot is varied, there are particular
values of detuning where absorption and emission are enhanced. These detuning values correspond
to phononwavelengths which are exactly double the inter-dot spacing d, or an integer multiple of 2d.
When this condition is met, there is a π phase difference of the phonon-generated electric field at each
of the dots, which enhances the coupling rate 100 41, see Figure 3.7. The energy-dependent sensitivity
of electrons in double dots to piezoelectrically coupled phonons is captured in the effective phonon
density of states (as seen by the double dot),Dph

41, which contains a clear oscillatory component:

Dph(ω) =
g

ω
[1− ωd

ω
sin(

ω

ωd
)]e−ω/ωc (3.16)

where

g =
λ2

π2c2sℏ2

λ2 =
ℏP
2ρm

(3.17)

Here, ω is the phonon frequency of interest, ωd = cs/d, where cs ≈ 3000 ms−1 is the longitudinal
speed of sound, ωc is an effective Debye frequency, P is the piezoelectric coupling strength and ρm is
the crystal mass density41. In GaAs, g is ≈ 0.05. A similar expression exists for the deformation po-
tential coupling 228, but piezoelectric-coupling dominates the electron-phonon interaction in GaAs
quantum dots91 92 100 228.
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∆E2

Ephonon=∆E2

∆E1

Ephonon=∆E1

(b) Enhanced phonon absorbtion
Γ1

(a) Phonon absorbtion
Γ3Γ2Γ1 Γ3Γ2

Figure 3.7: Coupling between phonons and electrons in quantum dots. (a) La ce phonons couple to electrons in double
quantum dots, via the piezoelectric and deforma on poten al. (a) In the case of asymmetric tunnel barriers, in this case
for Γ1 << Γ3, phonons can excite a double quantum dot in the (0,1) configura on to the higher energy (1,0) charge
state, from which it is more likely that the electron will relax to the leads rather than return its ini al state100. This can
result in the detec on of finite currents through the double dot or non-equilibrium charge states. (b) The special case
of (a). When the wavelength of a phonon with the energy corresponding to the detuning is also double the inter-dot
spacing, coupling between the phonon and double-dot electrons is enhanced.

It should be noted that there are number boson-types in the spin qubit environment which cou-
ple to confined electrons, namely, photons 104 153, plasmons, acoustic phonons90, optical phonons 190

and surface acoustic waves 181. The degree to which they couple will depend on a number of things,
namely, relevant wavelengths, length and energy scales. While interactions between the double dot
and thermal phonon population (the structureless phonon bath 228) of the crystal lattice are a source
of decoherence, equally as problematic are sources of non-equilibrium phonons. Indeed, the very
readout apparatus employed to measure the qubit state is a local source of acoustic phonons 100.

3.3 Back Action of a Quantum Point Contact

Quantumpoint contacts are commonlyused as sensitive, proximal chargedetectors ofquantumdots 207,
as previously discussed in Chapter 2. Unfortunately, quantum point contacts do not escape the prob-
lems common to quantum measurement, namely, back action 214 100. Back action occurs when the
measurement apparatus itself perturbs the state of the system is it measuring, as a consequence of the
measurement. Yet another catch-22 of quantum measurement is that in trying to perform a stronger
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measurement, for example by bringing the sensor closer to the system you are probing, the measure-
ment back action will increase. Measurement back action is intimately related to Heisenberg’s uncer-
tainty principle. Consider a systemwhich possesses two non-commuting observablesA andB: if suc-
cessivemeasurements aremade on an ensemble of these identical systems, themeasurement outcomes
will be characterised by the respective standard deviations σA and σB , and the following uncertainty
relation will hold

σAσB ≥ 1

2
ℏ. (3.18)

Imagine we measure A with a precision of σA, before measuring B, and repeat this process many
times, reinitialising the system each time. The collection of subsequent measurements ofB will devi-
ate from the mean by ℏ

2σA
, ie. the precision with which we measureA will affect the outcome of our

measurement of B. The more precise we are in our measurement of A, the more variation we will
find in our subsequent measurement ofB. While the concept of quantum back action seems on par
with other bizarre quantum phenomena like entanglement, the physical mechanism of measurement
back action is grounded in familiar, intuitive territory. Measurement back action in aQPC-dot system
can be readily understood: to conduct a stronger, faster measurement, the QPC bias, and therefore
current, could be increased. When the reservoirs of a QPC are at different electrochemical potentials,
electrons ballistically travel through the QPC from the higher to the lower electrochemical potential.
Electrons in the higher potential reservoir are regarded as hot electrons, because their kinetic energy,
bounded by Ekin = EF + |eVSD|, will on average be higher than electrons in the cold reservoir,
which is typically grounded. Hot electrons relax to the Fermi sea via one of threemain processes: scat-
tering with other electrons, photon 191 or phonon 106 emission. The dominant relaxation mechanism
depends on temperature, and each process will couple differently to the quantum dot. Increasing the
bias across theQPCmay increase the strength of themeasurement, but will also increase the emission
of photons and phonons due tomore hot electrons thermalizing in the cold reservoir. The interaction
of such photons and phonons with the quantum dot constitutes back action.

QPC back action is commonly detected in the transport characteristics (ormeasured charge state)
of a nearby single 191 or double quantumdot96 131 100, which absorbs quanta of energy emitted from the
QPC. This energy excites electrons on the dot from their ground state, and enables processes where
the electrons either tunnel to the leads, either directly or via an excited state, generating a finite cur-
rent through the dot. The nature of the energy quanta absorbed by the dot will depend on various
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electron-electron 
      scattering

      phonon emission      photon emission

Figure 3.8: (a) Energe c electrons travelling through a quantum point contact relax via electron-electron sca ering
events, phonon emission and photon emission.

parameters of the system, including geometry, material and confinement. Double quantum dots, as
previously discussed, form a natural dipole which can act as a monochromatic absorber of phonons
whose half-wavelength corresponds to the interdot spacing 100.

3.4 Potential Landscape of a 2DEG

While the bosonic environment plays a key role in limiting qubit lifetimes via relaxation, it’s partner
in crime is the charge environment - a prime culprit in dephasing spin qubits 200. While some sources
of charge noise are accounted for, originating in the experimental set-up, the observed temperature-
dependence of voltage noise suggests the device itself is a source of charge noise67. The exact origin of
this noise is unknown. It is known, however, that at low densities the 2DEG breaks up into localised
islands of charge within a disordered potential landscape 188 208. Chapter 5 of this thesis constitutes a
study of pockets of charge within disordered landscape of the 2DEG, using recently developed dis-
persive gate sensing techniques 56. We suggest that uncontrolled charge rearrangement between such
islands of charge may be a source of unwanted on-chip charge noise.

83



Chapter 3. The Semiconductor Qubit Environment

(a)

(b)

(c)

Figure 3.9: A cartoon illustra on of the disordered poten al landscape underneath a gate, from the side (le ) and top
(right). The Fermi energy of the 2DEG is represented as a light blue sheet. As the gate voltage is made more nega ve
(from (a)-c)(c)), the local density of electron gas underneath the gates is reduced, which reduces screening of the random
dopant poten al188 189 61. When screening is reduced, the 2DEG can separate into localised regions of charge within
the inhomogeneous poten al landscape.

Electron screening is significantly reduced in low-dimensional, low-density systems 15. In two di-
mensions at highdensity, the electrongas can effectively rearrange itself to screen adisorderedCoulomb
potential. This potential arises from the random distribution of ionized donors, separated from the
hetero-interface by a few tens of nanometres (inhomogeneous surface charge can also contribute to
the non-uniform potential) 188. At a given location at the hetero-interface, the total potential will be
the sumofmany dopant potentials, such that individual donor contributions are not able to be identi-
fied. Long-range fluctuations in the disorder potential (on the order of 200µm 189 61) reduces its ability
to scatter energetic electrons. The effects of a disordered potential landscape on low density electron
systems were originally encountered in the 1980s, when researchers optimistically created gate-defined
quantum wires with lengths on the order of µms, based on the electron mean free path, which, for
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the relevant mobilities, was∼ 100 µm 189. To their dismay, the expected quantization of conductance
broke down in wires which were longer than∼ 0.5 µm, which was attributed to the increased effects
of the disorder potential once the density in the wire was low.

The phenomena in which the 2DEG breaks into localised regions of charge closely relates to, if
not encapsulates, a two dimensional metal-insulator transition, and is often studied in this context.
The metal-insulator transition describes the process by which the conductivity of a material transi-
tions from high (metallic) to zero (insulating), and comes in two flavours: the Mott-Hubbard transi-
tion 178, where charge localisation is due to electron-electron interactions, and theAnderson transition,
where localisation is due to disorder 14. In their 1979 seminal paper on the scaling theory of localisa-
tion 8, Anderson, Abrahams, Ramakrishnan and Licciardello (the notorious ‘gang of four’) predicted
the absence of a metal insulator transition in disordered two dimensional systems of non-interacting
particles at zero temperature. It was predicted that no metallic extended states existed in two dimen-
sions, although the estimated localisation lengths were significantly longer than typical sample sizes
of semiconducting systems. It came therefore as a surprise, when, fifteen years later, Kravchenko et

al. 142 tentatively proffered evidence of a zero field ‘possiblemetal insulator transition’ in a two dimen-
sional siliconmetal oxide semiconductor field effect transistor (MOSFET). Since then, there have been
multitudinous studies on themetal-insulator transition in two dimensions, andwhile it’s nature is de-
bated, the segregationof isolated regions of charge is common tomost of the literature. Single-electron
transistors have been used to probe the local compressibility of two-dimensional hole gasses 120, and
observed discrete tunnelling events between regions of charge. Isolated puddles of charge have been
observedwith near field photoluminscence spectroscopy 80 86, and localised states exhibitingCoulomb
blockade have been observed in scanning gatemicroscopymeasurements of InGaAs/InAlAs, wherein
the scanning tip locally raises the potential around the Fermi energy and reveals inhomogeneities in
the potential landscape 152. In GaAs 2DEGs, electron beam refraction has been used to study the role
shallow donor states and DX centres play in defining the disordered potential landscape 138. Direct
observation of these isolated pockets of charge in the immediate qubit environment is alarming, as
they may constitute an unwarranted source of charge noise. These pockets of charge will be studied
further in Chapter 5.
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You’d think people would realize they’re bad at multitask-
ing and would quit.

Daniel Levitin, neuroscientist.
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We demonstrate a low loss, chip-level frequency multiplexing scheme for readout of scaled-up
spin qubit devices. By integrating separate bias tees and resonator circuits on-chip for each readout
channel, we realise dispersive gate-sensing in combination with charge detection based on two radio
frequency quantum point contacts (rf-QPCs). We apply this approach to perform multiplexed read-
out of a double quantum dot in the few-electron regime, and further demonstrate operation of a
10-channel multiplexing device. Limitations for scaling spin qubit readout to large numbers of mul-
tiplexed channels is discussed.

4.1 Introduction

Scaling-up quantum systems to the extent needed for fault-tolerant operation introduces new chal-
lenges not apparent in the operation of single or few-qubit devices. Spin qubits based on gate-defined
quantum dots 105 are, in principle, scalable, firstly because of their small (sub-micron) footprint, and
secondly, since spins are largely immune to electrical disturbance, they exhibit low crosstalk when
densely integrated66. At the few-qubit level, readout of spin-states is via quantum point contact
(QPC) or single electron transistor (SET) charge sensors, proximal to each quantumdot68,156,79,207,13,25.
These readout sensors however, pose a significant challenge to scale-up, in that they require separate
surface gates and large contact leads, crowding the device and tightly constraining the on-chip architec-
ture. The recently developed technique of dispersive gate-sensing (DGS) overcomes this scaling lim-
itation by making use of the gates, already in place to define the quantum dots, as additional charge
sensors 56. The gates act as readout detectors by sensing small changes in the quantum capacitance
associated with the spin-dependent tunnelling of single electrons. In turn, shifts in capacitance are
measured by the response of a radio-frequency (rf)LC resonator that includes the gate. In principle,
all of the quantum dot gates used for electron confinement can also be used as dispersive sensors, si-
multaneously collectingmore of the readout signal that is spread over the total device capacitance and
thus increasing the signal to noise ratio. Enabling all-gate readout, as well as multichannel rf-QPC or
rf-SET charge sensing, requires the development of multiplexing schemes that scale to large numbers
of readout sensors and qubits.

Here we report an on-chip approach to frequency multiplexing for the simultaneous readout of
scaled-up spin qubit devices. We demonstrate 3-channel readout of a few-electron double quantum
dot, combining two rf-QPCs and a dispersive gate-sensor as well as the operation of a 10-channel pla-
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nar multiplexing (MUX) circuit. Similar approaches to frequency multiplexing have been demon-
strated for distributed resonators in the context of kinetic inductance detectors62, superconducting
qubits 52,122 and rf-SETs232,43,31. The present work advances previous demonstrations by lithographi-
cally integrating the feed-lines, bias tees, and resonators, which are fabricated on a sapphire chip using
low-loss superconducting niobium. Byputting these components on-chip, the size of the entireMUX
circuit is reduced far below the wavelength of the rf signals, suppressing impedance mismatches from
the unintentional formation of stub-networks that otherwise occur inmacro-scalemulti-channel feed
lines. Finally, we briefly discuss the ultimate limitations to scaling frequency multiplexing for spin
qubit readout.

4.2 Multiplexed Experimental Setup

Our readout scheme (Fig. 4.1 (a)) comprises a multiplexing chip fabricated from a single layer of su-
perconducting niobium film (150 nm, Jc = 15 MAcm−2, Tc = 8.4 K) on a sapphire substrate (r-
cut, 3 mm × 5 mm × 0.5 mm) using optical photo-lithography and argon ion beam milling. The
niobium remains superconducting at the moderate magnetic fields needed to operate spin qubits.
Each inductor Li in resonance with the parasitic capacitance Cp defines a unique frequency channel
fi = 1/(2π

√
LiCp) for addressing each readout detector. This multiplexing chip is mounted proxi-

mal to the spin qubit chip, consisting of a GaAs/Al0.3Ga0.7As heterostructure with two dimensional
electron gas (2DEG) 110 nm below the surface (carrier density 2.4× 1015 m−2, mobility 44 m2/V s).
Ti/Au surface gates define the quantum dots and readout sensors. Bond wires connect the inductors
Li on the multiplex chip to rf-QPCs via an ohmic contact 207 or directly to the gates for the DGS
readout 56. The labels (i) - (iii) in Fig. 4.1 (b) are used to identify frequency channels for the separate
readout detectors. Each resonant circuit contains an integrated bias tee for independent dc voltage
biasing. Both the multiplexing chip and qubit chip are housed together in a custom printed circuit
board platform 57 mounted at the mixing chamber stage of a dilution refrigerator with base tempera-
ture 20 mK.

The on-chip bias tees are constructed using interdigitated capacitors (Fig. 4.1 (d)) with critical di-
mension 3 µm and have size-dependent values between 3 pF and 5 pF, with lower frequency channels
requiring a larger capacitance for similar insertion loss. To further increase the coupling capacitance
we spin-coat the interdigitated sections with photoresist (AZ6612, ϵ ≈ 4) to yield a larger dielectric
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Figure 4.1: 3-Channel frequency mul plexing scheme. (a) Three channel frequency mul plexing scheme for spin qubit
readout. The individual LC resonator circuits comprise a matching inductor Li, parasi c capacitance Cp and a bias
tee for independent biasing of each gate sensor. (b) Micrograph of the GaAs double dot device. Individual channels
of the mul plexing chip are connected via bondwires to either a gate sensor (labelled (ii)) or an ohmic contact on one
side of a QPC (labelled (i), (iii)). (c) Op cal micrograph of the mul plexing chip which is pa erned using niobium on
a sapphire substrate, comprising interdigitated capacitors (d) and spiral inductors (e). (f), (g) Microwave transmission
through bias tee components - measurement via a vector network analyser (VNA) and 3D numerical simula on.
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constant than free space. The inductors (red, Fig. 4.1 (e)), used in both the resonant circuit and bias
tees, are spiral shaped with critical dimension 3 µm. The measured inductances (170, 250 and 400
nH) are in agreement with analytical calculations based on their geometry 174. The self-resonance fre-
quency of all the inductors is increased by over-etching the sapphire dielectric between adjacent turns,
decreasing the effective dielectric constant and reducing the capacitance. Measurements of the trans-
mitted power for the individual planar components are shown in Fig. 4.1 (f,g) (blue, red trace) and
yield agreement with numerics based on a 3D electromagnetic field simulation (black trace)†.

The multiplexing scheme is implemented using a 3-channel chip to read out the state of a dou-
ble quantum dot. The frequency response of the chip strongly depends on the state of the readout
detectors, as shown in Fig. 4.2 (a). In the absence of gate bias (black trace), the QPCs are far from
pinch-off and the corresponding resonances are not apparent since the impedance of the LCR net-
work is well away from the characteristic impedance of the feedline (Z0 ∼ 50 Ω). The resonances are
formed (red trace) with the application of negative gate bias, depleting the electron gas and increas-
ing the resistance of the QPC to bring the combined LCR network towards a matched load. Larger
gate bias subsequently pinches-off the rf-QPC, further modulating the amount of reflected rf power
at the resonance frequency. The response of the gate-sensor with bias is significantly different to that
of the rf-QPC. For the gate-sensor, depleting the 2DEG beneath the gate also increases its resonance
frequency, as shown in Fig. 4.2 (c). This frequency dependence arises from the change in parasitic ca-
pacitance as the electron gas is depleted. With the gate voltages typically needed for defining quantum
dots, the parasitic capacitance Cp is of the order of 0.3 pF. Electromagnetic field simulation suggests
contributions to Cp are roughly equal between 2DEG, bondwires and adjacent turns of the planar
inductors. Given the large separation in resonance frequencies, crosstalk is negligible in this 3-channel
implementation.

4.3 Single-electron Readout

We now demonstrate charge sensing measurements of a double quantum dot in the few-electron
regime using this MUX configuration. The three independent readout channels (i, ii, iii) are sepa-

†EM simulation software HFSS Ansoft Corp. and Q3D extractor.
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Figure 4.2: Frequency response of MUX circuit. (a) Frequency response of MUX circuit separa ng le rf-QPCs (i),
dispersive gate sensor (ii), and right rf-QPC (iii) into separate frequency channels. With nega ve voltage applied to the
gates, the frequency response (shown in red) exhibits resonances as the impedance of the readout sensors approach
the characteris c impedance of the feedline. (b) and (d) show the frequency response of the le and right rf-QPCs as
the gate voltage modulates the conductance. (c) shows the frequency response of the dispersive gate sensor with gate
bias. Note the significant shi in resonance frequency as the gate capacitance is reduced by deple ng the electron gas
beneath.
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Figure 4.3: Mul plexed readout of double quantum dot in the few-electron regime. Mul plexed readout of double
quantum dot in the few-electron regime. The deriva ve of Vrf with respect to VL, in arbitrary units, is shown as
a func on of the voltages on the le and right gates, VL and VR. Charge stability diagrams (a), (b), (c) correspond
respec vely to readout using the separate channels (i), (ii) and (iii) as indicated in Fig. 4.2. Electron occupancy in the
le and right dots is indicated by the labels (m,n). Note that when biasing the le and right QPC gates (needed for (a)
and (c)) a different gate bias VL and VR is required for the same electron number.
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rately addressable by selecting the rf carrier tomatch the respective resonance frequency. We note that
direct digital synthesis can be used to create a single waveform that contains all of the separate carrier
frequency components for each channel. The rf signal reflected from the MUX chip is first amplified
at cryogenic temperatures before demodulation by mixing the generated and reflected rf tones. Low-
pass filtering removes the sum component and, after further baseband amplification, yields a voltage
Vrf proportional to the response of the resonance circuit 207. Alternatively, high bandwidth analog to
digital conversion can dispensewith the need for separatemixers for each channel by directly acquiring
the reflected waveform and performing demodulation in software. Readout via the QPCs (i and iii)
exhibits a typical charge stability diagram in the few-electron regime as a function of gate bias VL and
VR as shown in Fig. 4.3 (a,c). The label (m,n) denotes the number of electrons in the left and right
quantumdot respectivelywith the colour axis proportional to the derivative of the readout signalwith
gate bias. In comparison to the rf-QPCs, the dispersive gate readout channel is only sensitive to charge
transitions that occur at a tunnel rate that is above the resonator frequency 57. Note that biasing the
gates to tune the QPCs also shifts the voltages VL and VR, such that their values are dependent on
which sensor is being read out.

4.4 Scalability

Having demonstrated our approach to frequency multiplexing, we investigate the scalability of this
scheme by operating a 10-channel chip shown in Fig. 4.4 (a). The 10 channels are defined using induc-
torsLi with values between 60 nH and 250 nH that form a resonant circuit with parasitic capacitance
Cp as described above. Each channel again integrates a bias tee, needed for independent biasing of the
gate sensors. Operation of the 10-channel chip is tested at 4.2 K using a series of high electron mobil-
ity transistors (HEMTs) fabricated from a GaAs/Al0.3Ga0.7As heterostructure and connected to the
MUX chip via bondwires. These HEMTs, shown in Fig. 4.4 (c), act as independent variable resistors
and mimic the response of 10 different QPCs for the purpose of testing theMUX scheme. With each
HEMT connected to its corresponding resonator, the frequency response of the chip is shown in Fig.
4.4 (b), firstly with all HEMTs in the high resistance state (black trace). Selectivity of each frequency
channel is demonstrated by alternatively biasing even-numbered (red trace) and then odd-numbered
(blue trace) HEMTs. The exact resonance frequency is set by the contribution to the parasitic capac-
itance from the HEMT, which depends on the extent to which it is depleted. In this demonstration
wehave not carefully adjusted the resistance of theHEMTs to optimize theQ-factor of each resonator.
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Frequencymultiplexing allows simultaneous readout but requires separate resonator and bias cir-
cuits for each readout channel. Although the size of our demonstration devices are large, the use of
alternate fabricationmethods will likely alleviate any road-block to scaling based on footprint. For in-
stance, the use of multilayer processing for the capacitorsCbias can shrink their footprint to∼ 15 µm
× 15µm for similar capacitance. The space occupied by the bias tee inductorsLbias can be suppressed
by using resistors instead of inductors to achieve high impedance. Reducing the critical dimension of
the resonator inductors to ∼ 100 nm results in a 55 µm × 55 µm footprint for the largest (400 nH)
inductor used here. Taken together, and assuming these superconducting circuits are fabricated on
the same GaAs chip as the qubits, these dimensions suggest that thousands of readout channels are
feasible in a moderately sized 1 cm× 1 cm area.

A more serious challenge is frequency crowding arising from the limited bandwidth available us-
ing planar lumped element inductors. For amaximum resonance frequency of∼ 5GHz and given the
need to separate channels by several linewidths to suppress crosstalk, the total number of independent
gate sensors that can be read out simultaneously is∼ 100. Beyond this number several approaches are
possible. These include a brute force method, duplicating the reflectometry circuit, including cryo-
genic amplifiers for every bank of 100 channels. Alternatively, the available bandwidth canbe extended
by making use of distributed resonators 259, but these typically have larger footprints. Finally, if the
constraint of simultaneous readout is relaxed, time domain multiplexing via cryogenic switching el-
ements would allow readout of banks of frequency multiplexed channels to be interleaved in time.
Whether qubit readout via such a time sequenced scheme is possible is likely dependent on the details
of the particular quantum algorithm being implemented.
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Deeply to search these causes was his wont ... to bring forth
secrets deep in Nature hid.

Boethius, The Consolation of Philosophy
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We report the use of dispersive gate sensing (DGS) as a means of probing the charge environ-
ment of heterostructure-based qubit devices. The DGS technique, which detects small shifts in the
quantum capacitance associated with single-electron tunnel events, is shown to be sensitive to pock-
ets of charge in the potential-landscape likely under, and surrounding, the surface gates that define
qubits and their readout sensors. Configuring a quantum point contact (QPC) as a localised emitter,
we show how these charge pockets are activated by the relaxation of electrons tunnelling through a
barrier. The presence of charge pockets creates uncontrolled offsets in gate-bias and their thermal ac-
tivation by on-chip tunnel currents suggests further sources of charge-noise that lead to decoherence
in semiconductor qubits.

5.1 Introduction

The pristine, two-dimensional (2D) interface created in the epitaxial growth of a semiconductor het-
erostructure underpins much of modern mesoscopic physics and serves as a foundation for hosting
quantum information, encoded in the spin-state of electrons 105 or parity of Majorana zero-modes 233.
Despite their near-perfect crystallinity95, hetero-interfaces still contain unaccounted sources of charge
noise that limit the performance of qubit devices67,243. Even the presence of static, but unintentional,
charges in the material is problematic, since each qubit then requires uniquely-tuned gate voltages
to compensate the offset-charge from the disorder potential 241. For semiconductor quantum sys-
tems, identifying and suppressing all sources of charge-offset and noise is essential if qubits are to
be scaled-up into dense arrays under autonomous control.Directly probing trapped-charge and in-
homogeneities in the potential-landscape has long-posed a challenge for standard transport measure-
ments, requiring alternativemethods such as scanned-probe techniques 85 that can, for instance, image
electron-hole puddles 149 at the surface of materials such as graphene 162. Puddles of charge have also
been detected bymeasuring velocity-shifts in the propagation of surface acoustic waves in low-density
2D systems236 or via the use of capacitive-bridges 148 and local electrometers 120.

In this Letter, we exploit the recently-pioneered technique of dispersive gate sensing (DGS) 56 to
probe the 2D potential-landscape of qubit devices in search of unaccounted sources of charge-offset
and noise that leads to qubit dephasing67,223. By sensing small shifts in the quantum capacitance of
a surface gate, DGS can directly detect weakly-bound charge that accumulates in pockets associated
with local minima in the interface potential. The presence of trapped charge manifests as a rapidly-
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Figure 5.1: (a-c) False-coloured micrographs of the three devices examined. Each device is fabricated from a unique
GaAs/AlGaAs heterostructure with mobili es of 3.9, 0.44, and 2.4 ×106 cm2/V s, and densi es 1.2, 2.4, and 1.5
×1011 cm−2, and 2DEG depths of 91 nm, 110 nm, and 91 nm for device 1, 2, and 3 respec vely. White crossed boxes
indicate ohmic contacts. Resonators, required for dispersive gate sensing, are indicated by the inductor symbols, with
full circuit shown in (d), including parasi c capacitance Cp and classical gate capacitance Cg . (e) Cartoon illustra ng
charge pockets that give rise to closely spaced Coulomb blockade oscilla ons in the DGS readout signal. (f) shows the
frequency response of a typical resonator (a ached to gate G1 of device 1) as the gate is biased from -290 mV to -990
mV.
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oscillating signal with gate voltage in the dispersive response of the sensor, consistent with Coulomb
blockade from large, shallow quantum dots that are inadvertently formed by inhomogeneities in the
potential at low density 188. Unlike highly-localised charge-sensing measurements based on quantum
point contacts (QPCs) 207 or single electron transistors (SETs)65, the DGS technique is able to probe
charge pockets that accumulate under, or surrounding the entire perimeter of a gate electrode. We fur-
ther investigate how such pockets are activated by the emission of phonons associated with transport
through a proximal QPC tunnel barrier. Beyond enabling an estimate of the pocket charging energy,
these measurements show how the potential-landscape is perturbed by the routine electrical readout
and operation of the qubits, likely contributing to the non-markovian noise of the semiconductor
qubit environment.

5.2 Experimental Details

Turning to the details of our experiments, Fig. 5.1 (a) shows three separate GaAs/AlGaAs devices with
distinct gate configurations defined using electron beam lithography and TiAu metalization. The
growth of the heterostructure material spans separate molecular beam epitaxy machines, and each de-
vice has been examined over multiple cooldowns and in different dilution refrigerators. The devices
are also different in terms of their carrier density, mobility, and depth of the 2DEG from the surface
(for details see the caption of Fig. 5.1). In the case of device 3, the TiAu gate electrodes are separated
from the GaAs by an 8 nm insulating barrier of hafnium oxide (HfO), deposited using atomic layer
deposition. Devices 1 and 3 were cooled with positive bias 201.

Gates coloured orange in Fig. 5.1(a-c) are wired-bonded to radio-frequency LC tank circuits to
enable dispersive readout using rf-reflectometry 56,116. In this configuration, the capacitive component
of the resonator comprises both parasitic Cp and quantum Cq contributions, as shown in Fig. 5.1
(d). A typical response of a resonator with frequency, shown in Fig. 5.1 (f), depends strongly on the
gate voltage which alters the quantum capacitance in the region of the gate electrode. With all other
gates held at 0 mV, stepping gate G1 from low bias to a bias that fully depletes the 2DEG underneath
the gate, shifts the resonant frequency (or phase response of the resonator) as the reactance of the cir-
cuit changes. For subsequent figures, this phase response is detected by mixing-down the reflected
rf-carrier to baseband, yielding a voltage VDGS proportional to the change in resonator reactance.
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5.3 Results

The phenomenology of our measurements is captured in the cartoon of Fig. 5.1 (e), which depicts a
surface-gate biased to partially deplete the electron gas. As the electron density is reduced, the homo-
geneous 2DEG breaks-up into shallow puddles of charge, separated by tunnel barriers. The spatial
distribution of such puddles is well-understood 188,119 to reflect the configuration of partially-ionized
silicon donor sites in the AlGaAs, surface charge arrangement, and crystal disorder at the heterostruc-
ture interface. As the gate bias is varied, the presence of these disorder-induced charge pockets leads
to tunnelling transitions which can be detected with the dispersive gate sensing technique. Figure
5.2 presents representative data sets in which the response of the gate-sensor exhibits oscillatory pat-
terns under various configurations of the dc gate bias (see caption for detailed explanation). Although
the particular gate-pattern was designed to produce quantum dot qubits with tunnel-coupling to the
source-drain reservoirs, for thepresent studywe intentionally donotbias the gates to values thatwould
typically form a quantum dot. Focusing on device-1, Fig. 5.2 (a) shows the response of the gate-sensor
VDGS as a function of the gates G1 and G5, with the other gates held at constant bias. In this regime
the sensor response exhibits a complex pattern of lines that do not resemble the signal expected for an
intentional quantum dot 56. Instead, the pattern of lines changes amplitude, period, and slope with
gate-bias. A small variation in the bias of G3 dramatically alters the pattern [see Fig. 5.2 (b)], and
demonstrates that the signal originates from the electron gas.

We acquire and average data-sets using standard reflectometry techniques 207,56. To make it eas-
ier to see the fine details in these complex patterns, we plot the derivative of the sensing signal with
respect to gate voltage, as shown in Fig. 5.2 (c) and 5.2 (d), now as function of G2 and G5. Interpret-
ing the lines in gate-space as charge transitions between charge pockets, we note that the slope of the
lines with respect to the gate-bias cannot correspond to the formation of the usual quantum dot be-
tween the gates. Rather, these transitions presumably arise from charge motion directly under and
surrounding the gate electrodes, but sufficiently close to the central region of the device to be sensitive
to small variations in any gate bias. Further evidence that this is the case is given by the frequency of the
oscillations with respect to gate voltage, indicating that the capacitance between the gate and charge
pocket is roughly a factor of 5 larger than the gate-capacitance typically observed for intentional quan-
tum dots 105. Although not completely understood, we suggest that the curvature and changing slope
of the lines relates to the complicated shape of the charge pocket and its response to strong fringing-
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fields from the gates, as well as the distance, orientation, and direction of tunnelling, relative to the
gate-sensor 120.

In what follows, we pursue this charge-pocket interpretation as an explanation for the complex
patterns observed with gate sensing, gathering further evidence from measurements on additional
devices. Switching to device-2, for instance, we again observe oscillatory structure in the gate sensor
response, as shown in Fig. 5.3 (a). In an effort to further pinpoint the source of this signal we limit the
gate bias to three gates, holding the other gates at zero to ensure that a quantumdot cannot be formed
in the central region. Never-the-less, even with 3 gates, close inspection of the data in Fig. 5.3 (a) [see
zoomed region in Fig. 5.3 (b)] reveals the presence of avoided-crossings in the DGS signal and pro-
vides additional evidence that we are detecting interacting charge pockets in the potential landscape,
rather than the usual, gate-defined quantum dots. Of interest, applying a bias to the upper gate,G6,
is seen to have no effect on the data, as shown in Fig. 5.3 (c). The strongest evidence that the oscillatory
patterns are associated with charge pockets in the potential landscape is presented in Fig. 5.3 (d) and
(e), with data taken now on yet a third device, (device-3). Here we compare the gate-sensor response,
first with all other gates at low bias [Fig. 5.3 (d)], and then with all other gates set to highly negative
voltages, well past the typical bias required to deplete the electron gas. The effect of this high gate-bias
regime, which expels trapped charge under the gates and in the surrounding perimeter of the electron
gas, is to suppress nearly all traces of the oscillatory response in the gate sensor. Finally, we note that in
the case of device-3, the surface gates are insulated from the GaAs by a thin layer of HfO. Despite the
presence of theHfO, the oscillatory structure in the readout persists (at low gate voltage), discounting
explanations based on surface charge-states or gate-leakage, which would otherwise be modified by
the addition of an insulating layer.

The formationof chargepockets under andbetween the gate-electrodes has potential implications
for understanding the qubit noise environment, as well as explaining the spread in gate pinch-off volt-
ages that stem fromuncontrolled off-set charges. In this context it isworthnoting that heterostructure
qubits are typically defined using gate biases that produce only a partial depletion of the 2DEG, almost
guaranteeing the formationof charge pockets. Wenext addresswhether these pockets canbe disturbed
by on-chip operations, such as qubit control or readout when using a proximal QPC or SET charge
detector. Taking device-2 as an example, we bias gates G7 and G5 to configure a QPC readout sensor,
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partitioning the source and drain reservoirs that connect ohmic contacts O1 andO2. At low gate bias,
with the QPC open and fully transmitting, the presence of a current between O1 and O2 has little
effect on the oscillations in the DGS signal. When the QPC is partially closed however, the presence
of a source-drain bias, VSD, leads to a suppression in the oscillatory signal from the gate sensor, as
indicated by comparing Figs. 5.4 (a) (VSD = 0) to Fig. 5.4 (b) (VSD = -2 mV). The oscillations are
restored when the QPC is fully pinched-off. This sensitivity to the partial transmission of the QPC
suggests that the charge pockets are activated by the emission of phonons with flux proportional to
the QPC partition current, and energy proportional to the potential difference between source and
drain. Raising the temperature of the cryostat above T ∼ 200 mK is also found to strongly suppress
the amplitude of oscillations in the DGS signal, as shown in Fig. 5.4 (c) [details in Appendix C], pre-
sumably as the thermal energy becomes comparable to the charging energy of the pocket. Consistent
with a large gate-capacitance that produces rapid oscillations in the DGS signal, we extract a charging
energy from the temperature data that is of order a few 10s ofµeV, an order-of-magnitude smaller than
the typical charging energies measured for intentional, gate-defined quantum dots used as a qubits 105.

Returning to the effect of the QPC sensor on the pockets, we make a more detailed examination
by first measuring the QPC differential conductance, as shown in Fig. 5.4 (d). As is the case when
charge-sensing, the QPC is very close to pinch-off, with an appreciable conductance only appearing
at low gate bias and high VSD. Next, we quantify the amplitude of the DGS oscillations by taking
their fast Fourier transform (FFT) over a window of data as a function of VSD and gate-bias, G7, as
shown on the intensity axis in Fig. 5.4 (e) and as 1D line-cuts in Fig. 5.4 (f) [see supplemental mate-
rial for details of FFT analysis]. In this way we are making use of the DGS signal from the pockets
to locally-probe the back-action of the QPC, arising from the tunnelling of electrons from source to
drain 214,100. These electrons emit phonons as they relax and thermalize in the reservoir, which then
quench the small charging energy of the charge pockets. We draw attention to the appearance of step-
like features that occur in the FFT-data [shownwith arrows in Fig. 5.4 (f)]. The extent to which these
step-like features arise from the one-dimensional sub-bands of the QPC, or the discrete energy spec-
trum of the charge pockets, is an open question.
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5.4 Discussion

Having now made the case for charge pockets as the explanation for the complex oscillatory signals
observedwith dispersive gate sensing, we turn to further discuss their origin. In this regard, it is worth
noting that such oscillatory patterns in gate-space are very rarely observed using QPC or SET charge
sensors. On the other hand, we find they can always be found using DGS, even across different het-
erostructures (with varying mobility and density) and distinct gate patterns. Considering that the
oscillations, detected by the gate incorporating the resonator, can easily be modulated by small volt-
ages on neighbouring gates, we conclude that the location of the pockets is within a fewmicrons from
the tip of the gates. Given their small charging energy, it is likely that such pockets correspond to
shallow, micron-scale, quantum dots that form directly under the gates as the electron gas is partially
depleted. In such a scenario, screening from the gate metal presumably makes them difficult to detect
using standard charge sensing, in contrast to DGS where the pockets contribute directly to the quan-
tum capacitance of the resonator.

Finally, we draw attention to the fact that these shallow pockets are easily perturbed by proximal
QPC transport, and considering that qubits are operated by rf gate-pulses or microwaves, it is likely
that their presence can lead to charge fluctuations in the qubit environment. The extent to which
these pockets can be alleviated via the use of bi-polar, induced electron device structures 206,257 is an
open direction for mitigating noise and offset charges in semiconductor qubits.
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Chapter 6. Raman Phonon Emission in a Driven Double Quantum Dot

The compound semiconductor gallium-arsenide provides an ultra-clean platform for storing and
manipulating quantum information, encoded in the charge or spin states of electrons confined in
nanostructures. The absence of inversion symmetry in the zinc-blende crystal structure of gallium-
arsenide however, results in a strong piezoelectric interaction between lattice acoustic phonons and
qubit states with an electric dipole, a potential source of decoherence during charge-sensitive opera-
tions. Here we report phonon generation in a gallium-arsenide double quantum dot, configured as
a single- or two-electron charge qubit, and driven by the application of microwaves via surface gates.
In a process that is a microwave analog of the Raman effect, phonon emission produces population
inversion of the two-level system and leads to rapid decoherence of the qubit when themicrowave en-
ergy exceeds the level splitting. Comparing data to a theoretical model suggests that phonon emission
is a sensitive function of the device geometry.

6.1 Introduction

Devices based on gallium-arsenide (GaAs) are advantageous for hosting qubits because the electron’s
small effective mass in this material produces a large level-splitting, the lack of valley degeneracy in the
band structure simplifies operation, and the clean epitaxial interface used to confine electrons leads to
inherently low charge noise 10,240. A potential drawback ofGaAs and other group III-V compounds 183

is the presence of nuclear spins in the host lattice which can rapidly dephase electron spin-states 105.
Dynamical-decoupling techniques 30 however, have recently addresseddephasing fromnuclei, demon-
strating 37 that spin coherence can be preserved for times long enough that it is now important to
address alternate decoherence mechanisms such as residual charge noise and processes that incoher-
ently couple electrons to phonons91,41, either directly 81, or via the spin orbit interaction 230,130,45. In
this respect, the piezoelectric nature of GaAs, while advantageous for shuttling electrons long dis-
tances 109,166, also opens a channel for enhanced relaxation and dephasing, in particular, for qubit states
with a charge dipole 107,200,198,223,100. Such phonon generation mechanisms have recently been exam-
ined in the context of readout backaction 100 and compared with transport measurements of InAs
nanowires248,210 and graphene 210.

Here we investigate a phonon emission process, distinct from the usual phonon-mediated spon-
taneous relaxation (T1-type) that leads to the qubit decaying to the ground state. This alternatemech-
anism additionally limits charge coherence in GaAs and complicates microwave control, even in ideal
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structures at zero temperature. In amicrowave version of the well known optical technique ofRaman
spectroscopy, this mechanism provides a means of detecting the phonon spectral density created by
the unique nanoscale device geometry. Our experimental results are in qualitative agreement with a
theoretical model based on a non-Markovian master equation and we suggest approaches to suppress
the electron-phonon coupling which could further improve coherence times and controllability of
these qubit systems.

6.2 Results

6.2.1 Microwave Spectroscopy

Our system is a charge qubit with one or two electrons in a double quantum dot, controlled by reso-
nantmicrowaves 140,193,199 which driveRabi oscillations of the electronbetween the ground and excited
states, as shown schematically in Fig. 6.1 (a). In the detuned regime where the microwave energy ex-
ceeds the qubit level splitting (see Fig. 6.1 (b)), we suggest that this system undergoes driven phonon
emission, a process which interrupts coherent oscillations and leads to population inversion, as pre-
dicted theoretically74,228. A micrograph of our double quantum dot device is shown in Fig. 6.1 (c),
including a proximal rf quantum point contact 207 (rf-QPC) which is used as a sensor to read out the
charge state of the system (see Fig. 6.1 (d) and §Methods). Gate voltages VL and VR control the de-
tuning ε of energy levels between the two dots. For ε >> 0 the ground and excited states of the qubit
correspond to localising the electron mostly in the left (1,0) or right (0,1) dot respectively, (this is re-
versed for ε << 0). We apply microwaves with an energy close to the qubit splitting at a certain value
of ε, coherently driving between ground and excited states. Under these conditions the readout signal
exhibits sidebands that appear as lines in the charge stability diagram offset either side from the ε = 0
transition (Fig. 6.2 (b)). Wemeasure the time-averaged probabilityP of the electron being in the (0,1)
charge configuration, calibrated such that P (0,1) = 1 for ε ≪ 0 and P (0,1) = 0 for ε ≫ 0.

6.2.2 Population Inversion and Spin Dependent Transitions

Close examination of the microwave sideband lineshape reveals that they are strongly asymmetric and
distinct from the characteristic Lorentzian lineshape expected for a driven two-level system. This is
seen clearly with increasing microwave power in Fig. 6.2 (c), which shows pairs of sidebands cor-
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Figure 6.1: Few-electron double quantum dot under microwave excita on. (a) Cartoon of the double dot poten al
showing a single electron wave func on coherently tunnelling between the ground |g⟩ and excited state |e⟩ under
microwave excita on. In a microwave analog of the Raman effect, photon-s mulated emission of phonons (ripples)
is modulated by the mode spectrum set by the intra-dot spacing, which for our device ∼ 280 nm. (b) Energy-level
diagram for the single-electron charge qubit showing the s mulated phonon emission process (light blue) that leads to
asymmetric line shapes and popula on inversion. At a later me, spontaneous emission of a phonon (orange) leads to
qubit relaxa on. Grey shading depicts virtual states. (c) Micrograph of the double dot device showing surface gates
and ohmic contacts to the electron gas (crossed squares). Scale bar indicates 300 nm. Microwaves are applied to the
plunger (P) or centre (C) gate. The conductanceGQPC of a proximal rf-QPC detects the average charge state of the dot
and modulates the amount of reflected rf powerPrf from a resonant tank-circuit, enabling fast readout (see §Methods
for details). (d) Charge stability diagram of the double dot, detected using the rf-QPC. Labels (n,m) denote the number
of electrons in the le and right quantum dots respec vely. The demodulated signal Vrf is propor onal to the QPC
conductance and thus the double dot charge configura on. Gate voltages VL and VR are applied to gates L and R in
(c). Red arrows indicate the direc on of allowed transi ons under resonant microwave excita on.
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Figure 6.2: Popula on inversion and asymmetric broadening of microwave spectra. (a) Avoided crossing of the energy
levels for the (0,1)-(1,0) transi on under microwave excita on. Blue arrows indicate allowed microwave transi ons. (b)
Charge stability diagram showing microwave sidebands either side of the (0,1)-(1,0) transi on. The slight broadening
of the feature near the transi on boundaries is due to microwave excita on to the leads. (c) Readout probabilityP (0,1)
for an electron in the (0,1) state as a func on of detuning ϵ and microwave power, where 0 dB is arbitrarily set to a
power that yields no effect on the data. Microwave frequency f = 31.8 GHz, applied to gate C. One- and two-photon
sidebands (marked 1γ and 2γ) are visible. (d), (e), (f) Slices through (c) at different microwave powers, as indicated by
the ver cal dashed lines overlaying (c). (g) Energy levels of the two-electron system under microwave excita on. Blue
and red lines indicate different rates for microwave driving when the (0,2) singlet S is the ground state, verse in (1,1)
where the triplets T are present. (h) Stability diagram at the (0,2)-(1,1) transi on with microwaves applied. Sidebands
are visible in (0,2) but appear strongly suppressed in (1,1) due to Pauli spin-blockade. (i) Readout probabilityP (0,2) for
an electron in the (0,2) state as a func on of detuning ϵ andmicrowave power. Microwave frequency is f = 26.7 GHz,
applied to gate P. One- and two-photon sidebands (marked 1γ and 2γ) are visible in (0,2) but are highly suppressed in
the (1,1) regime. With increasing power these sidebands asymmetrically broaden on the blue-detuned side closest to
ϵ = 0. (j), (k), (l) Slices through (i) at posi ons indicated by the dashed lines in (i).
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Figure 6.3: Spectroscopic signature of the phononic environment of the double quantum dot. (a)-(d) Sideband lineshape
for weak-driving in the one electron configura on, as a func on of detuning and for increasing rela ve powers at
f = 31.8 GHz (data taken with different tunnel coupling and gate voltages to Fig. 6.2). In the blue-detuned region
(ϵ < ∼ 70 µeV), phonon emission results in asymmetric broadening of the sideband and the appearance of step-
like features with a spacing (indicated by double arrows) that is set by the distance between the two quantum dots.
Extrac ng this distance from the spacing of the steps gives 280 nm, consistent with the micrograph shown in Fig. 6.1(c),
see §Methods. In the red-detuned region (ε >∼ 70 µeV), the sideband also deviates from the ideal Lorentzian shape,
exhibi ng addi onal skir ng features which we a ribute to a renormaliza on of the qubit levels due to coupling to the
phononic environment. Solid lines are Lorentzian fits to the data using only data points in red region and at the top of
the peak.

responding to single- (1γ) and two- (2γ) microwave photon processes, positioned either side of the
(1,0)-(0,1) transition. We note that the lineshape of all sidebands is strongly broadened, mostly on the
side closest to ε = 0, which we refer to as the blue-detuned side, where the microwave photon energy
exceeds the qubit splitting. Further, at high powers, we observe population inversion with the ampli-
tude of the microwave sidebands exceeding the saturation value of P (0,1) = 0.5 expected for a driven
two-level system undergoing Rabi cycles between the ground and excited state.

Our device can also be configured to the (2,0)-(1,1) charge transition by adjusting the gate poten-
tial to allow two electrons to occupy the double dot (see Fig. 6.1 (d)). Under microwave excitation we
again observe sidebands that are strongly asymmetric in their lineshape. A key difference in the two-
electron case however, is the presence of Pauli-blockade 192 which leads to spin dependent transitions
when driving resonantly with microwaves216. This behaviour is evident in Fig. 6.2 (e-h) as a strong
suppression in the sideband amplitude on the (1,1) side of the transition, where ε > 0. We attribute
this suppression to the occupation of a triplet state which cannot tunnel to the (0,2) singlet state un-
der microwave excitation without a spin flip. The maximum height of the suppressed sideband in
(1,1) is set by the ratio of singlets to triplets, (1:3 → (0.25 × P (0,2) = 0.5), gives P = 0.125). We find
this spin-dependent suppression is unchanged for magnetic fields in the rangeB = 0 – 4 T. This field
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Figure 6.4: Comparison of phononic structure in the theore cal model and experimental data. (a), (b), (c) Qualita ve
comparison between our theore cal model (dashed) and experimental data (solid) for the upper sideband as a func on
of microwave power (applied to the C-gate). ε∗ is the dimensionless detuning, normalised by the microwave drive
angular frequency ω0 = 2π× 32 GHz. (d) Experimental data as a func on of detuning showing the evolu on of the
step-like feature (on the le side of the sideband peak) with microwave power. (e) Theore cal results using parameters
for GaAs and independently measured experimental condi ons (see §Methods). Colouring emphasises the sideband
amplitude. Note that charge noise, when averaged by the rf-QPC, rounds-out the sharper features in the experimental
data.
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dependence is somewhat in contrast to the recent work by Schreiber et al., 216 where spin blockade
is lifted with microwave excitation, perhaps due to the presence of a micro-magnet on the surface of
their device.

The asymmetric lineshape of the sidebands and apparent population inversion is suggestive of
the incoherent, Raman-like process described in references74,228. In this mechanism, a blue-detuned
photon drives the qubit transition, accompanied by the emission of a phonon which carries away the
residual energy. The energy (and thus wavelength) of this phonon is set by the difference between the
microwave photon and qubit energies (see Fig. 6.1 (b)). Inversion is predicted to occur if the rate of
this photon-excited process exceeds the relaxation rate of the qubit. We rule out alternatemechanisms
to explainP >0.5, such as an inadvertent third-level, by noting that both sidebands, either side of ε =
0, produce the same amount of population inversion. This would imply equal coupling to the third
level from both quantum dots, which is highly unlikely for these few electron devices.

6.2.3 Spectroscopic Signature of the Phononic Environment

In this Raman picture, the probability for phonon emission is weighted by the density of available
modes subject to the boundary conditions of the nanoscale device geometry. In an effort to uncover
this geometric fingerprint in the lineshape, a signature of the Raman process, wemake use of the high
bandwidth of the rf-QPC charge detector to rapidly average over many data sets so that the sidebands
can be observed with high resolution, as shown in Fig. 6.3 (a-d) for a range of microwave powers.
Comparing the averaged data to the Lorentzian lineshape expected for a weakly driven qubit in the
Markovian regime 22 (solid line), it is evident that the blue-detuned region of the sideband shows fine,
step-like features228 in the excited state probabilityP (0,1) as a function of detuning. On the ‘red’ side,
the data also deviates slightly from the Lorentzian form and exhibits additional structure. Based on
a comparison to a detailed theoretical model 229, we qualitatively account for these features as arising
from the Raman-like process that occurs when the driven qubit is strongly coupled to its phononic
environment.

6.2.4 Theoretical Model

Ourmodel describes the driven systemwith amaster equation in which the Rabi frequency is compa-
rable to the decay rate. In order to incorporate Raman processes in the weak driving limit our model
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does not make the usual assumption of Markovian dynamics 22,228. Taking the Laplace transform of
the von Neumann equation gives a series expansion of the dynamical steady state, dependent on the
detuning ϵ, the inter-dot tunnelling rate∆, the electric-dipole Rabi frequencyΩ, themicrowave driv-
ing frequency ω0, the temperature T , and the spectral density, J(ω) = 2π

∑
q |gq|2δ(ω − ωq),

where gq is the device geometry dependent electron-phonon coupling amplitude, ωq is the phonon
frequency and ω is the transition frequency. Figure 6.4 highlights the asymmetric lineshape of the
sidebands and allows for a qualitative comparison between the experimental data and our theoretical
model based on the materials properties of GaAs (see §Methods for details). With the global scaling
of the microwave amplitude the only free parameter in the model, we are unable to quantitatively
account for all of the features in the data, particularly in the presence of charge noise. Nevertheless,
the clear asymmetry and step feature on the blue side of the sideband can be identified in theory and
experiment.

6.3 Discussion

With this model in hand, we can now make the case that the Raman-like process indeed accounts for
the key features in the data. We rule out photon emission, since the microwave photon lifetime for
a dipole of size ∼ 300 nm is a few milliseconds, orders of magnitude longer than that for phonon
emission 22 and improbable on the timescale of our experiment. In addition to the population inver-
sion74,228, the presence of a step-like feature on the blue-detuned side of the resonance is a further sig-
nature of resonantly enhanced phonon coupling. The energy of the emitted phononmust be given by
the difference between the microwave photon energy and the qubit excited state (in order to conserve
energy), and when the corresponding wavelength of this phonon is commensurate with the inter-dot
separation, the electron-phonon coupling rate is enhanced. The observed spacing of the step-like fea-
ture in our data indicates an interdot spacing of 280 nm, which is consistent with the geometry of
the surface gates shown in Fig. 6.1 (c), (see eq. 1 and discussion in §Methods). Further evidence for
the phononic mechanism is given by the apparent shoulder on the red-side of the sideband, which is
expected from a renormalisation of the qubit detuning and Rabi frequency when the bare electron
interacts with the crystal lattice. There are further simplifications in our model that likely account for
discrepancieswith respect to the position and amplitude of some of the experimental features (in addi-
tion to the charge noisemechanismdiscussed above). These include the anisotropy of the piezoelectric
coupling, which we have neglected in our calculations. Further, we have not considered the presence
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of the surface which modifies the phononic spectral density. For the present device, where the double
dots are located 110 nm below the surface, constructive interference between the double-dot dipole
and its image charge couple the electrons to Rayleigh surface acoustic waves. We note that the abil-
ity to control the crystallographic orientation of the double dot and its depth from the surface offers
a means of suppressing electron-phonon coupling, an advantage of heterostructure devices. Future
approaches to suppressing the influence of the phononic environment may include patterning the
surface or shaping the gate electrodes to induce phononic band gaps 12 that extend qubit coherence in
these systems.

6.4 Methods

6.4.1 Device and Experimental Set-up

The double dot is defined electrostatically, 110 nm below the surface of a GaAs/Al0.3Ga0.7As het-
erostructure grown using molecular beam epitaxy (electron density 2.4 × 10 15 m −2, mobility 44
m 2/Vs at 20 K). All data is taken at the base electron temperature of a dilution refrigerator, Te ∼
100 mK, with the sample mounted on a custom high frequency printed circuit board (PCB) 57. Mi-
crowave excitation is produced using a room temperature vector source (Agilent 8267D) and fed to
the device PCB via coaxial cables that include cryogenic attenuators. Readout is performed using an rf
quantum point contact (rf-QPC), proximal to the double dot. An impedance matching tank circuit
operating at a frequency of ∼ 500 MHz transforms the high QPC resistance towards the 50 Ω char-
acteristic impedance of a transmission line enabling the QPC to modulate the amount of reflected rf
power. The change in reflected rf power is amplified using cryogenic and room temperature amplifiers
and demodulated using standard quadrature mixing techniques to yield a baseband signal Vrf pro-
portional to the QPC conductance. For high resolution data (Figure 6.3 and 6.4) a high bandwidth
digital storage scope is used to perform a large number of trace averages.

6.4.2 Theoretical Model

To compare our theoretical model to the experimental data, we normalise each quantity with respect
to themicrowave driving frequency, e.g.,ω∗ = ω/ω0, where the ∗ indicates dimensionless parameters.
In this form we can write:

J∗(ω∗) = πP∗ω∗ 1− sinc(d∗ω∗)

1 + (ω∗/ω∗
c )

2
, (6.1)
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where d∗ = dω0/cs, with d the inter-dot separation and cs is the transverse speed of sound. P∗ =

(ℏP )2/(4π2ℏµ c3s) where ℏP is the piezoelectric electron-phonon coupling strength, µ is the mass
density, and ωc ≈ 2πcs/a is a high-frequency cut-off determined by the exponential decay length
of the localised electronic wavefunction, a. For GaAs, cs = 3000 ms−1, ℏP = 1.45 eVnm−1 and
µ = 5300 kg m−3, so P ∗ = 0.09. For the driving frequency ω0 = 2π × 32GHz pertinent to Fig.
6.4, we find d∗ ∼ 20. The tunnelling rate∆∗ = 0.15, and temperature T ∗ = kBT/ω0 = 0.12 are
obtained independently from experimental data. We choose ω∗

c = 2, consistent with a ∼ 50 nm.
The spectral density in eq (1) exhibits plateaus at ωphonon/cs ∼ (3/2 + 2n)π/d, that is, when the
Raman phonon wavelength is commensurate with the interdot spacing. This results in the step-like
features in P (0,1) when the detuning matches ωphonon. The first step in P (0,1) occurs at a detuning
of 2π×8 GHz∼ ωphonon = (3/2)πcs/d [and taking cs = 3000ms−1], we find d ∼ 280 - 300 nm,
consistent with the geometry of the surface gates.
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Chapter 7. Device Architecture for Coupling Spin Qubits Via an Intermediate Quantum
State

We demonstrate a scalable device architecture that facilitates indirect exchange between singlet-
triplet spin qubits, mediated by an intermediate quantum state. The device comprises five quantum
dots, which can be independently loaded and unloaded via tunnelling to adjacent reservoirs, avoiding
charge latch-up common in linear dot arrays. In a step towards realizing two-qubit entanglement
based on indirect exchange, the architecture permits precise control over tunnel rates between the
singlet-triplet qubits and the intermediate state. We show that by separating qubits by ∼ 1 µm, the
residual capacitive coupling between them is reduced to∼ 7 µeV.

7.1 Introduction

Entangling qubits by conditioning the state of one qubit on the state of another is a central require-
ment of universal quantum computing69,70. Ideally, two-qubit interactions should be strong, such
that entangling gates are fast with respect to single-qubit coherence times, and controllable, to prevent
two-qubit interactions from interfering with single-qubit operations. Direct exchange coupling be-
tween neighbouring spins offers a straightforward means of realising fast two-qubit gates46,200,243,150,
however such approaches are challenging since qubits must be positioned in very close proximity to
each other 227 and operated in a way that avoids leakage from the logical qubit space 247,47. An alterna-
tive approach is to use the direct capacitive coupling between spin-dependent charge dipoles 223,250,235,
although, at present, this capacitive interaction is relatively weak in comparison to the decohering
charge noise of the qubit environment. The need to overcome these challenges has created significant
interest in alternative approaches to entangling gates with spin qubits. Proposals include the use of
floating metallic structures 237, ferromagnets 238, cavity-mediated interactions 123,197,89, crossed Andreev
reflection in superconductors 145, surface acoustic waves 217,29,109 and quantum Hall resonators 255,78.
With many of these schemes, a major driver is the desire to separate qubits, thereby overcoming gate-
crowding and unwanted single-qubit crosstalk whilst maintaining control over two-qubit interac-
tions.

Here, we demonstrate a device architecture which facilitates indirect exchange coupling between
two spatially separated singlet-triplet qubits formed in double quantum dots (DQDs). Coupling is
mediated by a multi-electron quantum dot acting as a non-computational, intermediate quantum
state (IQS) 165,231,169,227 as shown in Fig. 7.1 (a). Overcoming the challenge of loading and unload-
ing electrons in linear arrays 121, we position accumulation gates over the tunnel barriers to the IQS,
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allowing transfer of electrons to and from the IQS independently of adjacent qubits, without charge-
latching. This architecture also enables qubit interactions to be controlled, either by opening and clos-
ing tunnel barriers to the IQS or bymodulating its chemical potential. Mechanisms for coupling spin
qubits via an IQS include direct exchange227,59, super-exchange20,184, virtual population40,169 and the
Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction 59. Regardless of the specific coupling mecha-
nism, a key requirement is the independent loading of qubits and precise control over the tunnel rates
between the IQS and adjacent quantum dots. In the present work our focus is coupling two-electron
singlet-triplet qubits, although we note that our device can also be configured to couple single spins.

7.2 The Device

The DQDs and IQS are formed in a two dimensional electron gas located 91 nm below the surface
of a GaAs/AlGaAs heterostructure (with a density of 1.5 × 1011 cm−2, and a mobility of 2.4 × 106

cm2/Vs). Hafnium oxide, deposited using atomic layer deposition, separates TiAu gates from the
heterostructure and enables positive voltages to be applied without gate-leakage. Experiments were
performed in a dilution refrigerator at a base temperature of 20 mK, with an electron temperature
Te ∼ 90 mK. All data presented was taken in the presence of an applied parallel magnetic field of
B = 100 mT. A scanning electron micrograph of the device is shown in Fig. 7.1 (b). To define the
DQDs [shaded blue in Fig. 7.1 (b)] we use a well-established gate configuration, known to produce
configurable qubits in isolation 116,55. This gate configuration allows each double-dot to be tuned inde-
pendently prior to coupling via the IQS. The IQS is a large, multi-electron quantum dot, configured
using both depletion (N1, N2, JBC , JBBL, JBBR), and accumulation gates (JBTL and JBTR).
Positive voltages applied to the accumulation gates control the tunnel barriers between the leads and
IQS and ensure that coupling of theJBC gate to the IQS -DQDtunnel barriers can be compensated,
such that the barriers remain sufficiently transparent. Readout is performed via rf-reflectometry 207,
using an rf-quantum point contact (rf-QPC) to sense the left DQD and an rf-sensing dot (rf-SET) to
sense the right DQD. The demodulated reflectometry signal, Vrf , is proportional to the conductance
of the sensors, determined by the charge configuration of the multi-dot system.

We first independently tune both the left and right DQDs into the single electron regime, mea-
suring typical charge stability diagrams, such as what is shown in Fig. 7.1 (c) for the left DQD, where
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Figure 7.1: (a) Cartoon of our device architecture for coupling singlet-triplet qubits via an intermediate quantum state.
(b) Electron micrograph and circuit schema c of the double quantum dots (blue circles) coupled by an intermediate
quantum state (brown ‘jellybean’ ellipsoid). Crosses indicate ohmic contacts. Inductors (L1 andL2), in resonance with
the parasi c capacitance (Cp), for tank circuits for impedance matching. (c) Charge stability diagram measured with
the le sensor as a func on of the gates on the le double dot, and without the presence of the dot associated with
the IQS, and (d)with the IQS configured using gatesJBC , JBBL, JBBR andN2. Labels indicate the charge states
(see text). (e) The occupa on of the intermediate quantum state can be controlled via JBC . Transi ons associated
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the notation (n,m, k) refers to the number of electrons in each triplet-dot system, with k or n indi-
cating the number in the IQS, when referring to the left or right DQD respectively. We next bring up
the IQS, and configure it in a regime where there is tunnelling into both the IQS and DQDs. This is
straightforward since both charge sensors, positioned at the ends of the array, are sensitive to charge
transitions of the IQS as well as their proximal DQD, as seen in Fig. 7.1 (d) for the left sensor. Here,
charge transitions of the IQC can be seen overlaying the familiar honeycomb charge stability diagram
of the DQD. Note that the presence of the IQS, when configured appropriately with accumulation
gates, hardly shifts the gate voltages needed to define the left DQD. Furthermore, the number of elec-
trons in the IQS can be independently controlled using gateJBC , as shown in Fig. 7.1 (e), which plots
the left sensor signal as a function of voltage applied to JBC . Close inspection of Fig. 7.1 (e) shows
several near-horizontal lines that correspond to charge transitions on the left DQD, whereas the more
vertical transitions correspond to the IQS. The IQS occupancy is tunable over a range of at least 50
electrons, and for certain values of JBC , the transitions alternate between the signatures of a single
and a double dot. In what follows we operate the IQS as a single quantum dot, but note the potential
for more complicated interactions when the IQS itself comprises a tunnel-coupled double dot.

The data in Figs. 7.1 (d) and (e) indicate that the charge transitions in the left DQDundergo level-
repulsion with the states of the IQS, although it is not clear from this data whether this interaction is
simply capacitive or also involves tunnel coupling (i.e. quantum fluctuations) between the states of
the DQD and IQS, which is needed for exchange coupling of the spin states 256. The picture is made
more difficult to interpret since (intra-dot) tunnel transitions between any of the dots and the leads
will also modify the energy levels of the system. Separating capacitive and tunnel contributions, both
inter-dot and intra-dot, is possible by extracting the width of the transitions, as well as by observing
how occupancy of the dots depends on the sweep direction of the gates that control the chemical po-
tential.

7.3 Tunnel-Coupling Bewteen Double Dots and IQS

We first examine tunnelling between the right DQD and the IQS, in the regime where inelastic tun-
nelling between the inner dot (QD3) and leads is suppressed. When the potential of QD3 is rapidly
increased, it is energetically unfavourable for electrons on QD3 to tunnel to the reservoirs, except via
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inelastic tunnelling through unoccupied excited states of the IQS, as shown in (i) of Fig. 7.2 (b). Tun-
nelling out to the lead will therefore not occur for QD3 until the effective triple dot is configured
such that the IQS excited state is accessible, as indicated in (ii) in Fig. 7.2 (b). Similarly, depending
on whether the energy level of the inner dot is increasing or decreasing, the conditions for loading
or unloading electrons via the IQS will differ, as shown in (iii) and (iv) of Fig. 7.2 (b). We look for
the signatures of these conditions in the charge stability diagrams for both the left and right DQDs,
making use of the corresponding left and right charge sensors. The stability diagrams for both the left
and right DQDs are acquired using fast charge-sensing by rapidly sweeping the gate that corresponds
to the vertical-axis of each data-set from negative to positive, [Fig. 7.2 (c) and (d)], and from positive
to negative [Fig. 7.2 (e) and (f)]. The gate indicated on the vertical-axis couples most strongly to the
respective inner dot. Comparing Figs. 7.2 (c) and (d) for the left and right DQDs respectively, we see
that IQS transitionsmodify the bareDQDcharge stability diagram such that it resembles the diagram
expected for a triple-dot system97. Furthermore, we find that this triple-dot pattern now appears dif-
ferent for opposite directions of the gate sweep. This directional dependence arises when considering
the different gate-bias conditions under which the dots will be in a stable occupancy configuration,
loading and unloading via tunnelling through states in the IQS [as indicated in Fig. 7.2 (b)].

Having demonstrated that the DQDs and IQS can be configured such that tunnelling occurs
between the DQDs and IQS, we now turn to controlling this tunnel rate. The magnitude of the
effective exchange interaction between two singlet-triplet qubits separated by an IQS can be tuned
by controlling tunnelling rates between the inner dots and IQS 169,20,227. Zooming-up on the charge
stability diagram, a transition from the states (N,0,2) to (N-1,1,2) is shown in Fig. 7.3 (a), where the
diagonal line indicates the axis of detuning ϵ between the two states. Plotting the normalized proba-
bility P of occupying the (N,0,2) state as a function of detuning, Fig. 7.3 (b) shows how the width of
the transition is controllable by altering the bias applied to gateN2. Fitting to these transitions68, we
extract the tunnel couplings between the IQS and DQD, which varies from 2.7 GHz (11.2 µeV) to<
kT with a 20 mV change inN2

†.

†Some uncertainty in our estimate of the lever-arm is likely since we have assumed that it is comparable to
lever-arm extracted for the right DQD. This is a reasonable assumption given the similar sizes and geometries
of the dots.
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7.4 Capacitive Coupling

For singlet-triplet qubits coupled via direct exchange, the requirement of tunnel coupling necessitates
that quantum dots are in close proximity, where their charge dipoles will also couple via the bare ca-
pacitive interaction. In our indirect-exchange architecture, the use of the IQS allows the qubits to be
separated by a distance that diminishes their electrostatic coupling such that 2-qubit interactions can
be effectively switched-off via gate control of the IQS. To further evaluate our architecture we next
measure the residual capacitive coupling when the DQDs are separated by∼ 1 µm, 10 times the typi-
cal distance of qubits engineered with intentionally strong capacitive-coupling 250,223. Tuning the IQS
into the Coulomb blockade regime, we configure both DQDs as singlet-triplet qubits operating on
the two-electron system that spans the (0,2)-(1,1) charge states. To measure the capacitive coupling,
Figs. 7.4 (a) and 7.4(b) show the response of each sensor, with the colour scale normalised to config-
urations of the two-electron charge states of each DQD.

The transition, from orange to blue in Fig. 7.4 (a), corresponds to the left target DQD switching
its charge state from (1,1) to (2,0) with detuning ϵ, as measured by the left sensor. Figure 7.4 (b) shows
the equivalent transition for the right DQD, from (1,1) to (0,2), now measured with the right sensor.
To determine the capacitive coupling between the two dipoles, we looks for a shift in the position of
this transition δ on the left target DQD, as the right control DQD switches between its two charge
states. Fitting the position of the transitions with gate voltage (the gate values for which ϵ = 0) is
shown in white in the stability diagrams of Fig. 7.4 (a) and (b)68. Finally, the shift in position of the
target transition δ can be converted to an effective electrostatic energy using the lever-arms separately
extracted from bias-spectroscopymeasurements of the DQDs. Using this approach wemeasure a dif-
ferential cross-capacitive interaction of 6.0 µeV when the left DQD is configured as the target and 7.7
µeV when the target is the right DQD. These energies can be compared to measurements made in
ref. 250, where a 100 nmDQD separation yields an interaction energy of∼ 25µeV.We presume that in
our device the presence of the IQS, populated with some tens of electrons, accounts for the enhanced
capacitive coupling over what may be expected from considering the linear scaling of the bare device
geometry.

In summary, we have presented a device architecture that enables independent loading and un-
loading of electrons across five quantum dots using both depletion and accumulation gates to control
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tunnel barriers. Fast charge sensors, positioned at the ends of the device structure, are shown to be
sufficiently sensitive to allow tuning of both DQDs and the quantum dot that is host to the interme-
diate quantum state. The platform alleviates the burden of spatial-crowding suffered by qubits that
are coupled via direct-exchange, and opens a means of scaling spin qubits beyond linear arrays.

† These authors contributed equally to this work.
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The reality is … you’re not going to build a quantum com-
puter in a university lab with your graduate students.

Professor David Reilly, in media engagement I stumbled
across towards the end of my PhD.

8
Conclusion and Outlook

The task of building a quantum computer which outperforms its classical counterpart is a
formidable one (at least that’s what I hope David meant). This thesis constitutes work towards the
larger goal of solid-state quantum computing. In offering a perspective on its broader context and
implications, it is important to consider what is ultimately required to build a quantum computer.
While a quantum computer must satisfy the Loss-Divincenzo criteria69 70, the specific requirements
on the architecture - like the number of physical qubits required for error correction, or the various
interactions we will need to engineer between qubits - must also be considered. The means by which
the Loss-Divincenso desiderata are satisfied for one or two qubits, in particular the measurement and
control schemes, are not necessarily scalable to thousands of qubits.

One near-term goal for the more advanced quantum computing platforms is to demonstrate
quantum supremacy - the super-polynomial speed-up of a quantum computer over a classical com-
puter performing the same task 205. It has been suggested that quantum supremacy can be demon-
strated with as few as 49 qubits, without the need for quantum error correction 38. One could ar-
gue that any complex molecule in its ground state demonstrates quantum supremacy, since it com-
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prises a quantum simulation of itself and we cannot efficiently solve Schrodinger’s equation to find
its eigenstates. However, a single molecule is an instance of a problem: the properties of a computer
which can solve entire classes of instances, with a relatively uniform approach, are far more impor-
tant to computer science 5. To demonstrate quantum supremacy, a computational task is required for
comparison. The task which has been proposed 38 is a sampling problem, which does not require a
fault-tolerant, universal quantum computer. In its essence, the problem involves sampling the out-
put distribution of a random quantum circuit, built from a universal quantum gate set - something
which the most powerful supercomputers cannot efficiently simulate for more than a 7× 6 lattice of
qubits 38. However, while the sampling problem is interesting for the purposes of demonstrating that
a quantum computer can efficiently solve a classically intractable problem, the solution itself is not
useful.

While implementing 50 qubit architectures is still a way off for semiconductor qubits, universal,
fault-tolerant quantum computing which provides pertinent solutions will almost certainly require
more qubits than this. Take, for example, Shor’s algorithm. It has been shown that an n-bit integer
can be efficiently factored using 2n+3 qubits 26. The best classical factoring algorithm for large integers
is the number field sieve 146, which has factored a 768-bit (232-digit) integer 135 over a couple of years.
Factoring a 1024-bit integer is expected to be a thousand times harder. We therefore might expect
approximately 4000 logical qubits to efficiently perform this task (although the number of physical
qubits requiredmay exceed 106, when error correction protocols like the surface code are taken into ac-
count 88). Grover’s search algorithm 103 is a quantum algorithm designed to search large, unstructured
datasetswith a quadratic speed-up compared to classical algorithms, which rely on exhaustive searches.
There is evidence to suggest that the implementations of Grover’s algorithm in a system of ≈ 7000
logical qubits could be sufficient to threaten the protection 256-bit keys in the Advanced Encryption
Standard, a symmetric encryption algorithm 101. Aside from disrupting classical cryptography, quan-
tum computers can also theoretically perform nobler tasks with similar or fewer numbers of qubits,
including machine learning 251 and the simulation of molecular and material properties where density
functional theory falls short 154,9,128,258. This application of quantum computing in particular has in-
spiredwidespread interest, due to its potential application in renewable energy anddrugdesign. Given
that the number of qubits required to solve computationally interesting problems are estimated in at
least the thousands, scalability should be the ever-present, nagging question in the mind of anyone
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trying to build a quantum computer. In this Chapter, we consider the road map ahead with respect
to the results presented in this thesis.

8.1 Scalable Readout Protocols

In Chapter 4, a 10-channel frequency multiplexing chip is presented, which could conceivably en-
able the simultaneous readout of 10 qubits. While this currently exceeds the largest experimentally-
demonstrated array of spin qubits 257, it is still a far cry from the thousands of channels which are
ultimately required. The main impediments to scaling these frequency multiplexing chips are their
physical size and frequency crowding. The footprint of a single multiplexed channel can be reduced
by optimizing elements of the bias tee. On the high frequency port, employing a parallel plate, rather
than inter-digitated, capacitor can reduce the footprint by an order of magnitude, while replacing the
spiral inductor on the DC port with a resistor will also significantly reduce the size of the bias tee. Re-
ducing the width of the spiral inductor tracks is also a possibility. The total size of the multiplexing
chip is naturally limited by the wavelengths of the resonant circuits - if an on-chip RF signal needs
to be routed over distances much longer than its wavelength, the lumped-element approximation of
themultiplexing circuit begins to break down. Additionally, if the multiplexing chips are much larger
than the size of the qubit chip, the required lengths of bond wires may increase the parasitic capac-
itance to the point where readout sensitivity is compromised. Since the publication of the content
of Chapter 4, optimisation techniques have been applied to next-generation multiplexing chips, see
Figure 8.1. These next-generation chips have been successfully implemented in qubit experiments, in
particular, the optimised multiplexing chip was employed in the qubit coupling experiment of Chap-
ter 7.

The second obstacle to scaling frequency-multiplexing circuits is frequency crowding. Typical
bandwidths of individual resonant circuits place a lower limit on their separation in frequency to ∼
10 MHz, which limits the number of frequency channels below 1.2 GHz to approximately 100. Brute
force approaches, whereby a 100-channelmultiplexing chip, alongwith associated cryogenic and room
temperature circuitry, is duplicated 10 times, may enable us to approach 1000 readout channels. This
would not be without considerable challenges onmultiple fronts, ranging from the availability of suf-
ficient cooling power in the dilution fridge, to the room-temperature electronics overhead. While a
rack of signal generators is an excellent source ofwarmth in thewinter, hundreds of them are infeasible
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AuPd resistors. (b) 8:1 mul plexing chip.

.

due to constraints on cost and space. It is possible to develop tailored cryogenic and room tempera-
ture hardware specifically designed to facilitate multi-channel readout - and this will be eventually
required. Integrating and adapting industrial signal processing techniques like orthogonal frequency
divisionmultiplexing (OFDM),which can encodedata on closely spaced carrier frequencies, into read-
out architectures could address some of the issues associated with frequency crowding.

One can also think about reducing the number of unique frequency channels needed, using tech-
niques like time-division multiplexing. In time-division multiplexing, multiple sensing dot or QPC
readout channels are connected to the same resonant circuit, see Figure 8.2 (b), and fast switches selec-
tively route the signal to each readout channel. So long as the switching and single-shot readout times
are less than the T1 time of the system, and the parasitic capacitances downstream of the rf-switches
are reasonably similar, this enables multiple readout channels per resonant circuit. 2DEG-based rf-
switches have been demonstrated in GaAs 115 with nanosecond switching times, and single shot read-
out times for GaAs singlet-triplet qubits are ∼ 1 µs. With T1 times of tens of µs, there is potential
for increasing the number of readout channels per inductor by an order of magnitude. The num-
ber of readout channels per resonant circuit will eventually be limited by either inhibitive parasitic
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Figure 8.2: Time-division mul plexing chip, designed and fabricated by Marie Claire Jarra . (a) Scanning electron mi-
crograph of a two-channel me-division mul plexing device. Gates are false coloured. Pink gates are 2DEG-based
rf-switches, which are downstream of ohmic contacts and can be used to selec vely route the signal between various
charge sensors. (b) Circuit diagram of the me-division mul plexing setup.

capacitances, or ratio of single shot readout to T1 time. The latter becomes less problematic as read-
out sensitivities and fidelities are improved. Additionally, it could be possible to integrate cryogenic
CMOS-based field programmable gate arrays 144 (FPGAs) or application specific integrated circuits
(ASICs) into the readout and control architecture to optimise the sampling times extemporaneously.
Interleaving time-divisionmultiplexing andOFDMat various stages of the readout architecture could
pave a way to reading out thousands of qubits.

A simple two-channel set-up for time-domain multiplexing with two QPCs and a double quan-
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tumdot is shown in Figure 8.2 (a). Directly downstream of one of the ohmic contacts on either side of
each sensor is a gate-defined rf-switch (depicted in pink on the false colour SEM), which can be turned
on and off in nanosecond time scales 115. Using the 2DEG itself as a switch minimises the length of the
line and reduces the overall parasitic capacitance. In this experiment, the signal is initially split at the
multiplexing chip via two different bond wires from the same resonant circuit. On-chip signal rout-
ing is desirable, as it reduces the total parasitic capacitance and ensures parasitics are similar between
readout channels. The design and testing of more complicated time-division multiplexing devices is
under way, where signals are routed on theGaAs chip usingmulti-layer fabrication techniques. Incor-
porating dispersive sensors into time-divisionmultiplexing schemes is an outstanding challenge, since
dispersive gate sensing does not require that any signal be routed through the 2DEG.While this is one
of the features which makes dispersive gate sensing so amenable to scaling, it closes a natural avenue
for on-chip switching between sensors. Another problemwhichmay be encountered in time-division
multiplexing is difficulty in engineering the on-chip parasitic capacitances. It is clear that precisely en-
gineering the parasitic capacitance at the chip level will be key for both time-divisionmultiplexing and
maximising the number of readout sensors in the frequencymultiplexing scheme. This will be one of
the key engineering challenges as the number of qubits increases.

8.2 Engineering the Qubit Environment

Prior to any error correction schemes, the general approach tomitigating the effects of identified envi-
ronmental noise has two stages: first, where possible the qubit environment is engineered tominimise
sources of noise, and second, the qubit is operated in a way which reduces its susceptibility to what-
ever noise remains, ideally without any trade-offs in speed, operability or inter-qubit coupling. Two
aspects of the qubit environment were studied in the course of this thesis, namely, charge pockets in
the potential landscape and phonons, which originate from both finite lattice temperatures andQPC
back-action.

8.2.1 Charge Pockets

Chapter 5 of this thesis presented a study of isolated pockets of charge in the immediate environment
of GaAs double quantum dots, most likely between confining gates. This localised segregation of
charge originates from the disorder potential of the random distribution of ionised donors, which
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is not effectively screened by the 2DEG at low electron densities. Given that charge noise is a major
limiting factor in single-triplet gate fidelities 224, the presence of unwanted and uncontrolled pockets
of charge in the immediate qubit environment is concerning. A number of measures can be taken
to minimise the effects of charge pockets on the qubits themselves. In many gate designs, confining
gates in direct proximity to the qubit are separated by only a fewµm,which is roughly the length scale
of disorder at low electron density 188,189,61, and are routed in parallel over distances in excess of a few
µm. Charge pockets are likely to form in these narrow, low-density channels between gates, but could
be eliminated by ensuring that the 2DEG between gates is fully depleted at the voltages required for
qubit operation. Rather than relying on large negative voltages for the wide depletion areas required
to close these channels, full depletion can be achieved by increasing the width of the gates in imme-
diate proximity to the qubit, which brings confining gates closer together. While on-chip cross-talk
considerations are importantwhenever gates are densely packed 35, gates only need to be closely packed
over the distance it takes for them to fan out to dimensions which are larger than the disorder length
scales, such that charge pocket formation is improbable. Furthermore, since electric fields fall off as
1/r2, charge pockets separated from the qubit by large distances are less problematic. Lithographically
defined 2DEG-based qubits will eventually require multi-layer gate patterning, to accommodate two
dimensional arrays. Such designs will also need to account for and mitigate the unintentional forma-
tion of local charge pockets near qubits.

As well as affecting gate fidelities, another obvious deleterious impact of random charge pockets
is their effect on the readout fidelities of dispersive sensors. Unlike highly localised sensors, like quan-
tum dots andQPCs, dispersive gate sensors are exquisitely sensitive to the dynamics of large stretches
of electron gas (generally the distance from the dot to the edge of the mesa spans hundreds of µm).
Sensitivity to unintentional, non-computational quantum dots may limit readout fidelities. One so-
lution to thismaybe reducing the length overwhich the dispersive gate sensor and 2DEGare proximal,
either by modifying the area of the mesa or selectively increasing the separation of the gates from the
surface with insulating layers like hafnium oxide.

Variations in the potential landscape of the 2DEG are also problematic from the perspective of
tuning large arrays of quantum dots into regimes where they can be operated as qubits. Any student
who has spent time tuning quantum dots in GaAs knows that each double dot has its own ‘personal-
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ity’ - voltages which confine a perfectly tuned qubit at one point in the 2DEG will not define a qubit
when translated to an identical gate pattern only a fewµmaway. As interesting as getting to know the
unique personality of your qubit over the course of days and weeks is, disorder destroys the luxury of
reliable tuning parameters, which will make the task of tuning thousands of qubits challenging. Ad-
ditionally, electrostatic coupling between proximal quantum dots prevents qubits from being tuned
independently of their nearest neighbours. In order to tune large arrays of singlet-triplet qubits, ei-
ther graduate students of exceptional patience and fortitude are required, or some form of automated
tuning algorithm will be necessary 19, perhaps drawing on multi-variable optimization, pattern recog-
nition and/or machine learning techniques.

Eliminating the effects of a disordered potential landscape can also be addressed at a fundamental
materials level. One possibility is moving to more complex heterostructures like enhancement mode
field effect transistors 126, which retain the benefits of the clean, high-mobilityGaAs/AlGaAs interface,
while removing the need for modulation doping. Instead of randomly-distributed ionised Si atoms,
the ‘donor layer’ in these devices is itself a conduction layer which screens disorder, rather than being a
dominant source of it. These kindof structures have the additional advantage of not being constrained
by the tension between maximising the setback distance (the separation between the hetero-interface
and the donor layer) and minimising the surface gate to 2DEG distance (desirable for smaller devices
and sharper confining potentials). Some of the challenges of FET 2DEGs include hysteresis, gate leak-
age and issues making electrical contact to the electron gas, which requires electrically isolated doping
channels in close physical proximity to the undoped electron gas. Progress towards these ends have
been made 175, but gate defined quantum dots in FET devices have yet to be demonstrated.

8.2.2 Phonons

By nature, solid state qubits are embedded in bosonic environments. Chapter 6 of this thesis detailed
phonon-assisted photon absorption in charge and spin qubits formed in double quantumdots, which
results in a population inversion at high powers of microwave drive. Chapter 5 examined the sensi-
tivity of charge pockets in the qubit environment to bias across a nearby QPC, which we attribute
to phonons coupling to the charge pockets. GaAs-based qubits suffer the effects of electron-phonon
coupling more than their silicon cousins, due to the piezoelectric nature of the GaAs lattice. The dy-
namic local electric fields generated by phonons in the vicinity of double quantumdots limit qubitT1
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Figure 8.3: Phonon emission from an rf QPC, for various carrier amplitudes. There is no DC bias across the QPC. (a) A
charge stability diagram when the equivalent voltage amplitude of the rf-power is Vrf = 0.72 mV. (b) At higher powers
(Vrf = 0.83 mV) signatures of phonon-mediated back-ac on are evident, as in100. (c) These features persist at even
higher powers (Vrf = 1.0 mV). For DC biases applied across QPCs, the highest value of detuning at which phonon
back-ac on features are observed is expected to be linear in bias voltage. A similar effect is observed with rf power.
We also note that as the rf power is decreased, the visibility of the charge stability diagram is also diminished.

times 171. Quantum dots can be engineered specifically to reduce their susceptibility to phonon cou-
pling 100,228 - when, for example, the source of the phonons is a nearby QPC, the relative orientation
of the QPC, double dot and crystallographic axes can be adjusted to minimise coupling, due to the
anisotropy of electron-phonon interactions with respect to the crystallographic axis. Adopting this
design consideration is straightforward for linear arrays of qubits, but will be more complicated for
two-dimensional qubit lattices.

We note that while phonon-mediated back action is generally observed in the presence of a DC
bias across the QPC 100, we have also observed similar signatures of electron-phonon coupling using
rf-reflectometry readoutmethods, in the absence of aDCbias, see Figure 8.3. Thismaybe a strength of
dispersive gate sensing: in bothDC and rf-reflectometry charge sensing, reservoir potentials are varied
with respect to one another, with a resistive sensing dot or QPC at the reservoir interface. Electrons
tunnelling through the sensor are a local source of phonons, directly proximal to the dot. Dispersive
gate sensing may circumvent this issue, as it is not affect between reservoir potentials. Whether qubit
lifetimes can be enhanced by eliminating phonon-emitting readout sensors has yet to be studied in
detail. The relative effects of sensor phonon emission compared to the general phonon bath of the
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lattice are unknown.

8.3 Strong, Long-distance Coupling

Chapter 7 of this thesis presented a prototypical device geometry for scalable, one-dimensional arrays
of singlet-triplet qubits, which can be coupled in a controlled manner by multi-electron intermedi-
ate quantum dots. A schematic of what such an array might look like is illustrated in Figure 8.4. An
essential ingredient to scaling this gate architecture is the ability to perform single shot readout with
dispersive gate sensors, since the proximal charge sensors will limit the scalability of this design. While
singlet-triplet states have been distinguishedwith dispersive gate sensors 117, single-shot dispersive read-
out is an outstanding challenge - one which will be important for scaling.

The fragility of quantum information renders it almost impossible to scale qubit architectures
without the need to error correction, and the two-dimensional surface code is one of the most pow-
erful error correction schemes known98,88, with a high error thresholds of ∼ 10−2 88. While error
correction protocols for linear arrays of qubits, each coupled to their nearest neighbours, exist 87,124,99,
these schemes are not as powerful as the surface code 87. If we restrict ourselves to a single layer of litho-
graphic defining gates, it is difficult to imagine a gate geometry which would allow two-dimensional
arrays of qubits, each coupled to their nearest neighbours, without routingmeasurement and control
lines throughmultiple layers of insulatingmaterial. There is nodoubt that realising a two-dimensional
array of spin qubits will be challenging: multi-layer integrated circuits will be required to enable access
to qubits which are not on the perimeter of the array. Through-silicon via technology is a widely used
industry technique for multi-layer signal routing94, however small areal footprints at the device level
place upper limits on the via depth. Increasingly the superconducting quantum computing commu-
nity, also facing the challenge of implementingmulti-layer integrated quantum circuits, is making use
of ‘air bridges’ which allow electrical connections to be routed over other signal tracks for short dis-
tances 244. Integrating and adapting multi-layer fabrication techniques from both classical computer
hardware and other quantum architectures will be essential for creating two-dimensional arrays of
semiconductor qubits.

Of the plethora of proposed coupling mechanisms for singlet-triplet qubits, exchange-based cou-
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Figure 8.4: Scalable one-dimensional array of singlet-triplet qubits coupled by intermediate quantum states. The scan-
ning electron micrograph of the gate design in Chapter 7 is ar ficially tessellated in order to demonstrate its poten al
for scaling. The integra on of dispersive sensors eliminates the need for proximal charge sensors.

plers - whether direct or indirect - have the advantages of strength, tunability and ease of integration
into existing qubit architectures. The added advantage of indirect exchange couplers is that they do
not introduce leakage states, and can be used to couple qubits over long distances, while suppressing
capacitive interactions. The size of quantum-dot couplers will ultimately be limited by the confining
lengths required to formzero-dimensional quantumdotswith atom-like spectra. Recently a capacitive
interaction of 200µeVbetween two Si/SiGe double quantumdots has been reported 257, whichwould
theoretically enable 50 GHz two-qubit gates. This large capacitive interaction strength is enabled by
the close proximity of dots in dense arrays. The best path towards scalable semiconductor qubit archi-
tecturesmay be a fine balance of increasing circuit density, while ensuring that densely packed gates do
not impede the scalability of measurement, control and coupling techniques. Multi-layer fabrication
tailored to the requirements of nanoscale quantum computers may alleviate this tension.

8.4 Topological Quantum Computing

For many years, the field of semiconductor quantum computing has focussed onmastering the qubit
environment andoperational techniques tomitigate the effects of noise 36,160,164, with the goal of build-
ing scalable, fault-tolerant architectures. In recent years, a new paradigm in fault-tolerant quantum
computing has emerged. Instead of encoding quantum information in the local properties of a sys-
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tem, like spin or charge, which are extremely sensitive to their noisy environment67, theoretical work
demonstrated that it is possible to encode information in the topological properties of the system,
which are protected from local perturbations 132,172. The bases of a topological quantum computer
are the degenerate ground states of a topologically ordered system211 composed of anyons with non-
abelian exchange statistics. An anyon is a particle whose wavefunction picks up a phase θ under ex-
change

Ψ(r1, r2) → eiθΨ(r1, r2) (8.1)

which is not constrained to θ =0 (bosons) or θ =π (fermions). A profound consequence of the topol-
ogy of quantum systems is that the behaviour of anyons depends on the dimension in which they
exist. In three dimensions, adiabatically wrapping one indistinguishable particle around another is
the equivalent of exchanging the pair twice. The wavefunction is not altered under double exchange,
and it follows that the phase accumulated under a single exchange is either ± 1, corresponding to a
boson or a fermion respectively. This can be thought about in terms of particle world lines. In three
dimensions, it is possible to deform the trajectory of the encircling particle in a way that makes it
topologically equivalent to having not moved the particle at all, Figure 8.5 (a). The picture in two di-
mensions is different, since the trajectory cannot be deformed without cutting through the stationary
particle. Wrapping one particle around another is therefore a meaningful operation in two dimen-
sions 185, and the final and initial wavefunctions do not have to be identical. A group of anyons can
be sequentially wrapped around each other in a process called ‘braiding’, because the class of possible
trajectories are elements of the braid group. The exchange statistics of anyons can be abelian, where
the final wavefunction is insensitive to the order of braiding operations, or non abelian, where the
braiding order matters. The logical qubit basis can be encoded in the degenerate ground states of
a system of non-abelian anyons, and braiding can be used to manipulate it. A braiding operation is
topologically protected from local noise, because as long as particle trajectories are topologically equiv-
alent and adiabatic with respect to the energy gap between the ground state and next excited state, the
details of the trajectory itself do not affect the overall operation, Figure 8.5 (b).
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Figure 8.5: Proper es of anyon exchange in two and three dimensions. (a) The exchange sta s cs of par cles in
three dimensions are topologically trivial. The trajectory of a par cle which is wrapped around another par cle can
be smoothly deformed such that it is topologically equivalent to doing nothing at all. The wavefunc on is invariant
under the double exchange of par cles in three dimensions. (b) In two dimensions, the trajectory of the encircling
par cle cannot be smoothly deformed without being cut by the world lines of the encircled par cle, which enables the
possibility of topologically non-trivial trajectories. In two dimensions, the ini al and final wavefunc ons of the two-
par cle system are not necessarily iden cal under double exchange. The braiding opera on is insensi ve to the exact
trajectory, providing the loop was made.
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8.4.1 The Majorana

Nature does not always surrender her secrets readily. Topological phases of matter are particularly
well guarded - experimentally, they are challenging to engineer, access and uniquely identify. The
two known condensed matter platforms theoretically capable of hosting non-abelian anyons are the
elementary excitations of fractional quantum hall states (Laughlin quasiparticles) 176 and Majorana
fermions 185,213. The past few years have marked mounting experimental efforts to directly observe the
non-abelian exchange statistics in both of these systems48,221,182, but definitive evidence is still out-
standing. Theory 159,194 and preliminary experimental work suggest 11,179,60 that Majorana zero modes
emerge at the ends of one-dimensional nanowires proximitised by s-wave superconductors, in the
presence of strong spin-orbit coupling and an external magnetic field. Conveniently, most items on
this ingredient list are already in the cupboard of semiconductor qubits, and proposed control and
measurement schemes6,127 mirror equivalent techniques in spin qubits. While each platform has its
own idiosyncrasies and associated challenges, the list of transferable techniques is long, and includes
reflectometry, charge sensing, dispersive gate sensing, transport, fast electrical control and joint par-
ity measurements which rely on coupling multiple nanowires to quantum dots 127. Given the rela-
tive infancy of the field, this ready-made toolbox is not unwelcome, and we might reasonably expect
nanowire topological qubits to benefit from progress already made in scaling the control and mea-
surement schemes for spin qubits. Significant discoveries in condensed matter are often underpinned
by advances in materials science, and topological phases of matter are no exception. The clean epi-
taxial semiconductor-superconductor interface is crucial in enabling the hard superconducting gap
necessary for topological protection 143 50, and progress towards lithographically defined wires in prox-
imitised 2DEGs has been made 220.

Robust, fault-tolerant qubit architectures which are insensitive to local perturbations are the stuff
of experimentalists’ dreams. The question of whether topological protection is too good to be true is
important, alongwith the questionofwhether topological quantumcomputingwill ultimately outdo
its non-topological counterpart. The two main sources of noise which will ultimately limit the per-
formance ofMajorana qubits are tunnelling between non-abelian anyons and thermally excited quasi-
particles, which cause leakage from the qubit subspace 211. As the separation between Majorana zero
modes is increased relative to the length scales of the systems’ topological order, tunnelling between
anyons is exponentially suppressed 11. As such, this source of noise can be largely overcome by increas-
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ing the length of the nanowire, although this may place a lower bound on qubit size. Quasiparticle
poisoning is also a concerning issue: Majorana zeromodeswhich appear in proximitised nanowires do
not strictly constitute a topological phase ofmatter, somuch as a ‘fermionparity-protected topological
phase’ 39. This means that they are susceptible to fluctuations in the charge state of the nanowire 127.
Nanowire devices with large charging energies can suppress quasiparticle poisoning from the envi-
ronment, which scales as e−EC/T , and there is no shortage of suggested designs 127,204. Quasiparticle
excitations from within the nanowire are also problematic, scaling as e−∆/T (where ∆ is the super-
conducting gap), but can be reduced by lowering the operational temperature. The presence of errors
- even exponentially suppressed ones - means that error correction will eventually be necessary when
computations are long enough 127.

8.5 Final Remarks

The various pathways towards building a scalable quantum computer have yet to converge on a single
architecture which is universally acknowledged as superior. Various species of qubits have particular
areas in which they outperform others, but none has unequivocally proven itself optimal in all aspects
of the Loss-Divincenzo criteria. Meanwhile, most candidate platforms for quantum computing are
rich in fundamental physics and exploring themconstitutes human control over nature at itsmost fun-
damental level (although nature’s obstinate objections to this control take the form of noise). While
solid state qubits have the advantages of versatility and scalability, they are plagued by their sensitivity
to their environment. Whether or not topological quantum computing will offer relief from these
challenges is yet to be conclusively determined. The ambitious undertaking of building a quantum
computer has united academia and industry under the common goal, as increasingly well-resourced
companies are casting their lot with various qubit platforms. Almost paradoxically, this extraordinar-
ily ambitious scientific and technological undertaking, fraught with formidable obstacles, offers us a
window through which we may admire the simple and confounding beauty of quantum mechanics.
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Is it not a strange fate that we should suffer so much fear
and doubt for so small a thing? So small a thing!

Boromir, Lord of the Rings

A
Nanofabrication

The formation of quantum dots requires confinement on the order of the Fermi wavelength, which
in GaAs 2DEGs is∼ 40 nm. In order to achieve this, the geometries of the confining gates must be of
roughly the same order ofmagnitude at their smallest point. Attaining nanometre resolution in fabri-
cation requires environments which are free of dust and particulatematter: to give some indication of
the difficulties in fabricating quantum dot devices in non-cleanroom environments, the average m3

of atmosphere contains more than 35 million particles of dust larger than 0.5 µm 110. Particulates of
this size interfere with any attempt to define features thousands of times smaller than them. Electron
beam lithography, which requires the highest precision, is therefore undertaken in an ISO 5 clean-
room, while optical lithography, etching and thermal evaporation processes are undertaken in an ISO
7. All devices in this thesis were fabricated at the Australian National Fabrication Facility University
of New South Wales node.
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Optical gates

EBL gates

8 nm HfO ALD

2DEG

Ni/Ge/Au ohmic contacts

GaAs heterostructure

Figure A.1: A schema c of a finished device, with two simple fine gates and one ohmic in each reservoir. The basic
fabrica on steps of the GaAs quantum dot devices measured in this thesis are as follows: the GaAs wafer (dark blue)
is cleaned, and a mesa is etched to define an area of 2DEG (red). The NiGeAu ohmic stack (green) is deposited and
annealed to make electrical contact to the 2DEG at the edges of the mesa. An insula ng layer of HfO (purple) is grown
on the surface of the mesa via atomic layer deposi on, to minimise gate leakage to the 2DEG. Fine gates (gold) are
defined on the mesa using electron beam lithography, followed by the large gates (light brown) which are defined by
op cal lithography. In both lithographic stages, thermal evapora on is used to deposited metal on the surface of the
chip. The large op cal gates in this schema c are slightly unrealis c, as on a real chip the metallic stack is required to be
at least as high as the mesa to make electrical contact to the fine gates. Some crea ve license is taken for the purpose
of illustra on.
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A.1 Quantum Dot Nanofabrication Recipe

A.1.1 Gallium Removal

WhenGaAs/AlGaAswafers are grown inmolecular beam epitaxy chambers, they require sticking lay-
ers of various kinds to adhere the initial growth substrate to the chamber stage. Indium and gallium
are both commonmetals used as sticking layers. Whenwafers arrive from the growers, they often have
a layer of soft gallium or indium on the back of them, which requires removal in order to avoid con-
taminating processing equipment. In the case of gallium, which has a melting point of 29.76 ◦C and a
particular propensity to find itself on your recently cleaned glassware, it becomes especially important
to remove the sticking layer prior to processing.

Process 1

1. Using clean pipette, deposit 1-2 drops of AZ6612 resist or PMMA3 on a fresh glass slide.

2. Carefully invert the GaAs chip in the resist, surface down. For extra precaution in protecting
the chip surface, you can also spin resist on the chip.

3. Place the glass slide on the respective hotplate (95◦C for AZ6612 and 180◦C for PMMA3), for
2 minutes.

4. Using a cleanroom q-tip, gently wipe the gallium off the back of the chip. Make sure that the
resist has set such that the chip does not slide around, as this could damage the surface. If the
gallium is not completely removed (this can be seen under a microscope) before the chip cools,
it may be put back on the hotplate for 20-30 seconds, but care should be taken not to bake the
resist too much, as it can become significantly harder to remove with regular solvents if baked
too long.

5. Using a cleandesignatedNMP-galliumbeaker, heat≈ 50mLofN-Methyl-2-pyrrolidone (NMP)
on the 80◦C hotplate and place glass slide and chip in the beaker, gently nudging the chip with
tweezers until it slides off. Immediately discard glass slide and transfer the chip to another fresh
beaker with≈ 50 mL of 80◦C NMP.

6. Sonicate for 2 minutes in NMP.
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7. Transfer the chip to 50 mL acetone and sonicate for 2 minutes.

8. Transfer the chip to 50 mL isopropanol (IPA) and sonicate for 2 minutes.

9. Remove chip from beaker, and dry with nitrogen, ensuring the GaAs capping layer surface is
always the top surface.

Process 2

In some cases, it may be necessary to etch the gallium off the back of the chip. The following recipe
details this etch:

1. Most of the gallium should be removed in the previous step. To remove any remaining gal-
lium residue, the chip (spun with AZ6612 resist) can be placed in at 37%HCl solution for 2-3
minutes.

2. Rinse the chip in distilledH20

3. Perform standard NMP, acetone, IPA clean and nitrogen dry.

A.1.2 Chip Cleaning and pre-processing Bake

Before processing begins on the chip, it is thoroughly cleaned to ensure there is no surface contamina-
tion.

Process

1. Place chip, surface upwards, in≈ 50 mL of 80◦C NMP for 5 minutes, on the hotplate.

2. Sonicate chip on medium power in NMP for 2 - 5 minutes.

3. Transfer chip to 50 mL of acetone, and repeat 2 - 5 minute sonication. Be sure to always rinse
tweezers after they have been in contact with NMP, and be especially careful to ensure NMP
never comes in contact with any plastics, ie. your chip carrier.

4. Transfer chip to 50 mL of IPA, and repeat 2 - 5 minute sonication.

5. Remove chip from beaker and dry on a fresh sheet of filter paper with nitrogen gun.
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6. Bake chip at 200◦C for five minutes. Skipping this pre-bake step has not given us any troubles
in the past, however as it is good practice we do it anyway.

A.1.3 Mesa Etching

Some chips contain multiple devices which it is desirable to keep electrically isolated from each other
by the removal of 2DEG in certain regions. Additionally, the control of spin qubits requires high
frequency pulsing of confinement gates. In all the experimetal setup upstream of the chip, great care
is taken to reduce cross talk between high frequency lines 57, such that each qubit can be precisely
controlled and uniquely addressed. All these efforts would be in vain if chip designs were not also
optimised to reduce coupling between high frequency lines. Reductions in on-chip coupling can be
achieved by ensuring proper grounding between adjacent gates 35. One problem, however, is that com-
mon ungrounded 2DEG under gates enhances high frequency coupling between them, and so where
possible, 2DEG beneath gates is minimised. To make electrical connection to optical gates via wire
bonds, the optical gates ideally fan out to bond pads 50 - 100 µm square. Given the number of lines
required for spin qubits, thismeans that the total area the gates of a givendot encompass ismuch larger
than the few micrometres of 2DEG the dot is defined in. Taking into account ohmic requirements,
which have a minimum size and must be located over the mesa, our typical mesa is between 250 - 350
µm square.

Process

1. Prepare a 1:8:240 solution ofH2S04:H2O2:H2O. TheH2S04 should be 99%.

2. Spin clean the chip with acetone (5 seconds) and IPA (5 seconds) at 6000 RPM.

3. Spin AZ6612 onto chip, with the following recipe: 500 RPM at 500RPM/s 5 seconds, 10,000
RPM at 4000 RPM/s for 20 seconds, 4000 RPM at 4000 RPM/s for 20 seconds, 0 RPM at
2000 RPM/s for 0 seconds.

4. Bake chip at 95◦C for 60 seconds.

5. On the Suss MircoTec MA6 mask aligner, using front side alignment, expose the chip for 1.7
seconds, hard contact.
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6. Develop chip for 50 seconds in MIF300 developer, swirling continuously.

7. Transfer chip directly to distilledH20 and rinse for 30 seconds.

8. Dry with nitrogen.

9. Using theDektak 3030 surface profilometer (settings as follows: force = between 4 - 9, I usually
use 7, scan distance = 200 µm, scan speed = medium, scan range = 655 kÅ), record the height
of the resist which covers the area where the mesa will be defined.

10. Etch away the surfacewhich is not coveredby resist by gently swirling the chip in theH2S04:H2O2:H2O

solution for 50 seconds.

11. Rinse with distilledH20 for 30 seconds and dry with nitrogen.

12. Using the Dektak, measure the combined resist and mesa height, using the previously calcu-
lated resist height to calculate the etch depth and rate. Generally, the aim is to etch ≈ 10 nm
below the depth of the 2DEG. If the etch is not deep enough, return the chip to the etch solu-
tion for the appropriate amount of time.

13. Remove remaining AZ6612 by placing chip in 80◦C NMP for 5 minutes, followed by an ace-
tone and IPA clean.

14. Dry with nitrogen.

A.1.4 Ohmic Deposition and Anneal

To make electrical contact to the 2DEG, eutectic stacks of Ni/Ge/Au are annealed at 430◦C to yield
low resistance ohmic contacts42. The nickel initially forms NiAs at the surface of the chip, and when
germanium is deposited it slowly displaces half of the interface arsenide to form Ni2GeAs. The final
layers of germanium and gold act as a eutectic mixture, lowering the temperatures required to melt
the metallic stack. Tunnelling through the Au-GaAs Schottky barrier occurs, and it is thought that
this is due to the fact that the GaAs is heavily doped with germanium 108.

Process

1. Spin clean the chip with acetone and IPA.
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2. Due to the thickness of the ohmic stack, bi-layer resist is used to ensure the resist is thicker
than the ohmic stack. We use LOR 20B as the base layer of resist. Spin LOR 20B onto the
chip, with the following recipe: with the following recipe: 500 RPM at 500RPM/s 5 seconds,
10,000 RPM at 10,000 RPM/s for 1 seconds, 6000 RPM at 4000 RPM/s for 60 seconds, 0
RPM at 2000 RPM/s for 0 seconds.

3. Bake chip for 5 minutes at 170◦C.

4. Inspect chip to ensure no surface contamination, an even spread of resist and no edge beads.

5. Spin and bake AZ6612, according to Step 3 of the mesa etch.

6. Expose ohmic mask on MA6, according to Step 5 of the mesa etch.

7. Develop chip for 50 seconds in MIF300 developer, swirling continuously.

8. Transfer chip directly to distilledH20 and rinse for 30 seconds, drying with nitrogen.

9. To remove any organic substances from the surface of the chip, before we deposit ohmics, we
plasma ash the chip in a Denton oxygen plasma asher for anywhere between 5-25 minutes im-
mediately prior to loading it in the evaporator.

10. Load chips into evaporator (either Lesker PVD75 e-beam or Lesker thermal evaporator) and,
once the chamber has reached base pressure, evaporate the following NiGeAu stack: 50Å Ni
at 1Å/s, 350Å Ge at 1.5Å/s, 720Å Au at 3Å/s, 180Å Ni at 1Å/s, 500Å Au at 3Å/s. Ensure stage
rotation is on, and sufficient time is left between deposition for the chamber to return to its
base pressure.

11. Removing chips from evaporator, transfer them to 80◦C NMP for 30 minutes or until the
metal will lift off when the chip is gently swirled.

12. Clean with acetone and IPA, followed by a nitrogen dry.

13. Anneal chips at 430◦C for 120 seconds in an ULVAC thermal annealer, using the following
recipe: 8 second ramp to 130◦C, 60 seconds at 130◦C, 15 second ramp to 430◦C, 120 seconds at
430◦C.
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A.1.5 Hf0 Deposition

This step has not always been included in our dot fabrication recipe. It was introduced after we began
to run into difficulties with hysteretic behaviour in the depletion curves in our devices. Other groups
had reported success in eliminating hysteresis by depositing an insulating layer between the surface
gates and the 2DEG, which perhaps prevents charge leakage from the gates44.

Process

1. Spin AZ nLOF 2020 onto the chip, with the following recipe: 500 RPM at 500RPM/s 5 sec-
onds, 10,000RPMat 4000RPM/s for 20 seconds, 4000RPMat 4000RPM/s for 20 seconds,
0 RPM at 2000 RPM/s for 0 seconds.

2. Bake the chip at 110◦C for 60 seconds.

3. Ensuring the inner and outer heaters of the CNT Savannah S200 atomic layer deposition sys-
tem are both set to 120◦C, vent chamber.

4. Place chip in centre of stage, pump the chamber to base.

5. At 150◦C, deposit the appropriate number of layers to achieve the desired thickness (typically
100 cycles≈ 8 nm).

A.1.6 Fine Gate Electron Beam Lithography

Electron beam lithography overcomes the ≈ 1 µm limited to feature resolution of optical lithogra-
phy, by exploiting the small de Broglie wavelength of accelerated electrons to define features with nm
resolution. The gates which confine the quantum dot are defined using electron beam lithography.

Process

1. Spin PMMA3 onto the chip, with the following recipe: with the following recipe: 500RPMat
500RPM/s 5 seconds, 9000 RPM at 4000 RPM/s for 5 seconds, 6000 RPM at 4000 RPM/s
for 30 seconds, 0 RPM at 2000 RPM/s for 0 seconds.

2. Bake the chip at 180◦C for 90 seconds.
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3. Using a small wire, gently deposit gold balls on the central mesa of the chip. These will be used
for focus and stigmation adjustments.

4. If necessary, create small scratch in the resist at the edge of the chip to indicate the location of
alignment markers, ensuring the resist near the device itself remains untouched. Keep careful
record of chip features.

5. Load chip into Raith 150-Two.

6. Ensure the accelerating voltage is set to 10 kV, and use a 10 µm aperture. Turn on beam, and
use INLENS detector.

7. Adjust the stage appropriately, and locate the corner of the chip using the wafer map. Fix the
origin and angle correction.

8. Locate the gold balls on the chip, and adjust the focus and stigmation as needed.

9. Load pattern, and ensure the software is set to use a 25 µm write field.

10. Check the beam current - typically∼ 20 pA for the settings given above.

11. Perform a three point alignment using optical alignment markers.

12. Using at least a 170K×magnification, burn a contamination dot in the area of one of the fine
gates, but far away from the centre of the device where the quantum dot will be defined. Use
this dot to check focus and stigmation.

13. Ensure step size and doses are correct, for both lines and areas. On the Raith, we typically use
a dose factor of 1. The area dose is typically 200 µC with a 0.02 µm step size, and the line dose
is 960 pC with a 0.025 µm step size.

14. Write pattern and unload chip.

15. Develop the chip in MIBK (methyl-isobutyl ketone):IPA 1:3 mixture for 40 seconds, followed
by IPA for 20 seconds.

16. If you must perform a plasma ash at this stage, do not ash for more than 30 second.
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17. As in ohmic recipe, load chip into evaporator (either Lesker PVD75 e-beam or Lesker thermal
evaporator) and, once the chamber has reached base pressure, evaporate the following TiAu
stack: 80Å Ti at 1.5Å/s, 120Å Au at 3Å/s. Ensure stage rotation is on, and sufficient time is left
between deposition for the chamber to return to its base pressure.

18. Removing chips from evaporator, transfer them to 80◦C NMP for 30 minutes or until the
metal will lift off when the chip is gently swirled. Do not sonicate fragile fine gates.

A.1.7 Optical Gates

The optical gates are the final step of fabrication. The role of the optical gates is to fan out the electron-
beamdefined fine gates, such thatwe canmake contact to themwithwire bonds. Because the fine gates
stop before the edge of the mesa, the optical gates are typically between 150 - 200 nm thick, to ensure
that the metallic stack is continuous as it steps up across the mesa.

Process

1. Spin bilayer LOR 20B and AZ6612, and expose the optical gate pattern using standard optical
lithography, as in ohmic recipe.

2. Place chips in plasma asher for between 10 - 30 minutes.

3. As in ohmic recipe, load chip into evaporator (either Lesker PVD75 e-beam or Lesker thermal
evaporator) and, once the chamber has reached base pressure, evaporate the following TiAu
stack: 100Å Ti at 1.5Å/s, 1500Å Au at 3Å/s. Ensure stage rotation is on, and sufficient time is
left between deposition for the chamber to return to its base pressure.

4. Removing chips from evaporator, transfer them to 80◦C NMP for 30 minutes or until the
metal will lift off when the chip is gently swirled.
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To be really great in little things, to be truly noble and
heroic in the insipid details of everyday life, is a virtue so
rare as to be worthy of canonization.

Harriet Beecher Stowe

B
Experimental Set-up

It is no small feat to orchestrate an experiment controlling elementary particles a fewmilli-Kelvin
above absolute zero. The techniques and equipment which allow experimentalists to operate quan-
tum systems in these low-pressure, low-temperature regimes are the confluence of vacuum and cryo-
genic technology, combined with high frequency electronics. It is difficult to understate the interde-
pendent relationship between these fields and experimental quantum physics - much of low temper-
ature physics, for example, would not be possible were it not for the humble vacuum pump. The fol-
lowing Appendix provides the details of the various aspects of a typical quantum dot experiment, in-
cluding abrief overviewof thedilution fridge, dc-transportmeasurement set up and the rf-reflectometry
set up (at both room and low temperature).

B.1 The Dilution Fridge

Low temperatures are necessary in quantum dot experiments for a number of reasons: to ensure only
the lowest 2DEG sub-band is occupied, that there is a well defined number of electrons on the quan-
tum dot and to make sure that the thermal energy of the environment does not exceed the energy-
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splitting between the qubit states. The workhorse of milli-Kelvin temperature experiments is the di-
lution fridge. The experiments presented in this thesiswere performed in cryogen-free dilution fridges
designedbyGiorgio Frossati at LeidenCryogenics. Themodels of fridges used are theCF 500 (500µW
cooling power at 120 mK) and CF CS81 1400Maglev (1400 µWcooling power at 120 mK, with 81 mm
clear shots). The operational principles of both models of dilution fridge are the same. The dilution
fridge consists of a gas handling unit, the fridge unit and a Cryomech compressor. The gas handling
unit contains separate canisters of helium-3 and helium 4 which, when in operation, are circulated
through the dilution unit, as well as the majority of the room temperature dilution circuit, includ-
ing pumps, compressors, nitrogen traps and the fridge control panel. The pulsed-tube compressor
cools the 50K and 4K stage of the dilution fridge, see Figure B.1, to their respective temperatures in
approximately 30 hours. Radiation shields are attached to each of these plates, and the 300K and 4K
stages form separate vacuum chambers, called the outer and inner vacuum chamber (OVC and IVC)
respectively. Once the 50K and 4K stages reach their desired temperature, a coal sorbtion pump in
the IVC is out-gassed with a small amount of helium (≈ 2 mbar at room temperature) to bring all the
temperature stages below into thermal equilibrium.

Milli-kelvin temperatures are reachedby condensing 3Heand 4He into the dilution circuit. While
condensing, the helium is compressed at room temperature to approximately 2 - 3 bar, in order the
increase the temperature at which it liquefies. After the helium is fully condensed and circulating
through the dilution circuit, the helium compressor is no longer required. 3He liquefies at lower tem-
peratures than 4He (3.2 vs 4.2K at atmospheric pressure), and is condensed into the dilution circuit
first. Below 0.87K, mixtures of 3He and 4He separate into two phases: a 3He-rich phase, which floats
to the top due to its lower density, and the 4He-rich phase. As the temperature is lowered, the 3He-
rich phase becomes almost entirely 3He, while the 4He-rich phase reaches an equilibrium of 6.6%
3He and 93.4% 4He. A 3He atom will move into the phase which minimises its binding energy. 3He
has a smaller mass than 4He, which means that it has a larger zero-point motion and occupies a larger
space than 4He atoms 2. As such, binding forces between 4He atoms are larger, and a 3He atom at the
interface of pure 3He and 4Hewill preferentially move into the 4He solution to maximise its binding
energy. The proportion of 3He which moves into the 4He-rich phase is limited by the fact that 3He
atoms are fermions and must obey the Pauli exclusion principle, meaning that their energies must in-
crease as more 3He atoms are added. This process reaches equilibrium at 6.6%. The process by which
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atoms are transferred from the 3He-richphase to the 4He-richphase generates cooling: the enthalpy of
3He in the 4He-rich phase is larger than in the 3He-rich phase. Osmotic pressure causes 3He to move
up through the 4He-rich phase, from the mixing chamber to the still. At the higher temperatures of
the still (∼ 800 mK), the vapour pressure of 3He is much higher than 4He, and can preferentially be
pumped on, reducing the concentration of 3He below 6.6% in the 4He-rich phase. At the mixing
chamber, 3He from the 3He-rich phase then moves into the 4He-rich phase to re-establish equilib-
rium, thereby cooling the fridge to the milli-Kelvin temperatures required.

B.2 Configuration of DC Wiring

Given the sensitivity of singlet-triplet qubits to charge noise, and themany laborious hours the exper-
imentalist will spend tuning a double dot such that tunnel rates and inter-dot coupling are optimal,
any drift or noise on theDC gate voltages which confine the dot are undesirable. TheDecaDAC, built
by Jim Macarthur in the Harvard Physics shop, provides the stable voltages used to confine quantum
dots or define DC biases across them. Shielded BNC cables connect DAC output channels to 2:1 di-
viders, to increase voltage resolution, and 2-stageRC filterswith a cut-off frequency of 30Hz, to reduce
high-frequency noise from room temperature. DC lines are then routed to the fridge via a breakout
box, where each line can be switched between ground, the DAC or a common bus line. From the
breakout box, the DC lines are connected to the fridge via a 37-pin micro-D shielded cable. A her-
metic 37-pin micro-D connector at the top of the fridge (embedded in one of the clear shot flanges) is
connected to twisted pair BeCu (or constantan, depending on which fridge is being used) loomwire,
which runs to the 4K temperature stage. Constantan is a copper and nickel alloy, which has a slightly
lower thermal and electrical conductivity than BeCu, and can be used when low electron tempera-
tures are paramount. At the 4K stage of the dilution fridge, and at each temperature stage below,
the loomwire is thermalised to the plate by pressing it between gold-plated copper plates anchored
to the stage. In addition, at the mixing chamber the DC wires are thermalised by a shielded sapphire
heatsink, with wide gold tracks patterned on sapphire (an insulating substrate, with a relatively high
thermal conductivity which is expected to persist at low temperature). The sapphire substrate is ther-
malised to a high-purity copper shielded box, which is clamped to the mixing chamber. All cables
downstream of the sapphire heatsink are shielded. After the sapphire heatsink, the DC signals pass
through a three stage filter bank. The first stage of the filter bank is a low-passMini-circuits LFCN 80
MHz 7-pole filter, and the final two stages are RC filters with cut off frequencies of 1 kHz (R = 10 kΩ,
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Figure B.1: A typical experimental setup of the dilu on fridge and room temperature electronics.
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C = 15 nF) and 700 Hz (R = 4.75 kΩ, C = 47 nF). These filters are mounted on an FR4 PCB, inside a
brass box for shielding. The performance of the filter bank can be further improved above 2 GHz by
filling the brass shield with magnetically lossy Eccosorb CR117. A shielded 37 pin micro-D to nano-D
cable routes the DC cables to the PCB designed by James Colless and Sebastian Pauka 57. This board is
further equipped with another stage of RC filters (bias tee lines, cut-off frequency of∼ 1 kHz: R = 10
kΩ, C = 15 nF and purely DC lines, cut-off frequency of∼ 700Hz: R = 5 kΩ, C = 47 nF). A selection
of DC lines run through bias tees. These lines can simultaneously hold voltages from the DAC and
support high frequency pulses or microwaves. Electrical connection between the board and the GaAs
(or multiplexing) chip is made via aluminium bonds with a West-Bond wedge bonder.

B.3 Configuration of High Frequency Lines

Spin qubits are controlled via fast pulses and/ormicrowaves applied to confining gates. Fast pulsing is
required for control because of the rapid precession of the Bloch vector under exchange or large gradi-
ent magnetic fields (both on the order of hundreds ofMHz), and because the coherence times of spin
qubits are on the order of nanoseconds. The readout linesmust also be high-bandwidth to facilitate rf-
reflectometry. The T1 times of spin qubits are on the order of microseconds, which imposes an upper
limit on the readout time of a single shotmeasurement. High frequency signals cannot be transmitted
down regular DCwires with high fidelity, due to large RC time constants which distort the signal and
reflections caused by impedance mismatches. The use of a transmission line, such as a coaxial cable,
overcomes these issues. Coaxial cables consist of a central inner conductor, which is clad in a dielectric,
and then sheathed in an outer conductor, or ground - all of which are concentric. A further jacket of
insulation is common in commercial coaxial cables. The coaxial cables used in this thesis have a char-
acteristic impedance of 50Ω across the relevant range of frequencies. Typically, readout lines are well
matched to 50Ω up to at least 6GHz, whilemicrowave/pulsing lines are 50Ω-matched up to 27GHz.

The thermal and electrical properties of any material which connects various temperature stages
is critical in dilution fridges. Helpfully, organisations like NASA, CERN and NIST have a particular
interest in the low-temperature thermal and electrical properties of various materials, and such infor-
mation is readily available. The behaviour of the electrical conductivity as a function of temperature
will largely depend on electron-phonon coupling, while the thermal conductivity is influenced by the
ability of both electrons and phonons to transport heat through the material. While the inner and
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outer conductors of coaxial cable should have a high electrical conductivity to reduce dissipation and
maximise signal transmission, they also need to run between different temperature stages of the fridge
and be thermalised at each plate. In general, good electrical conductors are also good thermal conduc-
tors, so the choice of material for the inner and outer conductors is a balance betweenminimising the
thermal connection between temperature stages, while ensuring electrical conductivity is high enough
to support transmission. To this end, stainless steel is an idealmaterial for the inner and outer conduc-
tor: while the electrical conductivity of stainless steel at low temperatures is not as high as pure metals
like copper, the thermal conductivity is much lower, due to lattice impurities.

B.3.1 Pulsing Lines

For the pulsing lines, all coax running between temperature stages is UT-085 SS-SS (stainless steel in-
ner and outer conductor, 0.085” outer diameter), with a PTFE dielectric and SMA connectors. All
components in the pulsing lines are rated to at least 27 GHz, and are semi-rigid. Semi-rigid coaxial
cable, while more challenging to insert between plates, is typically rated to higher frequencies than
flexible coax. Between the mixing chamber and the PCB, we use Cu-Cu coax, since we want to ensure
the thermal connection between components at the same temperature stage is optimal. While the
outer conductor (ground) of the high frequency lines is well thermalised to the fridge via bulkhead
SMA feedthroughs at each temperature stage, the insulating dielectric is generally not a good ther-
mal conductor and without modification, the inner conductor will not be well thermalised. Poorly
thermalised components at low temperature cause heating issues from black body radiation. As well
as thermalising the inner conductor at each stage, attenuators also minimise noise from higher tem-
perature stages. Various attenuators are added at each temperature stage of the fridge, which have an
electrically-resistive thermal connection between the inner and outer conductors. In the pulsing lines,
we use Pasternack PE7087-x attenuators, where x corresponds to the value of attenuation in dB. As
a general rule of thumb, the attenuation at each plate of the fridge (in dB) should be approximately
equal to the ratio between the temperature stage it is on, and the temperature stage directly above.
Attenuator values used in a typical experimental set-up are displayed in Figure B.1.

B.3.2 Readout Lines

The transmission line of the readout circuit (TX) is very similar to the pulsing lines: SS-SS coaxial
cables connect various temperature stages. At the mixing chamber, a Cu-Cu coaxial cable connects
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the TX lines to a directional coupler (Mini-Circuits ZFDC-15-5-S), where it is coupled onto the de-
vice via another Cu-Cu coaxial cable, before being reflected up the RX line. Note that the position
of the coupler can vary between experiments - in general, it is located on the mixing chamber or the
4K plate, just before the cryogenic amplifier. Because we do not wish the reflected signal to be atten-
uated, 0 dB XMA Corp cryogenic attenuators are used on the mixing chamber, 50 mK and 800 mK
temperature stages. Tominimise losses, the coaxial cable which runs between themixing chamber and
cryogenic amplifier at 4K is typically either superconducting NbTi-NbTi with 0.035” outer diameter,
or BeCu-SS 0.086”, both of which have low dissipation, while still minimising the thermal connec-
tion between stages. At the 4K temperature stage, the signal is amplified by a cryogenic amplifier (the
CITLF2model, supplied by the Caltech Electrical engineering department), which has approximately
30 dB gain at the readout frequencies and a noise temperature < 4K. After amplification, SS-SS coaxial
cables route the RX signal from the 4K stage to room temperature, where it is connected to the reflec-
tometry circuit. The room temperature reflectometry set-up is not discussed in detail here, as it has
been detailed elsewhere207,56, but we note the models of various electronics used and general circuit
in Figure B.1.
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Enough of Science and of Art, close up those barren leaves;
Come forth, and bring with you a heart that watches and
receives.

William Wordsworth, The Tables Turned

C
Supplementary Material for Chapter 5

C.0.1 Effect of G6 in Device 1

In themain text Figure 5.3 (c), itwas demonstrated that sweepingG6 from0mVto -500mVondevice-
2 did not affect the oscillations. This showed that the oscillations are not due to a quantum dot at the
intended location at the tips of the fine gates. We see that the oscillatory patterns in device-1 have a
similar insensitivity to the voltage on G6, Fig. C.1.

C.0.2 Magnetic Field

An in-plane magnetic field is applied to device-1 and varied from 0 to 500mT. No change in the oscil-
lations is observed as a function of magnetic field, Fig. C.2.

C.0.3 Details of the Fourier Analysis

A Fourier analysis of the oscillation amplitude as a function of source-drain bias and G7 voltage is
presented in Figure 5.4 (e) of the main text. A flattop windowing function was employed across a G4
voltage range of ≈ 100 mV. At zero bias, we extract the amplitude of the maximum Fourier peak in
the spectrum (excluding peaks below a period of≈ 1 mV, because the low frequency components of
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Figure C.1: The oscillatory pa erns in device-1 for (a) G6 = 0 mV and (b) G6 = -250 mV.

the Fourier spectrum will always dominate otherwise). Then, for all other values of bias, we plot the
amplitude of the maximum peak extracted at zero bias, as a function of G7 voltage. The data is then
normalised to the peak amplitudes at zero bias, and the result is plotted in Figure 5.4 (e), main text. A
similar Fourier analysis of the oscillation amplitude is performed, as a function of themixing chamber
temperature, normalising to the lowest mixing chamber temperature, 23 mK, see Fig. 5.4 (c) of the
main text.

C.0.4 Oscillation Temperature Dependence

The temperature dependence of the oscillations is seen in device-1 and device-2, Fig. C.3.

C.0.5 QPC bias analysis: Device 2

Replicating the experimental set-up inFigure 5.4 (e) of themain text, we reverse the source anddrain of
the bias across ohmics 1 and 2 and plot the differential conductance, Fig.C.4 (a). A similar suppression
of the oscillation amplitude is observed, Fig.C.4 (b). We note that the asymmetry in the bias data is
reflected in the FFT analysis. Taking cuts through the FFT analysis reveals a similar structure to the
data presented in the main text. The cut at G7 = -500 mV slightly exceeds 1 close to 0 mV applied
bias, see Fig.C.4 (c). A possible explanation for this is the presence of a slight offset bias which means
that the true zero bias point is shifted. The data was normalised at zero applied bias, which does not
account for any small bias offsets.
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C.0.6 Full Evolution of Oscillations as G3 is stepped in device 1

In Fig. 5.2 (a) and (b) of the main text, the oscillations are strongly affected by the voltage on G3 of
device-1. Here, a more complete picture of the evolution is presented. The dispersive response as a
function of G1 and G5 is plotted, stepping G3 from -200 mV to -410 mV in -10 mV increments from
Fig. C.5 (a) through to Fig. C.6 (j). The derivative is plotted to make the features of the data clearer.
The oscillations evolve smoothly as G3 is stepped.
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Figure C.3: The temperature dependence of the oscilla ons. A Fourier analysis of the temperature data for device-2 is
presented in the main text, but here the raw cuts of the oscilla ons are shown, for device-1 (a) and device-2 (b). Each
data trace is offset for clarity.
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