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Abstract 

  In order to behave adaptively, animals are required to use cues that predicts the presence or the 

absence of the desired outcome to guide their selection of actions. Previous studies of how cue 

influences on choice, using the Specific Pavlovian Instrumental Transfer (S-PIT) paradigm, have 

yielded considerable progress in our understanding of the underlying mechanism. However, most 

of them focused on the influence from the excitatory association, where the cue is signalling the 

presence of outcome. While some pioneering studies have demonstrated the possibility of a cue 

predicting the absence of outcome affecting the animal's choice behaviour, the neural mechanism 

that specific to this effect is still largely unexplored. Therefore, the aim of the current thesis was 

to investigate the role of the Lateral Habenula (LHb) in this type of inhibitory-driven action 

selection process, as there is reasonable evidences suggesting that this region involved heavily in 

processing cue that signal the absence of outcome. Our result has shown that the LHb lesion i) 

weakened the effect of conditioned inhibition, ii) abolished the reversed S-PIT effect that caused 

by the negative predicting cue, but iii) not affected the normal S-PIT that elicited by the positive 

predicting cue nor the choice bias that based on the value of the outcomes. Overall speaking, it 

suggested that the LHb is essential for stimulus-based, and not value-based, choice in situations 

where the stimuli have been trained as negative, but not positive, predictors of their associated 

outcomes. 
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Chapter 1: Background and preliminary data. 

  Everyday we make numerous choices, from what food to eat to what goods to buy. Usually, these 

choices are determined by the expectation and the appraisal of the outcomes that they procure in 

relation to our current needs and desires. However, studies in animals and humans have revealed 

that this decision-making process is heavily controlled by environmental stimuli, such that stimuli 

associated with specific outcomes bias choice toward actions procuring those same outcomes. This 

control is adaptive as it encourages animals to obtain commodities the availability of which is 

signalled by the environment. On the other hand, this control can lead to maladaptive behaviour in 

situations where the predictive power of the stimuli outweighs the evaluation of the outcome in 

guiding choice. For example, it is well established that stimuli associated with food can motivate 

feeding behaviour even in the absence of hunger, providing some insight in the mechanisms that 

could lead to obesity. Similarly, compelling evidence indicates that stimuli present during drug 

consumption can trigger craving and relapse after long periods of abstinence despite the negative 

consequences associated with drug taking. 

  Given its relevance to obesity and drug addiction, numerous studies have aimed at describing 

how environmental stimuli influence choice between different courses of actions. Specifically, 

most, if not all of these studies have focused on the control that stimuli that positively predict a 

particular outcome (i.e., excitatory stimuli) exert over action selection. However, recent findings 

have shown that environmental stimuli negatively predicting an outcome (i.e., inhibitory stimuli) 

are also able to guide choice between actions. In fact, the ability to use inhibitory stimuli may help 

to optimize behaviour by avoiding the selection of actions that are unlikely to earn any reward. 

For example, fruit picking in a field where there are signs this it has recently been explored by 

others is less likely to produce a good yield and one should turn to harvest elsewhere. However, 
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how inhibitory stimuli regulate our choices remains largely unknown. Therefore, the aim of this 

thesis was to investigate inhibition-driven decision-making processes and some of the neural 

circuitry involved. In the coming sections, I will review previous work on stimulus guided 

decision-making, and will then explore the underlying circuitry that contributes to this decision-

making process. 

Goal-directed responding 

  Animals can readily learn about the contingency between a specific action and its outcome (A-

O), and they also learn to perform this action when the value of its outcome satisfies their current 

needs and desires (de Wit & Dickinson, 2009). Accordingly, when the delivery of an outcome 

becomes independent from the action that the animal has performed, such actions will be less likely 

to be performed in the future as its association with the outcome has been degraded (Balleine & 

Dickinson, 1998). Likewise, if the outcome is devalued, either by pairing it with illness (Adams & 

Dickinson, 1981; Colwill & Rescorla, 1985; Dickinson & Balleine, 1994) or by inducing sensory-

specific satiety with free access to the outcome (Balleine and Dickinson, 1998), the associated 

action will be less likely to be carried out as it now procures a less desirable outcome.  

Choice guided by excitatory cues: Pavlovian-Instrumental transfer 

  Although the outcome is always the consequence of the action in most instrumental learning 

paradigms, the relationship between action and outcome has been suggested to be bidirectional, 

meaning that not only A-O but also O-A associations are formed during the learning stage. Ostlund 

and Balleine (2007) have in fact demonstrated that such O-A associations can dominate A-O ones 

to guide response selection. In their study, animals were trained with different food rewards 

preceding and/or following specific actions. In total two pairs of Outcome-Action-Outcome (O-

A-O) relationships were trained, i.e. O2-A1-O1 and O1-A2-O2. After extinguishing responding 
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on both actions, delivery of O1 re-invoked A2 while delivery of O2 promoted A1, suggesting that 

action selection was primarily driven by O1-A2/O2-A1 rather than A1-O1/A2-O2. This implies 

that reinstatement of instrumental responding is mostly driven by the signaling relationships 

between the stimulus properties of an outcome (e.g., taste, odour and so on) and the action 

associated with that outcome. 

  Given the aforementioned role of O-A in response selection, it is reasonable to assume that any 

association involving the representation of a particular outcome could also influence choice. One 

example of such associations is that formed between a stimulus and an outcome during Pavlovian 

conditioning (i.e., S-O). And indeed, Pavlovian-Instrumental transfer (PIT) has provided ample 

evidence that S-O associations can influence choice. This paradigm consists of three stages. The 

first stage is Pavlovian conditioning during which subjects learn that two stimuli predict two 

distinct outcomes (i.e., S1-O1 and S2-O2). Instrumental training is then conducted and involved 

learning that the two outcomes can be earned by performing two distinct actions (i.e., A1-O1 and 

A2-O2). Finally, the subjects received a PIT test that assesses choice between the two instrumental 

actions in the absence or presence of either stimulus. This test constantly shows that a stimulus 

triggers higher responding on the action with which it shares a common outcome (i.e., the “Same” 

action: A1 during S1 and A2 during S2) than on the other action (i.e., the “Different” response: 

A2 during S1 and A1 during S2) or than in the absence of stimuli (i.e., baseline performance). In 

other words, a stimulus predicting a particular outcome biases choice towards actions delivering 

that same outcome.   

  Recent studies have suggested that the elevation of responding observed in PIT could be caused 

by the excitation of the outcome representation through two different processes: a general 

motivational process and an outcome sensory specific process (Corbit & Balleine, 2003; Corbit, 
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Muir & Balleine, 2001). The first process refers to the affective properties of the outcome – i.e., 

appetitive or aversive – while the second process deals with the perceptible properties of the 

outcome – e.g., taste, olfactory or texture. Studies by Corbit and colleagues (Corbit & Balleine, 

2005; 2011; Corbit, Janak, & Balleine, 2007) have shown how the two processes can drive choice 

behaviour in different ways. In their studies (see Table 1), animals were trained with three pairs 

of stimulus-outcome associations (S1-O1, S2-O2, S3-O3) followed by instrumental training of A1-

O1 and A2-O2. In a subsequent transfer test, they found that S1 and S2 only elevated above 

baseline responding on the action with which they shared a common outcome (S1: A1>A2; S2: 

A2>A1). In contrast, S3 increased performance of the two trained instrumental actions above 

baseline. However, if the test was carried out when the animal was sated, S3 failed to produce any 

increase in performance while S1 and S2 remain capable of: (i) biasing choice towards the action 

earning the outcome that they used to predict and (ii) increasing responding on that action above 

baseline. Accordingly, the authors suggested that the elevation effect by S3, which is termed 

general PIT, was driven by the general motivational process of O3 to boost responding on all 

actions associated with an outcome of the same motivation category, e.g. increasing all actions 

linked with an appetitive outcome. Thus, general PIT disappeared when the animal was sated, as 

the outcome had lost its positive/appetitive value. On the other hand, they proposed that the effects 

exerted by S1 and S2, which was outcome-specific and therefore termed as specific PIT, was 

driven by the sensory specific properties of O1 and O2 and elevated responding on the actions 

through the corresponding O-A association. Therefore, specific PIT was able to resist reduction of 

appetite or even outcome devaluation (Colwill & Rescorla, 1990; Holland, 2004; Rescorla, 1994).  
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Instrumental training Pavlovian training PIT test - Hungry PIT test – Sated 

A1-O1 
A2- O2 
 

S1-O1 
S2-O2 
S3-O3 

S1: A1 v A2 
S2: A1 v A2 
S3: A1 v A2 

S1: A1 v A2 
S2: A1 v A2 
S3: A1 v A2 

Table 1 – The experimental design of Experiment 1 in Corbit, Janak and Balleine, (2007). 
Animals were first trained with two pairs of A-O and three pairs of S-O. They were then tested 
for PIT with the three stimuli. The first test was conducted when the animals were hungry, 
whereas the second test was carried out after the animals were sated on their maintenance diet 
for 24 hours. Table adopted from Corbit et al. (2007). 

 

  One interesting but puzzling issue in the latter study remains in the inability of S1 and S2 to 

trigger general PIT. That is, although it was predicted that S1 would elevate A1 above A2, it could 

have been expected that it would also increase A2 above baseline, just like S3 did. This was, 

however, not the case. To account for this finding, the authors suggested that some form of 

inhibitory processes might also contribute to specific PIT. Specifically, a stimulus predicting a 

particular outcome elevates performance on an action with which it shares a common outcome 

while somehow inhibiting performance on actions earning a different outcome. Although clearly 

speculative, such a suggestion is particularly interesting when considering the effects that 

inhibitory stimuli may exert on choice between actions. Accordingly, the next section will 

summarize current understanding of the effects that inhibitory stimuli exert on action selection.  

Choice guided by inhibitory cues 

Very few studies have investigated the influence that inhibitory stimuli – i.e., those that negatively 

predict the occurrence of a particular outcome – exert on choice between actions. The first 

convincing study was that conducted in rats by Delamater, SoSa and LoLordo (2003). In this study, 

the authors generated inhibitory stimuli through backward conditioning, which involves the 
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repeated delivery of an outcome just before a particular stimulus (i.e., O then S). Under such 

condition, past research has shown that the stimulus gains some inhibitory properties. Thus, 

Delamater et al. trained two stimuli in a backward manner with two distinct outcomes (O1-S1 and 

O2-S2) while also arranging that these two outcomes could be earned by performing two distinct 

actions (A1-O1 and A2-O2). The authors then gave the rats a PIT test in order to assess choice 

between the two actions in the absence or the presence of either stimulus. The results showed that 

the backward stimuli reduced performance on the action that delivered the outcome with which 

the stimuli had been associated. Thus, S1 lowered A1 below baseline but left A2 relatively 

unaffected and similar to baseline. In contrast, S2 reduced A2 below baseline while leaving 

performance on A1 similar to that of baseline. Importantly, the authors also used a conventional 

inhibitory test to determine whether their stimuli were predicting the absence of their associated 

outcome. This test known as retardation refers to the observation that an inhibitory stimulus takes 

longer to acquire conditioned responding than a neutral stimulus. The two backwardly trained 

stimuli did display such a property; S1 was a potent inhibitor of O1 while S2 was an inhibitor of 

O2. This study therefore constituted the first evidence that inhibitory stimuli, just like excitatory 

ones, could guide action selection. Specifically, they selectively suppress the performance of 

actions earning the outcome that they predict will not be presented. Such inhibitory association 

was further verified by Laurent and Balleine (2015, Experiment 3), and interestingly, they showed 

that the temporal proximity between the backward stimulus and the outcome is critical to create 

the inhibitory association, as a short delay (10 seconds) is required or otherwise an excitatory one 

is formed instead.   

Using a similar approach in mice, Laurent, Wong and Balleine (2015) recently examined the 

influence of forwardly and backwardly trained stimuli on action selection (Figure 1A). Thus, one 
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group of mice (group Forward) learned that two stimuli predicted the delivery of two distinct 

outcomes (i.e., S then O; S1-O1 and S2-O2). In another group of mice (group Backward), we used 

backward conditioning to train S1 and S2 to predict the absence of O1 and O2 (i.e., O then S; O1-

S1 and O2-S2). All mice then received instrumental conditioning during which one action earned 

O1 (A1-O1) while another action delivered O2 (A2-O2). The two groups of mice were 

subsequently administered a PIT test that assessed choice between the two actions in the absence 

or the presence of either stimulus. As expected, mice in the Forward group exhibited specific PIT 

(Figure 1D) as the stimuli biased choice towards the action with which they shared a common 

outcome and responding on that action was well above baseline. Interestingly, choice was reversed 

in the Backward group. That is, the stimuli guided choice away from the action delivering the 

outcome that they had been associated with, towards the action earning the different outcome. 

Importantly, responding on the latter action was higher than that of baseline. These findings are 

therefore distinct from that of Delamater et al. (2003), as these authors only reported the former 

inhibitory effect but not the latter excitatory one. Although the reason for this discrepancy remains 

unclear, the two experiments differed at least in one important respect. Our study employed a 

transfer test procedure that extinguished instrumental responding prior to testing the effect of the 

stimuli. This was not case in the original study from Delamater et al. (2003). Earlier experiments 

on the effects of excitatory stimuli on response selection have revealed the importance of 

instrumental extinction. In the absence of such extinction, specific PIT has often been observed as 

a reduction of performance below baseline on the different action (i.e., the one delivering an 

outcome different from the one predicted by the stimulus) and the maintenance of performance of 

the same action (i.e., the one delivering the outcome predicted by the stimulus) at baseline level. 

It is then possible that Delamater et al. (2003) would have obtained a strict reversal of the PIT 
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effect (i.e., an increase above baseline of performance on the different action) if they had 

extinguished instrumental responding. Regardless, our experiments indicated that inhibitory 

stimuli influence choice between actions in an opposite manner to that of excitatory stimuli.  

    

 

 

Figure 1. Inhibitory stimuli generated through backward training reverse the traditional PIT effect 
and produce delta-opioid receptor (DOR) accumulation on the membrane of cholinergic 
interneurons in the nucleus accumbens shell (NAc-S) (Laurent, Wong & Balleine. 2015). A) All 
animals initially received instrumental training of A1-O1 and A2-O2 (NB: A1 and A2 are termed 
R1 and R2), followed by Pavlovian conditioning. For one group (Forward), this conditioning 
involved learning that two stimuli (S1 and S2) predicting two distinct outcomes (O1 and O2). For 
another group (Backward), conditioning of the stimuli was administered in a backward manner. 
That is, the delivery of O1 and O2 occurred 10s before the presentation of S1 and S2, respectively. 
B) Instrumental training was successful as both groups increased their lever press rates across days. 



22 
 

C) Conditioning responding gradually increased across days in Group Forward, indicating 
successfully excitatory training. In contrast, this increase was absent in the Backward Group and 
the levels of responding were identical in the presence or absence of the stimuli, suggesting 
successful inhibitory learning. D) During the transfer test, the Forward group displayed specific 
PIT, as evidenced by the ability of the stimuli to increase performance on the action (Same) with 
which they shared a common outcome. In contrast, choice was reversed in the Backward group 
such that the stimuli biased choice away from the action (Same) delivering the same outcome as 
the one they predicted, towards the action (Different) earning the other outcome. E) Quantification 
of membrane DOR expression in NAc-S CINs revealed no difference between the forward and the 
backward groups, and both groups showed higher expression than a control group only exposed to 
the conditioning chamber. F) Confocal images showing that the DOR expression on the membrane 
of NAc-S CINs in mice in forward, backward training and context only group. Figure adopted 
from Laurent et al. (2015). 
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  Our laboratory has recently replicated in rats the reversal of choice produced by backward stimuli 

using other procedures to generate specific inhibitors. These procedures included conditioned 

inhibition, over-expectation as well as a replication of backward conditioning (Laurent & Balleine, 

2015). In all cases, it was found that a stimulus predicting the omission of a particular outcome 

biases choice away from an action delivering that outcome, towards an action earning a different 

outcome. In addition to demonstrating the strong influence that inhibitors can exert over action 

selection, it is essential to note that this finding has important implication for contemporary 

theories of instrumental conditioning. These theories assume that choice is governed by i) the 

relationship that an action shares with its outcome and ii) the desirability of this outcome relative 

to the current circumstances. Embedded in this assumption is that choice is uniquely driven by the 

excitatory relationships that are formed between the actions and the outcomes they procure (i.e., 

A-O associations). The reversal of choice produced by inhibitory stimuli constitutes therefore a 

challenge for such excitatory-based theories. Although they successfully predict a reduction of 

performance on the action procuring the outcome of which the omission is predicted by the 

inhibitory stimuli, they cannot explain the elevation of performance on the action delivering 

another outcome. To explain this latter effect, they have proposed that instrumental conditioning 

produces both excitatory and inhibitory relationships. That is, as subjects learn that an action earns 

a particular outcome (e.g., A1-O1 and A2-O2), they also learn that this action does not deliver an 

outcome earned by another response (e.g., A1-noO2 and A2-noO1). Under such a scheme, the 

authors argued that the reversal of choice produced by inhibitory stimuli could be explained. 

Specifically, a stimulus predicting the absence a particular outcome (i.e., S1-noO1) would 

evidently reduce performance on action earning that outcome (i.e., A1-O1) but it would also 

elevate performance on an action that has also a negative relationship with that outcome (i.e., A2-
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noO1). Indeed, both the stimuli (i.e., S1) and the response (i.e., A2) lead to the same prediction 

(i.e., noO1). Although considerable work is required to further test such a proposal, it suggests that 

the effect of inhibitory stimuli on choice constitutes a general phenomenon because it is the product 

of the associations that are inherently established across instrumental conditioning. As such, it 

logically follows that the ability of excitatory and inhibitory conditioning to influence action 

selection should be mediated, at least partially, by common neural substrates.  

The neural circuitry underlying choice guided by excitatory stimuli 

  Pavlovian-instrumental transfer is a powerful paradigm to study how excitatory stimuli can 

influence choice between actions. PIT essentially allows studying the manner in which Pavlovian 

and instrumental conditioning interact with each other. It is, then, not surprising that PIT has been 

found to require activity in brain regions underlying those two forms of conditioning. These 

include the orbitofrontal cortex (OFC), the amygdala, the dorsal and ventral striatum, the ventral 

tegmental area (VTA) and the mediodorsal thalamus (MDT). The current section will briefly 

summarize our understanding of the roles played by these various structures in choice between 

actions driven by excitatory stimuli.   

The Orbitofrontal Cortex  

  Compelling evidence suggests that the OFC is involved in processing stimulus-outcome 

expectancies, possibly functioning in concert with other regions such as the basolateral complex 

of the amygdala (BLA, see below) (Holland & Gallagher, 2004; Picken, Saddoris, Gallagher & 

Holland, 2005; Balleine, Leung & Ostlund, 2011). However, the exact role played by the OFC in 

action-outcome processing remains highly debated, with studies revealing a critical role while 

others failed to do so. One possible explanation for this discrepancy may originate from the distinct 

subregions of the OFC that were targeted in these studies. Regardless, work in our laboratory has 
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found that rats with OFC lesions are able to appropriately select actions according to the value of 

the outcome they deliver (Balleine et al., 2011); i.e., the rat favours responding on an action 

delivering a valued outcome over an action earning a devalued outcome. However, these rats are 

unable to express specific PIT, indicating a failure to specifically use Pavlovian expectancies to 

guide action selection. This specific role of the OFC in S-O associations is consistent with the 

inability of OFC-lesioned animals to reduce conditioned responding to a stimulus predicting a 

devalued outcome (Picken et al., 2005).    

The Amygdala 

  As mentioned above, the amygdala also plays an important role in S-O associations. However, 

this region is composed of anatomically and functionally distinct nuclei and each of them appears 

to process different outcome-related information. Specifically, it has been proposed that the central 

nucleus of the amygdala (CeA) deals with the general affective properties (i.e., aversive or 

appetitive) of an outcome (Balleine & Killcross, 2006) while the BLA is involved in processing 

the sensory specific properties of this same outcome (Cador, Robbins & Everitt, 1989; Balleine & 

Killcross, 2006; Parker & Balleine, 2013). Consistent with this proposal, pharmacological 

inactivation of the CeA abolishes general PIT but it leaves intact specific PIT. In contrast, a similar 

manipulation in the BLA removes specific PIT but leaves general PIT unaffected (Corbit & 

Balleine, 2005; Hall et al, 2001; Holland & Gallagher, 2003). Further confirmation of the role of 

the BLA in processing sensory specific information and S-O associations comes from a recent 

study (unpublished data from our laboratory) showing that the BLA lesion prevents the reduction 

of conditioned responding to a stimulus of which the association with its outcome has been 

degraded. In addition, the same lesion has been found to prevent value-based choice. That is, rats 

with such lesions are unable to choose an action according to the value the outcome that it procures. 
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Once again, these findings are all consistent with the view that the BLA processes the sensory 

specific properties of motivationally significant outcomes.  

The Dorsal Striatum 

  Considerable progress has been made in determining the role played by the dorsal striatum in 

instrumental conditioning. This role depends on the subregion considered and the nature of the 

learning produced by instrumental conditioning. For instance, it is well accepted that instrumental 

conditioning is initially goal-directed; it relies on A-O associations as performance depends on the 

contingency between the action and the outcome as well as on the value attributed to that outcome. 

With further training, however, the performance becomes habitual and is no longer sensitive to 

changes in action-outcome contingency or in outcome value (Dickinson, 1985). Goal-directed and 

habitual behaviour have been shown to recruit the dorsomedial striatum (DMS) and the 

dorsolateral striatum (DLS) respectively. Accordingly, rats that have received moderate 

instrumental training fail to display outcome devaluation in the absence of activity in the DMS 

(Yin, Knowlton & Balleine, 2005; Yin, Ostlund, Knowlton & Balleine, 2005; Shiflett, Brown & 

Balleine, 2010). Animals that have received extensive instrumental training also fail to show such 

outcome devaluation under the saline infused conditions, indicating that their behaviour is habitual. 

However, the sensitivity to outcome value can be recovered by disrupting neural activity in the 

DLS, suggesting that this disruption rendered the behaviour goal-directed again (Yin, Knowlton 

& Balleine, 2006). Contrasting with this clear dissociation of DLS and DMS manipulations on 

choice based on outcome value, the roles of these two regions on choice based on the predictive 

stimuli present at test remains more uncertain. This is possibly due to the fact that PIT can be 

observed in situations where instrumental responding is either habitual or goal-directed. 

Regardless, both the DLS and DMS appear to be required for stimulus-based choice although their 
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role appears distinct. For instance, DLS inactivation leaves unaffected the ability of a stimulus to 

bias choice towards an action with which it shared a common outcome but it severely diminishes 

responding overall, bringing performance close to baseline level. In contrast, DMS inactivation 

spares overall responding but removes the ability of a stimulus to produce a bias (Corbit & Janak., 

2007). Thus, the DMS appears particularly important to retrieve specific A-O associations in the 

context of the S-O associations in order for those stimuli to bias choice.  

The Ventral Striatum 

  Similar to the dorsal striatum, the role of the ventral striatum in choice between actions depends 

on the subregion that is considered. Thus, the nucleus accumbens core (NAc-C) has been found to 

be critical for choices based on outcome value or those based on the motivational properties of 

stimuli present at the time of test (i.e., general PIT), as indicated by the inability of animals to 

successfully perform these choices when neuronal activity is locally disrupted (Shiflett & Balleine., 

2010). In contrast, general PIT and value-based choices are left unaffected by disruption of 

neuronal activity in the nucleus accumbens shell (NAc-S). Yet, such disruption abolishes specific 

PIT (Corbit & Balleine., 2011).  

  The role of NAc-S in specific PIT is particularly interesting as, unlike other brain regions, its role 

appears to be restricted to expressing choice bias. For instance, rats with NAc-S lesion remain able 

to stop responding to a stimulus when the contingent relationship with its outcome is degraded 

(unpublished data from our laboratory), implying that this brain region plays little role in S-O 

associations. As mentioned, the inability of NAc-S manipulation to disrupt value-based choice 

also suggests that this brain region is not essential for processing A-O associations. This highly 

specific involvement of the NAc-S in expressing specific PIT has lead our laboratory to investigate 

the local molecular and cellular processes that were necessary for this expression. Initial 
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pharmacological manipulation revealed that local activation of delta-opioid receptors (DOR), but 

not mu-opioid receptors, was necessary for the ability of a stimulus to bias choice towards an 

action with it shared a common outcome (e.g., Figure 2F) (Laurent, Leung, Maidment & Balleine, 

2012; Laurent, Bertran-Gonzalez, Cheing & Balleine 2014; Laurent et al., 2015). Further studies 

were then conducted using DOR-eGFP knock-in mice, which express a functional but fluorescent 

form of DOR, in order to determine the cellular localization of these receptors in the NAc-S. It 

was found that specific PIT performance is positively correlated with an increase in DOR 

expression on the membrane of cholinergic interneurons (CINs) within the NAc-S (e.g., Figures 

1E-F) (Laurent et al., 2014a and Bertran-Gonzalez et al., 2013). Interestingly, however, it was the 

learning of the specific and contingent S-O associations that triggered DOR accumulation on NAc-

S CINs, although this accumulation does not appear necessary for processing these associations. 

Indeed, recent work in our laboratory has shown that DOR-eGFP mice receiving Pavlovian 

training under a DOR antagonist treatment are as able as control mice to subsequently cease 

responding to a stimulus of which the outcome is no longer valued (Laurent et al., 2012). Thus, 

these findings indicate that Pavlovian conditioning produces an increase of DOR expression on 

NAc-S CINs that is subsequently recruited for expressing specific PIT.  

  Although identifying the critical role played by DOR on NAc-S CINs has significantly improved 

our understanding of the cellular mechanisms underlying specific PIT, it has only provided 

information about the local changes occurring in the NAc-S. Further work was therefore conducted 

to determine how these local changes could modulate overall NAc-S activity and its influence on 

output structures to promote specific PIT. As in the rest of the striatum, medium spiny neurons 

(MSNs) constitute the only output neurons of the NAc-S (Bertran-Gonzalez, Herve, Girault & 

Valjent, 2010; Gerfen & Surmeier, 2011). These GABAergic neurons can be segregated in two 
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distinct populations according to the dopamine receptors that they express and the structures that 

they target. Thus, striatonigral MSNs usually express the dopamine D1 receptors (D1R) while 

striatopallidal MSNs generally express the dopamine D2 receptors (D2R). Our laboratory found 

that D1R blockade in the NAc-S, but not local D2R blockade, removes specific PIT. Interestingly, 

unilateral NAc-S blockade of D1R combined with contralateral DOR blockade has the same effect, 

suggesting that DOR and D1R cooperate in the NAc-S to promote specific PIT (Laurent et al., 

2014). In fact, this cooperation was further confirmed by showing that activation of DOR on CINs 

can modulate activity of D1R-containing MSNs via muscarinic M4 receptors that are uniquely 

expressed on this population of MSNs. Taken together, these findings suggest that delta-opioid 

and D1-dopaminergic processes cooperate in the NAc-S to promote the influence of excitatory 

stimuli on choice between actions.  

The mediodorsal thalamus (MDT)  

  The MDT has received substantial attention as it is reciprocally connected with most of the 

regions identified as playing a critical role in PIT. These include the dorsal and ventral striatum, 

the OFC, the BLA and the VTA. This pattern of connections has led to the suggestion that the 

MDT could act as a hub that integrates information about A-O and S-O associations (Balleine, 

Morris & Leung, 2014). Initial work revealed that MDT lesions abolish value-based choice as 

indicated by the inability of animals to preferentially select an action of which the outcome is 

valued (Corbit, Muir & Balleine, 2003). However, a subsequent study contradicted this finding by 

obtaining the traditional decrease of performance on an action delivering a devalued outcome even 

though animals had received MDT lesions (Ostlund & Balleine, 2008). The origin of this 

discrepancy appears to originate from the timing of lesion. Thus, animals in the former study had 

received MDT lesions prior to Pavlovian and instrumental training whereas animals in the latter 
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study had been given the lesion after the two training stages. With respect to stimulus-based choice, 

however, the timing appears to be of less importance. Indeed, post-training lesions were found to 

abolish specific PIT as shown by the inability of stimuli to bias choice towards an action with 

which they shared a common outcome (Ostlund & Balleine, 2008; Parnaudeau et al., 2015). This 

finding suggests that the MDT may be particularly important to process S-O associations during 

specific PIT.  

The Ventral Tegmental Area (VTA) 

  Midbrain dopamine neurons located in the VTA have received considerable attention in reward 

related behaviours. Indeed, many theories attribute a critical role for dopamine in such behaviours, 

although the exact nature of this role remains debated. For instance, some argue that dopamine is 

necessary to compute prediction error (Cohen et al., 2012; Glimcher., 2011; Rescorla & Wagner., 

1972), to control effort allocation (Assadi, Yucel & Pantelis, 2009; Floresco, Maric & Ghods-

Sharifi, 2008), to modulate motivation (Ikemoto., 2007) or to attribute incentive salience to 

reward-related stimuli (Berridge & Robinson., 1998). Regardless of which of these roles VTA 

dopamine neurons actually play, most of these theories would expect these neurons to have some 

involvement during stimulus-based choice. This view is reinforced by the fact that systemic 

administration of dopamine antagonists reduces PIT (Ostlund & Maidment, 2011) while infusion 

of dopamine agonist directly in the NAc-S, which receives dopamine projection from the VTA, 

increases PIT (Lex & Hauber., 2008). To further assess the role of the VTA, Corbit et al. (2007) 

performed local inactivation in rats that were then submitted to general or specific PIT. They found 

that VTA inactivation reduces overall performance but leaves intact the ability of a stimulus to 

selectively bias choice towards an action with which it shared a common outcome (i.e., specific 

PIT). It also left unaffected the capacity of a stimulus to elevate responding overall (i.e., general 
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PIT). Together, these data therefore suggest that the VTA mostly exerts an effect on performance, 

increasing vigour and action initiation. However, it is essential to note that the use of 

pharmacological inactivation to study the role of VTA midbrain dopamine neurons remains highly 

problematic. Indeed, the VTA is composed of other neuronal types (e.g., GABA and glutamate 

neurons) (Hikosaka, 2014) and there has been distinction made between the roles played by tonic 

and phasic release of dopamine from VTA neurons. This highlights the need for additional 

experiments that would evaluate more specifically the roles of VTA midbrain dopamine neurons.  

The neural circuitry underlying choice guided by inhibitory stimuli 

  Given that the study of the influence of inhibitory stimuli on choice between actions remains in 

its infancy, we know very little about the underlying neural circuitry. However, and as mentioned 

before, the theoretical explanation of inhibition-driven choice proposed by Laurent and Balleine 

(2015) suggests that excitatory and inhibitory stimuli may guide action selection through common 

neurobiological mechanisms. Indeed, their proposal is centred on the existence of inhibitory 

action-outcome associations that naturally develop across instrumental training. Given this 

proposal, we have recently examined whether excitatory and inhibitory stimuli would bias choice 

between actions via similar mechanisms in the NAc-S, a region that we have seen is essential for 

the expression of specific PIT. Consistent with the assumption that common mechanisms are at 

play, we found that NAc-S blockade of DOR disrupted choice driven by both excitatory and 

inhibitory stimuli (Figure 2), although the two types of stimuli influenced choice in an opposite 

manner. Further, we also revealed that the two forms of choice were associated with an increase 

in DOR expression on NAc-S CINs (Figure 1). These findings are therefore consistent with the 

view that inhibitors and excitors guide choice via a common neural circuitry. Yet, this 

commonality is likely to be restricted to brain regions essential for choice expression, such as the 
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NAc-S. Information about the nature and the predictive properties (i.e., excitatory or inhibitory) 

of the stimuli being presented is likely to be provided by distinct brain structures. Although 

substantial evidence suggests that the BLA may provide such information about excitatory stimuli, 

potentially via direct projections to the NAc-S, we know little about the neural circuitry underlying 

learning about inhibitory stimuli. Neverthless, recent findings suggest that the lateral habenula 

(LHb) could be essential. 

Lateral Habenula 

The habenula (Figure 3) is a highly preserved structure throughout evolution as it can be found in 

lamprey, reptiles, amphibians and mammals (Herkenham & Nauta, 1977; Kemali & Guglielmotti, 

1977; Engbretson, Reiner & Brecha, 1981;Stephenson-Jones, Floros, Robertson & Grillner, 2012). 

It can be divided into the lateral part (LHb) and the medial part (MHb) with distinct structures and 

functions. The MHb has been suggested to be involved in endocrine and immunological function 

(Silver, Silverman, Vitkovic & Lederhendler, 1996; Whilhelm, King, Silverman & Silver, 2000). 

The LHb can be further divided into the lateral part (LHb-l) and the medial part (LHb-m). The 

LHb-l receives input from the basal ganglia via the globus pallidus (GPb) (Herkeham & Nautu., 

1977), and projects to VTA via the rostromedial tegmental nucleus (RMTg). When it is activated, 

it triggers the activation of RMTg neurons through glutamatergic connections, which can in turn 

inhibit dopamine neurons in the VTA via their GABAergic projections (Matsumoto & Hikosaka., 

2007; Jhou et al., 2009). On the other hand, the LHb-m receives input from the limbic region 

(Herkeham & Nautu., 1977) and projects to the dorsal and medial raphe nuclei (DRN and MRN), 

which have been suggested to modulate the serotonin system in the midbrain (Herkeham & Nautu., 

1979; Reisine, Soubrie, Artaud & Glowinski, 1982; Kale, Strecker, Rosengren & Bjo, 1989; Amat 

et al., 2001; Gonçalves, Sego & Metzger, 2012; Kim., 2009). 
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Figure 2 – The effect of excitatory and inhibitory stimuli on choice between actions is abolished 
by DOR blockade in the NAc-S (Laurent, Wong & Balleine, 2015). A) Animals initially received 
Pavlovian training during which S1 and S2 predicted O1 and O2, respectively. In addition, S1 and 
S2 were also presented in compound with two other stimuli (S3 and S4) in the absence of any 
outcome. The aim was to generate two conditioned inhibitors, with S3 signaling the absence of O1 
and with S4 that of O2. The animals then received an instrumental training of A1-O1 and A2-O2. 
Following two reminder sessions, a PIT test was conducted under infusion of saline or the DOR 
antagonist naltrindole in the NAc-S. B) Pavlovian training was successful as the two excitatory 
stimuli (S1 and S2) elicited substantial conditioned responding. Although the compound triggered 
similar levels of conditioned responding at the start of training, these levels declined towards the 
end of the session, suggesting successful inhibitory training. C) Instrumental training occurred 
smoothly as animals increased their rate of lever presses across training. D) The reminder session 
reveals a similar pattern of performance as that observed at the end of Pavlovian training E) A 
compound composed of an excitor and an inhibitor of the same outcome produced the reversal of 
PIT. This reversal was abolished by DOR blockade in the NAc-S. (F) A compound composed of 
an excitor of one outcome and an inhibitor of another outcome produced specific PIT unless DOR 
were antagonized in the NAc-S. (G) Placement of the injection cannula tips in the NAc-S. 
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Distances on the atlas templates are indicated in millimetres relative to bregma. Figure adopted 
from Laurent et al. (2015). 
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  One of the critical anatomical and physiological properties of the LHb is its ability to inhibit VTA 

dopamine through the RMTg. As mentioned before, these dopamine neurons have been suggested 

to compute reward prediction error (RPE) in the brain. RPE refers to the discrepancy between the 

expected and actual outcome of a particular rewarding event. Current theories hold that the larger 

this discrepancy, the more learning occurs and conversely, a small discrepancy will drive little 

learning (Rescorla & Wagner., 1972; Glimcher., 2011). Consistent with the view that midbrain 

dopamine neurons act as a neural correlate of reward prediction error, their activity has been shown 

to peak when an unexpected rewarding outcome is encountered (Cohen et al., 2012). This positive 

reward prediction error is thought to strengthen the associations between that rewarding outcome 

and the antecedent environmental events (e.g., a stimulus during Pavlovian training). It logically 

follows that a negative reward prediction error is produced when an expected rewarding outcome 

fails to occur, resulting in the development of an inhibitory association between the rewarding 

outcome and the antecedent environmental events. At the neural level, this negative prediction 

error is accompanied with a drop in activity of midbrain dopamine neurons. Importantly, 

substantial evidence suggests that this drop could be driven by activation of the LHb-RMTg-VTA 

pathway. 

  Electrophysiological studies (Matsumoto & Hikosaka, 2007; 2009) have found that the majority 

of LHb neurons are excited when animals are presented with a stimulus positively predicting an 

aversive outcome (i.e., the opposite of rewarding) or a stimulus negatively predicting a 

rewarding/appetitive outcome (i.e., an inhibitory stimulus). Importantly, the role of the LHb is not 

restricted to Pavlovian tasks. Indeed, local lesions impair the extinction of a previously rewarded 

response, consistent with its proposed role as a source of negative RPE (Friedman et al., 2010; 

2011). In line with the LHb ability to control activity of midbrain dopamine neurons, local lesion 
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has been found to increase dopamine metabolism and dopaminergic neuronal activity in the VTA 

(Lisoprawski et al., 1980; Nishikawa, Fage & Scatton, 1986). Recently, several studies have 

employed optogenetics to determine the exact role of the LHb. It was found that activating LHb 

inputs (i.e., entopeduncular nucleus) or outputs (i.e., the RMTg), result in conditioned place 

avoidance (Shabel et al., 2012; Stamatakis & Stuber., 2012), again consistent with a role of this 

structure in negative RPE. Interestingly, communication between the LHb and the VTA does not 

appear to be unidirectional. For instance, Stamatakis et al. (2013) revealed that a unique group of 

VTA neurons project back to LHB and that their activation promotes GABA release in the LHb, 

suggesting the existence of a feedback mechanism by which VTA dopaminergic functioning to 

promote RPE through inhibition of LHb and RMTg activities.  

  Beyond its role in reward processing, Floresco and colleagues (Stopper & Floresco., 2013; 

Stopper et al., 2014) have attempted to investigate the role of the LHb in decision-making 

processes such as those involved in choice between large/risky and small/certain rewards using 

pharmacological inactivation and electrostimulation of LHb. They found that LHb inactivation 

impairs decision-making when facing uncertain reward, i.e. the animals were unable to choose the 

reward with higher expected value despite the fact that they were able to discriminate reward size. 

Moreover, the authors also examined the temporal relation between LHb activation and choice 

behaviour against uncertain outcomes using electro-stimulation, and revealed that while 

stimulation immediately before choice would lead to a shift away from the choice with higher 

expected value, stimulation at the time of reward delivery would result in a shift to the alternative 

choice on the next trial. Importantly, the effect of stimulation did not appear when the outcomes 

of both options were guaranteed. Thus, the authors concluded that phasic dopamine activity 

provides guidance in the incoming choice and feedback about the recent choice, which is consistent 
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Figue 3. The proposed connections around LHb. The LHb-m receives input from the limbic system 
and modulates the serotonin system by its projection to MRN and DRN. The LHb-l receives input 
from basal ganglia and modulates the dopamine system mainly by its projection to RMTg. 
Projections in dashed line mean that it requires more studies to be confirmed, the thickness of the 
projections refers to the presumed strength of connection. DBB, diagonal band of Broca; LHA, 
lateral hypothalamic area; LPO, lateral preoptic area; LS, lateral septum; MS, medial septum; PS, 
posterior septum. Figure adopted from Proulx, Hikosaka & Malinow. (2014).     
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with the proposed role of dopamine in RPE theory, and that the LHb could be the preference center 

to integrate the cost and gain when dealing with ambiguous situations by modulating the phasic 

dopamine signal downstream. 

  In summary, the main finding here is that the LHb responds to stimuli that predict the absence of 

an appetitive outcome. In the context of instrumental conditioning, the LHb seems to provide some 

feedback information with respect to the availability of the outcome. Further, the LHb is likely to 

be involved in biasing choice according to their cost/benefit ratio. Although the value-based 

decision making process does not completely share the same neural network with the cue guided 

decision making process, the LHb is still in a good position to process information about cues 

predicting the absence of a particular outcome and to influence specific PIT. The goal of the current 

thesis was therefore to study the role of the LHb in cue guided decision-making, especially when 

the cues are predicting the omission of an appetitive outcome. Moreover, to the best of our 

knowledge, the relationship between LHb and PIT has never been studied. Therefore, these studies 

can increase our understanding in how the LHb interacts the current neural framework of PIT. 
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Chapter 2: General method and overview of the experiments 

 

  Three experiments investigated the role played by the lateral habenula (LHb) in various inhibitory 

processes. In the first experiment, this role was studied by assessing the effects of electrolytic 

lesions of the LHb on the development of conditioned inhibition using a procedure developed by 

Rescorla (2002). The next two experiments explored the impact of the same lesion on specific 

Pavlovian-Instrumental transfer. In one experiment, the Pavlovian cues were trained as negative 

predictors of the trained outcomes whereas in the other experiment the cues were trained as 

positive predictors of these same outcomes. 

 

Subjects 

  59 Naive male hooded wistar rats were obtained from the Laboratory Animal Services 

(University of Sydney, Australia). They were housed in plastic boxes (two to four per box) located 

in a climate-controlled colony room and were maintained on 12hr light/dark cycle (light from 7am). 

Rats were at least 12 weeks old at the start of the experiments and weighted around 390g. Three 

days before behavioural training, all rats were handled daily and were put on a food deprivation 

schedule to maintain them at ~85% of their ad libitum feeding weight. The Animal Ethics 

Committee at the University of Sydney approved all experimental procedures. 

 

Apparatus 

  Training and testing took place in 16 Med Associates (St. Albans, VT, USA) operant chambers 

enclosed in sound- and light-resistant shells. Each operant chamber was equipped with a pump 

fitted with a syringe that could deliver 0.1 ml of a 20% sucrose solution into a recessed magazine. 

Each chamber was also equipped with a pellet dispenser that could deliver grain food pellets (45mg; 
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BioServe Biotechnologies). The chambers contained two retractable levers that could be inserted 

to the left and right side of the magazine. An infrared photobeam crossed the magazine opening, 

allowing for the detection of head entries. A 3W, 24 V house light provided illumination of the 

operant chamber, and each chamber contained a Sonalert that, when activated, delivered a 3 kHz 

pure tone, a 28 V DC mechanical relay that was used to deliver a 2Hz clicker stimulus, and a white 

noise generator (80 dB). A set of two microcomputers running proprietary software (Med-PC; 

MED Associates) controlled all experimental events and recorded magazine entries and lever 

presses. Outcome devaluation was conducted in a separate room that contained 16 distinct plastic 

boxes. 

 

Surgery 

  Rats were anaesthetized with continuous flow of a mixed isoflurane and oxygen gas (5% 

induction; 2-3% maintenance) and were placed in a stereotaxic frame (Kopf, Tujunga, CA, USA). 

An incision was made on the scalp cleaned with povidone-iodine (Betadine; Virginia, QLD, 

Australia) to expose the skull. Bregma and lambda were aligned on the same horizontal plane by 

adjusting the incisor bar and holes were drilled bilaterally above the LHb at the following 

coordinates: AP: -3.4, ML: +/- 1.0, DV: -5.7 (all coordinates are indicated in millimetres relative 

to bregma, Paxinos and Watson, 1998). A lesion was induced by passing a current at 7-10 Volt for 

20 seconds with an LM4 lesion maker (Grass Instruments, Quincy, Mass) using an insulated 

electrode that was bared 1mm from the tip. The same procedures were applied to rats in the sham 

group except that no current was passed. The incision was closed using wound closure clips (EZ 

Clip; Stoelting, Wood Dale, IL, USA). All rats were given a 0.4 ml intraperitoneal injection of 

procaine penicillin solution (300 mg/kg, Ilium Benicillin, Glendenning, NSW, Australia) after the 

surgery. Animals were allowed to recover for 7 days before the behavioural procedures. 
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Histology 

  After all the behavioural procedures, all rats were deeply anesthetized with injection of sodium 

pentobarbital and perfused through the heart with ice-cold 4% paraformaldehyde in 0.1 M 

phosphate buffer. Brains were extracted and postfixed in 4% paraformaldehyde overnight. 40 μm 

free-floating coronal sections were cut through the LHb by using a vibratome (Leica) and were 

then stained with cresyl violet. The area of lesion was determined under a microscope by a trained 

observer, who was unaware of the treatment groups, with boundaries defined by the atlas of 

Paxinos and Watson (1998). Animals with inaccurate or extensive damage at the lesion site were 

excluded from the statistical analysis. Figure 4 shows a schematic reconstructions of the LHb 

lesion region in the animals included in the analysis of the current studies. 
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Figure 4 – Schematic reconstructions of the LHb lesion in coronal brain sections, with the lesion 

region of each subject represented as a separate, stacked layer. 
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Chapter 3: Role of LHb in conditioned inhibition 

 

Introduction 

  LHb neurons have been shown to increase their activity across presentations of a stimulus that 

signals the absence of an appetitive outcome (Matsumoto & Hikosaka., 2007). This finding, 

combined with others, has led to the suggestion that the LHb acts as a neural correlate of negative 

reward prediction error in the brain. Specifically, it has been proposed that the LHb exerts its 

inhibitory effects by shutting-down activity of midbrain dopamine neurons in the VTA, neurons 

that have been argued to compute positive reward prediction error (Matsumoto & Hikosaka., 2007; 

Bromberg-Martin, Matsumoto & Hikosaka, 2010; Hong et al., 2011;Tian & Uchida., 2015). Based 

on these findings, the aim of the present experiment was to examine the role of the LHb in 

Pavlovian inhibitory learning. If the LHb computes negative reward prediction error, it logically 

follows that local lesion should impair the ability of a stimulus to gain inhibitory properties.  

  In the present experiment, rats received sham or LHb lesions and were then exposed to a 

behavioural paradigm developed by Rescorla (2002) (see Figure 5). In this paradigm, rats initially 

learn that one stimulus (i.e., S1) predicts a particular food outcome (i.e., O) while two other stimuli 

(i.e., S2 and S3) signaled its absence. This is done through a conditioned inhibition procedure 

during which S2 and S3 are individually presented in compound with S1 in the absence of any 

outcome (i.e., S1S2-nothing and S1S3-nothing). In addition, the rats are also exposed to two other 

stimuli (i.e., S4 and S5) in the absence of any consequence. The inhibitory properties imbued to 

the conditioned inhibitors are firstly assessed through a retardation test. That is, one of the 

conditioned inhibitors (e.g., S2) and one of the latent inhibitors (e.g., S4) are now trained to predict 

the occurrence of the outcome O. The rate at which this inhibitor acquires conditioned responding 
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is compared to that of one of the pre-exposed stimulus (i.e., S4). Given that this latter stimulus is 

not specifically trained to predict the absence of the outcome, it is expected to develop conditioned 

responding faster than the conditioned inhibitor (i.e., S4>S2). In other word, acquisition of 

conditioned responding to S2 will be retarded. Subsequently, the inhibitory properties of the 

conditioned inhibitors is again tested using a so-called subtractive summation test. This test refers 

to the observation that the level of conditioned responding elicited by an excitatory stimulus (e.g., 

S1) is reduced when this stimulus is presented in compound with an inhibitory stimulus. Thus, rats 

are presented with two compounds: S2S5 and S4S3. In each compound, one of the stimuli has 

been recently trained as a positive predictor of the outcome (i.e., S2 and S4) whereas the other 

stimulus is either a conditioned inhibitor of the outcome (i.e., S3) or a pre-exposed stimulus (S5). 

Evidence for the inhibitory properties carried by the conditioned inhibitor S3 should be revealed 

by lower levels of conditioned responding elicited by S4S3 as compared to S2S5. Although 

somewhat complex, this paradigm presents the critical advantage to compare the rate of inhibitory 

strengths carried by stimuli of similar familiarity: S2 vs. S4 and S3 vs. S5. It should be noted that 

S4 and S5 might well carry some inhibitory properties, as indicated by the fact that such pre-

exposed stimuli are commonly referred to as latent inhibitors. However, latent inhibitors have 

typically failed to display net inhibitory properties such as those shown by conditioned inhibitors. 

Further, unlike conditioned inhibition, latent inhibition does not require negative reward prediction 

error to develop (i.e., the outcome is not expected during pre-exposure and therefore no reward 

prediction error occurs). Thus, the critical question here remains in the effects of lesioning the LHb. 

If this region is essential to Pavlovian inhibitory learning and negative reward prediction errors, 

animals in the lesion group should show no difference in conditioning responding to the various 
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stimuli/compounds during the retardation/subtractive summation test. That is, the behavioural 

procedure would not have turned S2 and S3 into conditioned inhibitors of the outcome.   

Material and methods 

Behavioural procedures (refer Figure 5) 

Magazine training - Rats with either sham (n = 10) or LHb (n = 10) lesion were given a single 20-

min session of magazine training during which 20 pellets were delivered using a random time 60 

s schedule. 

Pavlovian training stage 1 & 2 - In stage 1, all rats were given 16 daily sessions of Pavlovian 

training during which a tone stimulus (S1) was trained to predict a food outcome (O, grain pellets). 

The house light and the flashing light (i.e., house light flashing) or the noise and clicker were 

trained in parallel as conditioned inhibitors (S2 and S3). Each session consisted of 16 presentations 

of the tone, which lasted for 30 s and was followed by a pellet delivery at the end of presentation. 

There were also eight presentations of each compound stimulus (S1S2 and S1S3) that lasted for 

30 s but no reward was delivered. Within each group, half of the animals were trained with the 

light and flashing light as the conditioned inhibitors while the remaining half was trained with the 

noise and the clicker as the conditioned inhibitors. The order of stimulus presentations was 

pseudorandom and the intertrial interval (ITI) varied from 90 s to 210 s with an average of 150 s. 

After the 16 sessions, two control stimuli, or latent inhibitors (S4 and S5), were introduced in stage 

2. These stimuli were clicker and noise for the rats that had received compound presentation with 

the light and flashing light, while they were light and flashing light for the other rats. Each session 

consisted of 12 presentations of tone with reinforcement and six presentations for each of the 

remaining stimuli/compounds (S1S2, S1S3, S4 and S5) without reinforcement. 
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Pavlovian training stage 3 - All animals were then given eight daily sessions of Pavlovian training. 

For each animal, one of the conditioned inhibitors (S2) and one of the latent inhibitors (S4) were 

trained in an excitatory manner. That is, these stimuli were now followed by the delivery of the 

food pellets. The identity of S2 and S4 was counterbalanced within group. Thus, each session 

consisted of six 30-s presentations of each stimulus followed by a pellet delivery using a variable 

ITI that averaged to 150 s. Throughout all the sessions, magazine entries were recorded and 

separated into S2 and S4 period, as well as, a prior S2/S4 period with equal length (Pre/S2/S4; 30 

s). 

Test - On the next day, all animals received a half-session of stage 2 followed by two non-

reinforced presentations of each compound stimuli (S2S4 and S3S5). Each compound consisted 

of one conditioned inhibitor and one latent inhibitor, yet only one of them in each pair was 

reinforced in phase 2 training, such that one compound was a conditioned inhibitor together with 

a reinforced latent inhibitor (S3S4), another compound was a reinforced conditioned inhibitor 

together with a latent inhibitor (S2S5). Magazine entries were recorded for each compound 

presentation, as well as for a period of equal length (Pre; 30 s) prior to the compound presentation. 

 

Stage 1 (16 sessions) Stage 2 (6 sessions) Stage 3 (8 sessions) Test 

S1-O 
S1S2- 
S1S3- 
 

S1-O 
S1S2- 
S1S3- 
 
S4- 
S5- 

S2-O 
S4-O 

S2S5 vs S3S4 

Figure 5. The design and training schedule of Experiment 1 
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Results and discussion 

  Two animals from the lesion group were excluded from the analysis, as the lesion extended 

beyond the LHb boundaries. The data for the first stage are presented in Figure 6 and are depicted 

as the number of magazine entries in the absence or presence of the stimuli/compounds. This first 

training stage was clearly successful as all animals displayed a gradual increase in magazine entries 

during the excitatory stimulus S1 while showing a lower number of such entries during the 

compounds S1S2 and S1S3. An ANOVA was conducted using Group (i.e., Sham vs. Lesion), 

Period (Pre vs. S1 vs. S1S2/S1S3) and Session as main factors. It revealed a main effect of Period 

(F(2, 32) = 43.563, p < 0.001) and Session (F(15, 240) = 8.469, p < 0.001) but no main effect of Group 

(F(1, 16) = 3.402, p = 0.084).  However, significant Period x Group (F(2, 32) = 5.081, p = 0.012), 

Session x Group (F(15, 240) = 2.019, p = 0.015) and Period x Group x Session (F(30, 480) = 2.065, p = 

0.001) interactions indicated that the lesion group was slower to acquire conditioned responding 

to S1. Yet, a significant Period x Session interaction (F(30, 480) = 22.915, p < 0.001) revealed that 

all groups increased their level of magazine entries to S1 across training. Separate analysis within 

each group confirmed that the magazine entries rate during S1 was higher than the one in the Pre 

period (For the Sham group: T(18) = 7.091, p < 0.01; For the Lesion group: T(14) = 5.411, p < 0.01), 

and the one in the S1S2/S1S3 period (For the Sham group: T(18) = 6.702, p < 0.01; For the Lesion 

group: T(14) = 4.900, p < 0.01). 
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Figure 6.  The rate of magazine entry for both groups across sessions in stage 1. Error bars denote 

s.e.m. 
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  Performance during the second stage is presented in Figure 7 in the same manner as before. The 

only difference is the inclusion of performance during the two latent inhibitors S4 and S5. This 

training stage was also successful as the levels of magazine entries during the excitatory stimulus 

S1 were significantly higher than those during the compounds, the latent inhibitors and in the 

absence of any stimulus. An ANOVA was conducted using the same main factors as before and it 

revealed a main effect of Period (F(3, 48) = 41.845, p < 0.001) but no main effect of Session (F(5, 80) 

= 1.003, p > 0.1) or Group(F(1, 16) = 0.478, p > 0.1). There was also a Period x Session interaction 

(F(15, 240) = 5.721, p < 0.001), indicating that the difference between the levels of magazine entries 

during S1 and the other periods grew larger across training. Separate analysis within each group 

confirmed the Period x Session effect in both groups (For the Sham group: F(15,135) = 5.916, p < 

0.01; For the Lesion group: F(15,105) = 2.012,  p = 0.0209), and also indicated that there was no 

difference between the magazine entries rate during S1S2/S1S3 and the one during S4/S5 in both 

groups (Ts < 0.5). 
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Figure 7. The rate of magazine entry for both groups across sessions in stage 2. Error bar denotes 

s.e.m. 

 

   

  



51 
 

  The data from the retardation test administered after the two training stages are shown in Figure 

8 in the manner described above. Unfortunately, potential significant differences were 

overshadowed by large individual differences in performance during presentation of the 

conditioned inhibitor within each group (see Figure A1 in the appendices). To control for this 

individual difference, we standardize the levels of magazine entries into an elevation ratio (ER) 

that controls for the level of entries in the absence of the stimuli (e.g., ERS2= S2/preS2+S2 and 

ERS4=S4/preS4+S4). The corresponding data are plotted in Figure 9 and ANOVA was conducted 

using Group, Period (S2 vs. S4) and Session as main factors. This analysis failed to reveal any 

main effect of Group (F < 0.001) or Period (F(1, 16) = 3.287, p = 0.089), but a significant main effect 

of Session (F(7, 112) = 46.270, p < 0.001) and Period x Session interaction (F(7, 112) = 3.039, p = 

0.006). However, no interaction with Group was found (Group x Session: F(7, 112) = 1.411, p = 

0.208; Group x Period x Session: F(7, 112) = 0.702, p = 0.670). We conducted separate analysis 

using the main factor Period and Session within each group. In the Sham group, we found a main 

effect of Session (F(7, 63) = 23.606, p < 0.001), no main effect of Period (F(1, 9) = 2.339, p > 0.1) but 

a significant Session x Period interaction (F(7, 63) = 2.913, p = 0.011). Subsequent pairwise 

comparisons with Bonferroni correction indicated higher levels of magazine entries in the presence 

of the latent inhibitor S4 than in the presence of the conditioned inhibitor (S2) during the first (T(9) 

= 3.685, p < 0.01) and second session (T(9) = 4.118, p < 0.01) of the retardation test. Although 

weak and transient, this effect suggested that the acquisition of the conditioned inhibitor S2 was 

retarded compared to that of the latent inhibitor S4. In contrast, a similar analysis in the Lesion 

group showed a main effect of session (F(7, 49) = 27.477, p < 0.001), no main effect of Period (F(1, 

7) = 1.152, p > 0.1) and no Period x Session interaction (F(7, 49) = 0.960, p > 0.05). Thus, our 

retardation test provided some evidence that the conditioned inhibition procedure employed in the 
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present experiment imbued S2 with some inhibitory properties that were removed by lesion of the 

LHb.  

 

 

 

 

 

Figure 8. The rate of magazine entry of both groups across sessions in stage 3. Error bar denotes 

s.e.m. 
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.  

 

 

 

Figure 9. The elevation ratio of both groups across sessions in stage 3. Error bar denotes s.e.m. 

and * indicates p < 0.05  
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The results from the summation test are shown in Figure 10. There was no main effect of group, 

but an effect of Period (F(2, 32) = 59.65, p < 0.001) was found in preliminary analysis. Separate 

ANOVA on entries rate with Period (pre-stimuli vs S2S5 vs S3S4) as main factors was performed 

in each group. The effect of Period was statistically significant (F(2, 18) = 39.404, p < 0.001) in the 

sham group, subsequent pairwise comparison with Bonferroni correction revealed statistical 

significant difference between the pre-stimulus period and S2S5 period (T(9)=7.664, p < 0.01), and 

between the pre-stimulus period and S3S4 period (T(9)=7.192, p < 0.01), but not between S2S5 

and S3S4 (T(9)=0.472, p > 0.1).  Similarly, the effect of period was statistically significant (F(2, 14) 

= 22.810, p < 0.001) in the lesion group and subsequent pairwise comparison with Bonferroni 

correction revealed a statistically significant difference between the pre-stimulus period and S2S5 

period  (T(7)=6.720, p < 0.001), and between the pre-stimulus period and S3S4 period (T(7)=5.135, 

p < 0.01), but not between S2S5 and S3S4 (T(7)=1.585, p > 0.1). 

 
Figure 10.  The rate of magazine entry of both groups in the summation test. Error bar denotes 

s.e.m. 
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  The result of the present experiment failed to replicate the results obtained by Rescorla (2002). 

In his study, Rescorla initially observed that the conditioned inhibitor, S2, took longer to acquire 

conditioning responding during the retardation test relative to the latent inhibitor S4. This was 

consistent with the view that the conditioned inhibitor S2 reliably predicted the absence of the 

outcome. Rescorla then obtained a clear subtractive summation effect during which the compound 

composed of a conditioned inhibitor and a newly trained latent inhibitor (S3S4) elicited lower 

levels of conditioned responding than a compound composed of a newly trained conditioned 

inhibitor and a latent inhibitor (S2S5). Once again, this was taken as evidence that the conditioned 

inhibitor (S3) was carrying substantial inhibitory properties relative to the latent inhibitor (S5). 

The present experiment revealed some weak evidence of retardation in the Sham group across the 

first few trials that consisted in pairing the conditioned inhibitor (S2) with the outcome that it 

predicted would be omitted. However, this experiment clearly failed to obtain subtractive 

summation. Why we were unable to replicate Rescorla’s finding remains unclear. This is 

particularly puzzling given that similar parameters (e.g., stimulus identity, amount of training) 

were used except for the strain of rats employed. Future experiments are therefore required to 

confirm whether the findings obtained by Rescorla can be replicated in another laboratory. 

  Given the issues just reported, it remains difficult to conclude with any certainty whether the LHb 

is necessary for the development of Pavlovian inhibitory learning. Yet, it is essential to note that 

the subtle retardation effect observed in the Sham group was absent in the Lesion group. This 

indicates the need for further experiments that would aim at further determining the role of the 

LHb in conditioned inhibition. For example, these experiments could use more traditional 

procedures to establish the conditioned inhibitors and involve comparisons with other stimuli than 

latent inhibitors. However, this is this latter aspect of Rescorla’s design that motivated the present 
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experiment. Indeed, the use of latent inhibitors ensures that stimuli of similar familiarity are being 

compared. Further, latent inhibition is particularly interesting in the context of exploring the role 

played by the LHb in negative reward prediction error. For instance, it is commonly believed that 

latent inhibition can develop in the absence of reward prediction error as pre-exposure to a neutral 

stimulus does not break any expectancy of a particular outcome. In contrast, conditioned inhibition 

develops because the outcome predicted by the excitatory stimulus that is presented in compound 

with the conditioned inhibition does not occur. It logically follows that LHb lesion should impair 

conditioned inhibition but not latent inhibition. 

  Apart from the main finding, a trend of lower magazine entries rate in the lesion group was 

observed during the Pavlovian training. The trend also appeared in the Pavlovian training in the 

later experiment, yet there was no report of such trend in previous studies. It was unlikely due to 

the impairment of locomotion as the later experiment showed a similar level of instrumental 

response rate between the sham and the lesion group. It could be that the extensive lesion caused 

an impairment in reacting toward or attention to the stimuli. However, it is also possible that the 

lesion of LHb disrupted the processing of the incentive salience of the stimuli, which has been 

previously suggested by Danna, Shepard and Elmer (2013). 

  In summary, the present experiment only partially replicated Rescorla’s finding (2002). That is, 

we did observe a subtle retardation effect with a conditioned inhibitor relative to a latent inhibitor. 

This effect was removed by lesion LHb, suggesting that this region may be involved in computing 

negative RPE. To confirm further this involvement, the next chapter aimed to determine the effects 

of LHb lesion on the ability of an inhibitory stimulus to drive choice between actions.  
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Chapter 4: The role of LHb on choice guided by inhibitory stimuli 

 

Introduction 

  The aim of the second experiment was to examine the role of the LHb on the ability of inhibitory 

stimuli to drive choice between actions. Just as in the previous experiment, rats received either 

sham or electrolytic lesion in the LHb before being exposed to the behavioural procedure (see 

Figure 11). This procedure was identical to that developed by Laurent et al. (2015) and used 

backward conditioning to generate two stimuli (S1and S2) that were specifically predicting the 

absence of two distinct food outcomes (O1 and O2). Then, rats were administered instrumental 

training during which the two outcomes could now be earned by performing two distinct actions 

(A1 and A2). After this training, we assessed the influence of the two inhibitory stimuli on choice 

between actions through a traditional specific PIT test. This test was followed by an assessment of 

the goal-directed properties and the integrity of the instrumental associations (i.e., A-O) using an 

outcome devaluation procedure. Our predictions were as follows. In the control animals, we 

expected that the inhibitory stimuli would bias choice away from an action delivering the outcome 

that they predicted would be omitted and towards actions delivering other outcomes. In contrast, 

we expected the LHb lesion to remove the inhibitory prediction of the cues and so to reverse this 

latter choice, with the stimuli now biasing choice towards the action with which they shared a 

common outcome. Finally, we were expecting all animals regardless of lesion to display goal-

directed action control following outcome devaluation and so show a reliable outcome devaluation 

effect. 
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Materials and Methods 

Backward Pavlovian Training - All animals (sham: n = 12; lesion: n =12) received eight daily 

sessions of backward Pavlovian training. This training consisted of twenty-four outcome deliveries 

(twelve for each outcome) followed by presentation of one of two stimuli that was turned on 10 s 

after the rats entered the magazine to consume the outcome. The stimuli (S1 and S2) were clicker 

and tone and the two distinct outcomes (O1 and O2) were pellet and sucrose solution. Delivery of 

O1 was also followed by S1 whereas delivery of O2 was always followed by S2. The stimulus 

duration varied from 2 to 58 s with an average of 30 s and separated by an intertrial interval varied 

from 80 to 200 s with an average of 150 s. We applied such parameters as it has been shown to 

generate Pavlovian inhibitors in the past (Laurent et al., 2014) and we assumed that it would 

promote instrumental responding in the presence of the stimuli during subsequent test, as it 

prevents the animals from timing outcome delivery. The order of the stimuli was varied between 

three set of pseudorandom order and the stimulus-outcome associations were counterbalanced 

between and within groups. Throughout the session, both levers were retracted and magazine 

entries were recorded and separated into stimulus period and a prior outcome delivery period with 

equal length (Pre O; 30 s). 

 

Instrumental training - All rats then received eight days of instrumental training during which two 

actions (A1 and A2; left and right lever presses) were trained to deliver the two outcomes (O1 and 

O2) in separate daily sessions. The order of the sessions was counterbalanced, as were the 

response-outcome relationships that were also counterbalanced with the stimulus-outcome 

relationships established during Pavlovian training. Each session ended when 20 outcomes were 

earned or when 30 minutes had elapsed. For the first two days, lever pressing was continuously 

reinforced (i.e., each action earned an outcome). Then, the probability of the outcome given a 
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response was gradually shifted over days using increasing random ratio schedules: a RR5 schedule 

(p = 0.2) was used on days 3-5 and a RR10 schedule (p = 0.1) was used on days 6-8. 

 

Pavlovian-instrumental transfer test - After the final day of RR10 training, rats received a 

Pavlovian reminder session that was followed the next day by a single Pavlovian-instrumental 

choice test. Both levers were inserted into the box, but no outcomes were delivered. Responding 

was extinguished on both R1 and R2 for 8 minutes to establish a low rate of baseline performance. 

Then, the rats received four 2-min presentations of each stimulus in the following order: tone-

clicker-clicker-tone-clicker-tone-tone-clicker. The ITI was set at 3 minutes. Magazine entries and 

lever pressing rate were recorded and separated into Pre-S and S period. 

 

Outcome devaluation test - Prior to the devaluation test, both groups received two days of 

instrumental re-training on an RR10 schedule. On the day of test, all rats received 1-hour access 

to one of the outcomes before being given a choice test. This test lasted 5 min and consisted of 

presenting the two levers but no outcome was delivered. The lever pressing rates were recorded 

throughout the test. The same procedure was repeated the following day except that the other 

outcome was devalued. The order of outcome devaluation was counterbalanced within groups. 

 

Pavlovian (backward, 
8 sessions) 

Instrumental (8 sessions) PIT Devaluation test 

O1-S1 
O2-S2 
 

A1-O1 
A2-O2 

S1/S2: A1 vs A2 Free access O1/O2: 
A1 vs A2 

Figure 11. The design and training schedule of Experiment 2 
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Result and discussion 

The data from Pavlovian training are presented in Figure 12 and are plotted as the mean number 

of magazine entries across days. The inhibition generated by backward conditioning has been 

revealed in the past through a lack of difference in performance displayed in the presence of the 

stimuli or in their absence. This effect was clearly replicated in the present experiment. An 

ANOVA was conducted using Group (sham vs. lesion), Period (PreO vs. S) and Session as main 

factors. There was no main effect of Group (F(1, 22) = 0.387, p > 0.1), no effect of Period (F(1, 22) = 

0.983, p > 0.1) but there was a main effect of Session (F(7, 154) = 2.302, p = 0.29). Further, a 

significant Period x Session interaction (F(7, 154) = 24.357, p < 0.001) revealed that any difference 

between the levels of magazine entries in the presence or absence of the stimuli disappeared across 

time. Importantly, there was no interaction involving Group as a factor (Fs<1.5) 

 

 
Figure 12. The rate of magazine entry across session in the backward conditioning stage.  Error 

bar denotes the s.e.m. 

 



61 
 

The mean number of lever presses across instrumental training is plotted in Figure 13. This 

training occurred smoothly as the lever pressing rates gradually increased across days for both 

group. An ANOVA revealed no main effect of Group (F(1, 22) = 0.075, p > 0.1), no Group x Session 

interaction (F(7, 154) = 0.655, p > 0.1) but a main effect of Session (F(7, 154) = 269.987, p < 0.001). 

 
Figure 13. The lever pressing rate across sessions in the instrumental training stage. Error bar 

denotes s.e.m. 
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  The data of most interest are those from the PIT test in Figure 14 and they are plotted as the mean 

number of lever presses per minute when the stimulus predicted the absence of the same outcome 

as the response (Same), when the stimulus predicted the absence of the different outcome from the 

response (Different), or when no stimulus was present (Baseline). Choice between actions was 

clearly influenced by LHb lesion. An ANOVA was conducted using Group and Period (i.e., 

Baseline vs. Same vs. Different) as main effects, revealed a main effect of the latter (F(2, 44) = 6.305, 

p = 0.004) but not of the former (F(1, 22) = 0.323, p > 0.1). Critically, however, the analysis revealed 

a Group x Period interaction (F(2, 44) = 4.123, p = 0.023). Subsequent pairwise comparison using 

the Bonferroni correction procedure revealed that the Sham group displayed higher responding on 

the Different action than during baseline (T(11) = 3.115 , p = 0.029). There was however no 

difference between responding on the Different and Same action (T(11) = 1.483, p > 0.1) or between 

the Same action and Baseline (T(11) = 0.542, p > 0.1). In contrast, the Lesion group displayed higher 

responding on the Same action than during baseline (T(11) = 3.551 , p = 0.014). However, this 

responding was no higher than that during the Different action (T(11) = 1.718 , p > 0.1). Finally, 

performance during the Different action was marginally higher than that during baseline (T(11) = 

2.860 , p = 0.047). Thus, the present test replicated the traditional effect of inhibitory stimuli on 

choice between actions in the Sham group. That is, in this group, the stimuli biased choice towards 

the action delivering the outcome that they did not predict would be absent. This effect was 

removed by LHb lesion. In fact, in this group, the stimuli acted as if they were predicting their 

associated outcome, guiding choice towards the action earning that outcome. 
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Figure 14. The lever pressing rate of both groups in the PIT test stage. The error bar represents 

s.e.m. 
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  The result of the devaluation test is presented in Figure 15 as the mean number of lever presses 

on the action delivering the outcome that had been devalued (Devalued) or on the action earning 

the outcome that remained valued (Non-devalued). Importantly, the data of the animals included 

in Chapter 5 (see below) were included in the analysis as these animals received a similar 

procedure. Inspection of the figure clearly indicates that the animals were able to choose an action 

based on the desirability of the outcome that it procured. An ANOVA using Group and Action 

(Non-devalued vs. Devalued) as main factors, revealed a main effect of the latter (F(1, 47) = 29.675, 

p < 0.001) but not the former (F(1, 47) = 1.818, p > 0.1). Further, the Group x Action interaction was 

not significant (F(1, 47) = 0.236, p > 0.1). Thus, the LHb lesion did not impair the learning of specific 

action-outcome associations nor did it impair the ability of rats to use outcome value to guide 

choice between actions.   

 
Figure 15. The total number of lever presses in both groups (included animals in Experiment 3) 

in the devaluation test stage. The error bar represent s.e.m. 
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  The main finding from this experiment was that LHb lesion removed the usual influence that 

inhibitory stimuli exert on choice between actions. This usual influence was observed in control 

animals; i.e., a stimulus predicting the absence of a particular outcome was found to bias choice 

towards an action earning a different outcome. It should be noted, however, that we did observe a 

small but significant elevation of responding on the action delivering the outcome that was 

predicted to be absent by the inhibitory stimulus. This was unexpected and was in contrast with 

previous results obtained in our laboratory. The reason for such discrepancy remains unclear but 

it may be explained by some residual excitatory associations between the backwardly trained 

stimulus and its associated outcome. Indeed, it has previously been shown that backward 

conditioning can produce both excitatory and inhibitory associations between the stimulus and the 

outcome (Experiment 3, Laurent & Balleine, 2015). This analysis is supported by the effect of the 

LHb lesions: evidence of inhibitory stimulus-outcome association was lost as a consequence of 

LHb lesion. However, in lesioned animals, the stimuli that had been trained to predict the absence 

of a particular outcome biased choice towards the action earning that same outcome. Thus, not 

only did LHb lesions remove the usual influence of inhibitory stimuli on choice, it reversed it. In 

other words, the stimuli that had been trained as inhibitors appeared to act as positive predictors 

of their associated outcome. Importantly, the effect of LHb lesion was specific to the relationships 

that were established between the stimuli and their respective outcomes. For instance, control and 

lesion animals were able to select an action according to the value of the outcome that it procured: 

when this value was reduced, animals chose to perform the other action, the one earning a non-

devalued outcome.  

  Taken together, the present results are therefore consistent with the view that the LHb is essential 

for encoding negative prediction error and, accordingly, for learning inhibitory stimulus-outcome 
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associations. This was evidenced during a specific PIT test during which LHb lesion was found to 

turn an inhibitory stimulus into an excitatory one. Yet, the present experiment did not provide any 

evidence that LHb lesion only disrupts inhibitory Pavlovian associations as opposed to all forms 

of Pavlovian associations, such as excitatory ones. The experiment conducted in the next chapter 

will address this issue.  

 

 

 

  



67 
 

Chapter 5: The role of LHb on choice guided by excitatory stimuli 

 

Introduction 

  The experiment reported in the previous chapter revealed that LHb activity is critical for the bias 

that inhibitory stimuli exert on choice between actions. In the absence of such activity, this bias 

was found to be removed and even reversed, suggesting that the inhibitory stimuli were in fact 

acting as excitatory ones. However, it remains possible that the LHb altered the influence that 

Pavlovian associations may exert on choice between actions, whether these associations are 

inhibitory or excitatory in nature. Despite the apparent excitatory transfer in the lesion group 

observed in Experiment 2, the latter comparison was not made against an appropriate control. The 

present experiment addressed this issue by examining the effects of LHb lesion on the influence 

of excitatory Pavlovian associations on choice between actions. The procedure was similar to that 

previously used except that the stimulus-outcome associations were initially trained in a forward 

manner rather than a backward one (see Figure 16). Thus, two stimuli (S1 and S2) were trained to 

predict two distinct outcomes (O1 and O2). Instrumental training was then conducted during which 

the two outcomes could be earned by performing two distinct responses. A specific PIT test was 

then administered and assessed choice between the two instrumental actions in the absence or 

presence of either forward stimulus. If the LHb is essential for processing any kind of Pavlovian 

associations, we should observe a deficit in choice following local lesion. 

 

Material and Methods  

Forward Pavlovian training - All rats (group sham: n = 12 ; group lesion: n =13 ) were given eight 

daily sessions of Pavlovian training during which two stimuli (S1 and S2; clicker and tone) were 

paired with two distinct outcomes (O1 and O2; pellet and sucrose solution). The stimulus-outcome 
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relationships were fully counterbalanced between and within groups. During each session, each 

stimulus was presented four times in a pseudorandom order and every presentation lasted for 2 

min followed by variable intertrial interval that averaged 5 min. The outcomes were delivered 

during each stimulus using a random time 30 s schedule. Throughout the session, both levers were 

retracted and magazine entries were recorded and separated into S period and a prior S period with 

equal length (Pre S; 2 min). 

 

Instrumental training - All rats then received eight days of instrumental training during which two 

actions (A1 and A2; left and right lever presses) were trained to deliver the two outcomes (O1 and 

O2) in separate daily sessions. The order of the sessions was counterbalanced, as were the 

response-outcome relationships that were also counterbalanced with the stimulus-outcome 

relationships established during Pavlovian training. Each session ended when 20 outcomes were 

earned or when 30 minutes had elapsed. For the first two days, lever pressing was continuously 

reinforced (i.e., each action earned an outcome). Then, the probability of the outcome given a 

response was gradually shifted over days using increasing random ratio schedules: a RR5 schedule 

(p = 0.2) was used on days 3-5 and a RR10 schedule (p = 0.1) was used on days 6-8. 

 

Pavlovian-instrumental transfer test - After the final day of RR10 training, rats received a 

Pavlovian reminder session that was followed the next day by a single Pavlovian-instrumental 

choice test. Both levers were inserted into the box, but no outcomes were delivered. Responding 

was extinguished on both R1 and R2 for 8 minutes to establish a low rate of baseline performance. 

Then, the rats received four 2-min presentations of each stimulus in the following order: tone-

clicker-clicker-tone- clicker-tone-tone-clicker. The ITI was set at 3 minutes. Magazine entries and 

lever pressing rate were recorded and separated into Pre-S and S period. 
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Outcome devaluation test - Prior to the devaluation test, both groups received two days of 

instrumental re-training on an RR10 schedule. On the day of test, all rats received 1-hour access 

to one of the outcome before being submitted to a choice test. This test lasted 5 min and consisted 

of presenting the two levers but no outcome was delivered. The lever pressing rates were recorded 

throughout the test. The same procedure was repeated the following day except that the other 

outcome was devalued. The order of outcome devaluation was counterbalanced within groups. 

The data from this test were presented in the previous chapter. 

 

Pavlovian (forward, 8 
sessions) 

Instrumental(8 sessions) PIT Devaluation test 

S1-O1 
S2-O2 
 

A1-O1 
A2-O2 

S1/S2: A1 vs A2 Free access O1/O2: 
A1 vs A2 

Figure 16. The design and training schedule of Experiment 3 
 

Result and discussion 

The data from Pavlovian training are presented in Figure 17 and are plotted as the mean number 

of magazine entries across days. This training was successful as all groups discriminated between 

the stimulus period and the pre-stimulus period and this discrimination grew larger across session. 

An ANOVA was conducted using Group, Period and Session as main factors. It revealed a main 

effect of Period (F(1, 23) = 299.357, p < 0.001) and Session (F(7, 161) = 8.427, p < 0.001) but no main 

effect of Group (F(1, 23) = 0.005, p > 0.1). A significant Period x Session interaction (F(7, 161) = 

28.302, p < 0.001) confirmed that animals were better at discriminating between the stimulus and 

pre-stimulus periods as training progressed. The analysis also revealed significant Group x Session 

(F(7, 161) = 2.559, p = 0.016) and Group x Session x Period (F(7, 161) = 3.279, p = 0.003) interactions, 
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revealing a slight decrease in performance of the lesion group towards the end of training. However, 

training was clearly successful in that group and the level of magazine entries prior to the stimulus 

and during the stimulus presentation were 1.63±0.30 and 16.37±1.71 per minute for the sham 

group, and were 2.00±0.57 and 12.80±1.97 per minute for the lesion group with respectively. 

 
Figure 17. The rate of magazine entry of both groups across sessions in the Pavlovian training 

stage. The error bar represents the s.e.m. 

  



71 
 

  The mean number of lever presses across instrumental training is plotted in Figure 18. This 

training occurred smoothly as the lever pressing rates gradual increased across days for both group. 

An ANOVA revealed no main effect of Group (F(1, 23) = 0.607, p > 0.1), no Group x Session 

interaction (F(7, 161) = 0.559, p > 0.1)  but a main effect of Session (F(7, 161) = 147.554, p < 0.001). 

 

 

Figure 18. The lever pressing rate of both groups across sessions in the instrumental training stage. 

The error bar represents the s.e.m. 
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The data of most interest are those from the PIT test in Figure 19 and they are plotted as the mean 

number of lever presses per minute when the stimulus predicted the same outcome as the response 

(Same), when the stimulus predicted the different outcome from the response (Different), or when 

no stimulus was present (Baseline). LHb lesion had clearly no effect on the influence exerted by 

excitatory stimuli on choice between actions. In all groups, a stimulus predicting a particular 

outcome was found to bias choice towards an action earning that same outcome. An ANOVA 

revealed a main effect of Period (F(2, 46) = 35.118, p < 0.01) but no main effect of Group (F(1, 23) = 

0.049, p > 0.1)  and no Group x Period interaction (F(2, 46) = 0.269, p > 0.1). Subsequent pairwise 

comparison using the Bonferroni correction revealed that in both groups performance on the Same 

action was higher than performance on the Different action (Sham: T(11) = 4.209 , p = 0.004; Lesion: 

T(12) = 5.118 , p = 0.001) or than during baseline (Sham: T(11) = 4.098 , p = 0.005; Lesion: T(12) = 

4.976 , p = 0.001).  

 

 

Figure 19. The lever pressing rate of both groups in the PIT test stage. The error bar represents 

the s.e.m. 
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  The main finding from the present is that LHb lesion had no effect on the ability of excitatory 

stimuli to guide choice between actions. In both the control and lesion group, a stimulus predicting 

a particular outcome was found to bias choice towards an action delivering that same outcome. 

The presence of this bias indicates that the LHb is not necessary for establishing excitatory 

stimulus-outcome relationships or for promoting that these relationships exert on choice. It also 

shows that the LHb is not required for learning specific action-outcome associations, consistent 

with the ability of animals with LHb lesion to select an action according to the value of the outcome 

that it procures (see previous chapter). Taken with the result provided in the previous chapter, it 

appears that the LHb is specifically involved in establishing inhibitory stimulus-outcome 

associations and therefore, in promoting the influence that such associations have on choice 

between actions.   
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Chapter 6: General Discussion 

Overview of the results 

  The current studies aimed at determining the role of the LHb in stimulus-based choice, especially 

in situations where the stimuli had been trained to predict the absence of a food outcome (i.e., 

inhibitory stimuli). Our assessment was completed by performing electrolytic lesion of the LHb 

and then, by submitting animals to two distinct behavioural paradigms. One involved conditioned 

inhibition whereas the other was specific PIT. The former paradigm was used to evaluate how LHb 

lesion would affect Pavlovian inhibitory learning, whereas the latter tested how Pavlovian 

inhibitors influence choice between actions.  

  The first experiment (Chapter 3) used a conditioned inhibition design initially described by 

Rescorla (2002) to evaluate the role of the LHb in the formation of condition inhibition. The 

selection of this design was motivated by the presence of appropriate control (i.e., latent inhibitor) 

to assess the development of inhibitory learning. Although we used parameters almost identical to 

as those of Rescorla (2002), we obtained little evidence of Pavlovian inhibition. Thus, the 

conditioned inhibitor displayed weak retardation and failed to pass a subtractive summation test. 

However, it was interesting to note that the weak trend for retardation was removed by LHb lesion.  

  The next experiment (Chapter 4) went further and examined the effects of LHb lesion on 

stimulus-based choice. To do so, it adopted a PIT paradigm from Delamater et al. (2003) and 

Laurent et al. (2015b). Thus, sham and lesioned animals were initially given backward 

conditioning in order to generate two specific Pavlovian inhibitors. The animals then received 

instrumental training followed by a PIT choice test. This test revealed a different pattern of choice 

in the two experimental groups. The sham animal showed a reversal of the traditional PIT effect: 

the stimuli biased choice away from the action delivering the outcome they predicted the absence 
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of, towards the action earning a different outcome. Remarkably, this reversal of choice was 

abolished in LHb lesioned animals. In fact, those animals displayed the traditional PIT effect: the 

stimuli biased choice towards the action delivering the outcome that they predicted would be 

absent. Thus, the inhibitory stimuli acted as excitatory ones when the LHb had been damaged prior 

to training. This finding provides convincing evidence that the LHb is important in mediating the 

inhibitory processes that allow the reversal of choice between actions.  

  In the last chapter (Chapter 5), we examined whether the role of LHb also extended to the 

influence that excitatory stimuli exert on choice between actions. To do so, sham and lesioned 

animals were initially given forward conditioning in order to generate two specific Pavlovian 

excitors. Following instrumental conditioning, a PIT test was administered to assess the influence 

of the two excitatory stimuli on choice between actions. As expected, control/sham animals 

displayed the traditional PIT effects: the stimuli biased choice towards the action with which they 

shared a common outcome. Importantly, this bias was left unaffected by LHb lesion, a result 

contrasting with the effects obtained in Chapter 4. Further, we also found LHb lesion failed to 

impair value-based choice. That is, sham and lesion animals were able to choose an action based 

on the value of the outcome it procures. Taken together, these findings indicate that the LHb is 

critical for stimulus-based, and not value-based, choice in situations where the stimuli have been 

trained as negative, but not positive, predictors of their associated outcomes. 

The role of LHb and the neural basis of backward conditioning 

  Although our first experiment failed to provide conclusive evidence for a role of the LHb in 

Pavlovian inhibitory learning, the remaining experiments did support such a role. For instance, 

LHb lesion had no effect on value-based choice but it did disrupt stimulus-based choice. However, 

this disruption was highly specific, as it was only present when the stimuli were inhibitory and not 
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excitatory. Taken together, these results suggest that the LHb may be involved in the inhibitory 

processes that develop across backward conditioning. This form of conditioning constitutes a 

challenge for most contemporary learning theories based on prediction error, as the variation in 

RPE after the US and its potential role on learning is rarely discussed. One notable exception is 

the so-called Affective Extension of the Sometimes Opponent Process (AESOP) theory developed 

by Wagner and Brandon (1989). This theory holds that perception of a particular stimulus triggers 

its sensory and motivational features to be represented in an active state called A1. As time passes, 

the representation decays into another state called A2 before it returns to an inactive state. The 

theory then argues that if the representation of two stimuli (e.g., a tone and a food outcome) are 

concurrently represented into A1, then an excitatory relationship can be established between the 

two events. This is essentially what is happening during forward conditioning. In contrast, during 

backward conditioning, the food outcome is likely to be into the A2 state by the time the tone is 

encountered and represented in the A1 state. This is because of the delay inserted in between food 

delivery and the tone presentation. The consequence of the food being in A2 and the tone in A1 is 

the establishment of an inhibitory relationship between the two. Given the absence of such 

inhibition in the present experiments, it is possible that LHb lesion affects the representation of the 

stimuli and the food outcomes in the A1 and A2 states. Specifically, the PIT test results suggested 

that the lesion group had formed an excitatory association between the two backward stimuli and 

their associated outcomes. One potential explanation is that LHb lesion could have extended the 

time during which the outcome was represented into the A1 state, allowing the establishment of 

an excitatory association between this outcome and the following stimulus. Interestingly, in-vivo 

electrophysiology and other data provide some support to this explanation. For example, Chang 

and Kim (2004) have revealed that some neurons in the LHb display a biphasic response following 
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stimulation of the stria medullaris. This biphasic response involves an initial hyperpolarization 

followed by a depolarized state that then triggers a long-lasting and intense action potential. The 

depolarization was found to occur around 1 second after the hyperpolarization and to last more 

than 10 seconds. Here, we propose that this biphasic pattern is triggered in the LHb following 

delivering of the outcome and would be equivalent to a shift in the representation of this outcome 

from the A1 into A2 state. As explained, this shift would be essential to establish the inhibitory 

association with the incoming stimulus but it would be absent in the rats that had received the LHb 

lesion. This proposal is clearly speculative and further work is required to assess its validity. 

However, it is interesting to note that artificially triggering an LHb biphasic response has been 

shown to induce place avoidance (Jhou et al., 2013). If one assumes that avoidance is somewhat 

similar to learning that a stimulus signals the absence of reward, such data appears consistent with 

our proposal.      

Theoretical and methodological concerns  

The influence of serotonin 

  This thesis has focused on the effects of LHb lesions on inhibition by listing evidence for its role 

in reward prediction error and its action on midbrain dopamine neurons. Particularly, it has 

emphasized the suppressive effect exerted by the LHb on these dopamine neurons, a suppression 

of activity that is believed to occur via the RMTg. However, we cannot exclude the possibility that 

the effects reported in the current thesis were due to a disinhibition of serotonergic activities in 

DRN and MRN resulting from LHb lesion. Although the role played by serotonin in aversive 

learning has received substantial attention, we know very little about the influence that it may exert 

on other forms of learning such as Pavlovian appetitive conditioning or PIT. Yet, several studies 

do suggest a critical role. For example, it has been shown that mice carrying knockout of the 



78 
 

dopamine and serotonin transporters are unable to show conditioned place preference (Hall, Sora 

& Uhl, 2004). Further, several findings have suggested that the modulation of the serotonin system 

could be rewarding either by reducing synthesis of serotonin in the MRN (Fletcher, Ming & 

Higgins, 1993; Fletcher, Tampakeras & Yeomans, 1995) or by activation of DRN serotonin 

neurons (Liu et al., 2014, but also see Fonseca, Murakiami & Mainen, 2015). The role of the DRN 

in reward processing could be quite significant as it projects to both the VTA and the NAc directly 

(Zhao et al., 2015). Interestingly, several studies have pointed to a direct role for serotonin in PIT, 

although this role was argued to be limited to the aversive form of the PIT paradigm (Geurts, Huys, 

den Ouden & Cools, 2013; Hebart & Gläscher., 2015). Taken with other studies regarding the 

influence of Pavlovian cues on instrumental responding (Crockett, Clark & Robbins, 2009; 

Crockett et al., 2012; Faulkner & Deakin., 2014), it was revealed that serotonin depletion reduces 

behavioural inhibition towards an aversive stimulus. Provided that an aversive stimulus and an 

appetitive inhibitor can be considered as being similar at a motivational level, we cannot exclude 

a potential role for serotonin in the experiments presented here. However, the effects of the lesion 

conducted here should have led to an overall increase in serotonin activity. So far, the behavioural 

consequences of such an increase remain unknown, highlighting the need for further work.  

The effect of permanent electrolytic lesion 

  All our experiments have employed electrolytic lesions to damage the LHb and evaluate the 

consequence of such damage on Pavlovian inhibition and choice between actions. Initially, we had 

intended to use chemogenetic or pharmacological approaches to investigate the role played by the 

LHb. Unfortunately, the proximity of the third ventricle made it very difficult to accurately target 

the structure of interest. One issue with using electrolytic lesions is that it is hard to contain the 

extent of the lesion. As a result, some of the animals included in the present experiments displayed 
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some partial damages in the MDT. As mentioned in the introduction, the MDT has been shown to 

be involved in specific PIT and outcome devaluation (Corbit et al., 2003; Ostlund & Balleine, 

2008; Parnaudeau et al., 2015). Yet, our experiments did not reveal any impairment in either 

outcome devaluation or specific PIT when the influence of excitatory stimuli was being assessed. 

Thus, it is unlikely that partial damages of the MDT could explain the results presented in this 

thesis.  

  Another disadvantage of employing electrolytic lesions is the potential for compensatory 

mechanisms that occur as a result of permanent brain damage. However, a large effect of 

compensatory processes appears unlikely. Indeed, the effects of the lesion were found to be highly 

specific, impairing choice when driven by inhibitory stimuli but not when produced by excitatory 

stimuli. It is difficult to explain how compensatory mechanisms may have promoted the latter but 

not the former.  

 

Future directions 

  The present experiments indicate that the LHb is necessary for the ability of inhibitory stimuli to 

drive choice between actions. However, it remains uncertain whether this brain region is 

specifically involved in such choice or in learning about the inhibitory stimulus. For instance, the 

first experiment described in this thesis failed to provide convincing evidence that the LHb is 

necessary to the formation of conditioned inhibition and, at least behaviorally, backward 

conditioning had much the same effect in lesioned and unlesioned rats in Chapter 4. Thus, 

experiments are required to further explore the role of this structure in Pavlovian inhibition. These 

experiments could employ other forms of inhibitory learning than backward conditioning and use 

other methods than electrolytic lesion to avoid extensive damage. Such methods could for example 
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include in-vivo electrophysiology or optogenetics. It would also be particularly interesting to 

examine whether the LHb plays a general role in inhibitory processes such as those involved in 

the extinction of Pavlovian conditioning. In addition, further experiments are required to determine 

the potential role played by serotonin in choice between actions, as the lesion used in our 

experiments is likely to have disrupted serotonin functioning in the DRN. It would also be essential 

to precisely delineate the neural circuitry that allows the LHb to modulate specific PIT in the 

presence of inhibitory stimuli. It would be particularly useful to examine the role of the RMTg, as 

this structure is assumed to drive the changes in midbrain dopamine activity that are driven by the 

LHb.  

 

Conclusions 

  Successful adaptation requires the capacity to extract excitatory and inhibitory information from 

the environment to guide choice between courses of action. Excitatory information increases the 

chance of gathering commodities whereas inhibitory information can help to save effort and time 

by shifting choice away from actions associated with outcomes that are unlikely to occur. The 

current study aimed at investigating some of the neural substrates that allow inhibitory information 

to guide choice. Specifically, it assessed the potential role of the LHb. The present experiments 

indicate that this structure is involved inhibitory-driven choice and provides evidence that the LHb 

may play a general role in inhibitory processes. Presumably, the LHb is able to play such a role by 

modulating activity of midbrain dopamine neurons that are believed to compute reward prediction 

error. Further experiments will be necessary to validate this proposal.  
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Appendix 

 

 

 

Figure A1. The box plot of the mean magazine entries rate when the S2(CI)/S4(LI) is presented of 

both groups during the acquisition test in experiment 1.  

 


