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Abstract

Parasites and the associations they form with their hosts is an important area of research

due to the associated health risks which parasites pose to the human population. The

associations parasites form with their hosts are responsible for a number of the worst

emerging diseases impacting global health today, including Ebola, HIV, and malaria.

Macro-scale coevolutionary research aims to analyse these associations to provide fur-

ther insights into these deadly diseases. This approach, first considered by Fahren-

holz in 1913, has been applied to hundreds of coevolutionary systems and remains the

most robust means to infer the underlying relationships which form between coevolving

species. While reconciling the coevolutionary relationships between a pair of evolution-

ary systems is NP-Hard, it has been shown that if dating information exists there is a

polynomial solution.

These solutions however are computationally expensive, and are quickly becoming

infeasible due to the rapid growth of phylogenetic data. If the rate of growth contin-

ues in line with the last three decades, the current means for analysing dated systems

will become computationally infeasible. Within this thesis a collection of algorithms

are introduced which aim to address this problem. This includes the introduction of

the most efficient solution for analysing dated coevolutionary systems optimally, along

with two linear time heuristics which may be applied where traditional algorithms are

no longer feasible, while still offering a high degree of accuracy (> 91%). Finally, this

work integrates these incremental results into a single model which is able to handle

widespread parasitism, the case where parasites infect multiple hosts. This proposed

model reconciles two competing theories of widespread parasitism, while also provid-

ing an accuracy improvement of 21%, one of the largest single improvements provided

in this field to date. As such, the set of algorithms introduced within this thesis of-

fers another step toward a unified coevolutionary analysis framework, consistent with

Fahrenholz original coevolutionary analysis model.
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Chapter 1

Introduction

1.1 Outline

Evolutionary dependence between multiple sets of species arises in many forms such as

host–pathogen systems (Mammano et al. 1998; Rehermann 2009), plant–insect interac-

tions (Juenger and Bergelson 1998; Gómez-Acevedo et al. 2010), predator–prey interre-

lationships (Berryman 1992; Abrams 2000; Yoshida et al. 2003), plant–fungi dynamics

(Sasaki 2000; Brundrett 2002), host–parasitoid relationships (Chesson and Murdoch

1986; Whitfield 1998), Batesian and Müllerian mimicry (Ceccarelli and Crozier 2007;

Hoyal Cuthill and Charleston 2012) and host–parasite systems (Demastes et al. 2002;

Maneesakorn et al. 2011; Ahmed et al. 2013). Often this evolutionary dependence is

considered at a macro-scale, examining the known associations between the extant taxa

of an independent and dependent phylogenetic tree (Page 1990a), considered herein as

the host and parasite respectively (Charleston 2003; Tehrani et al. 2010).

The analysis of macro-scale coevolutionary systems has been of interest to biolo-

gists for over a century, with its establishment by Darwin (1859; 1862; 1877), Müller

(1879; 1883), Bates (1862; 1892) and Fahrenholz (1913). While the foundation of co-

evolutionary modelling is derived from their original work, over the last three decades

algorithmic developments, in particular the development of a set of biologically repre-

sentative evolutionary events, which encapsulate the coevolutionary process, has given

rise to a renaissance within this field (Brooks 1981, 1991; Page 1990a, 1994a,b; Ron-

quist 1995, 1997a,b; Charleston 1998; Legendre et al. 2002; Merkle and Middendorf

2005; Stamatakis et al. 2007; Libeskind-Hadas and Charleston 2008, 2009; Merkle et al.

1



2 CHAPTER 1. INTRODUCTION

2010; Conow et al. 2010; Doyon et al. 2010b; Bansal et al. 2012; Nguyen et al. 2013;

Libeskind-Hadas et al. 2014; Jeong et al. 2016).

For much of its history the analysis of coevolving systems has been considered a

challenging problem (Charleston 2002b; Merkle and Middendorf 2005; Charleston and

Perkins 2006; Meier-Kolthoff et al. 2007). The evolutionary dynamics which led to this

assertion are the complexities induced by attempting to model the behaviour of parasites

which diverge and infect new host lineages at a rate which is independent of the rate

of divergence of their colonised hosts, known as a host switch event. While modelling

this process has been considered algorithmically challenging for much of its history, it

was not until the work of Libeskind-Hadas and Charleston (2009), and Ovadia et al.

(2011) that handling host switch events optimally was proven to be computationally

intractable.

The computational difficulty of modelling host switch events has led to a number

of attempts to solve this problem using both approximation algorithms (Wieseke et al.

2015) and heuristics (Merkle et al. 2010; Libeskind-Hadas and Charleston 2009). While

approximation algorithms have yielded limited success (Wieseke et al. 2015), heuris-

tics have proven highly successful, having been applied to at least 68 biological studies

in the last five years alone, while in the same period no biological studies have been

undertaken using approximation algorithms1. The heuristics applied for coevolutionary

analysis may be considered in two categories. The first of these considers a relaxation of

the problem where certain biological constraints are not enforced (Merkle and Midden-

dorf 2005). This approach gives rise to a polynomial time solution which has become

quite popular for reconciling the observed incongruence between gene and species trees

1A list of 68 coevolutionary studies published over the last five years which were analysed using either
Jane or CoRe-PA, two popular coevolutionary analysis heuristic models, (Coulibaly-N’Golo et al. 2011;
Forister and Feldman 2011; Dilcher et al. 2012; Fernández-Mendoza et al. 2011; Cruaud et al. 2011;
Štefka et al. 2011; Cruaud et al. 2012; Morse et al. 2012; Guilbert 2012; Decelle et al. 2012; Althoff et al.
2012; Mendlová et al. 2012; Rosenblueth et al. 2012; Choi et al. 2012; Alex et al. 2012; Hoyal Cuthill
and Charleston 2012, 2013; Aoki et al. 2013; Hartmann et al. 2013; Kvičerová and Hypša 2013; Levitsky
2013; Mramba et al. 2013; Toit et al. 2013; Liu et al. 2013; Clerissi et al. 2013; Gerth et al. 2013; Šimková
et al. 2013; Murray et al. 2013; Koga et al. 2013a,b; Roach et al. 2013; Deng et al. 2013; Boyko et al.
2013; Koch et al. 2013; Vienne et al. 2013; Fornuskova et al. 2013; Fornuskova 2013; Du Toit 2013;
Kvičerová and Hypša 2013; ODonnell et al. 2014; Kaltenpoth et al. 2014; Zhang et al. 2014; Kaltenpoth
and Steiger 2014; Bellec et al. 2014; Millanes et al. 2014; Voigt et al. 2014; Katzourakis et al. 2014;
Liu et al. 2014; Susoy and Herrmann 2014; Summers and Rouse 2014; Escudero 2015; Ghersi et al.
2015; Choi and Thines 2015; Hoyal Cuthill and Charleston 2015; Lauron et al. 2015; Meij et al. 2015;
Hamerlinck 2015; Viale et al. 2015; Vanhove and Huyse 2015; Lemaire et al. 2015; Fraija-Fernández
et al. 2015; Rodelo-Urrego et al. 2015; Vanhove et al. 2015; Bellec and Desdevises 2015; Zimmermann
et al. 2016; Herrera et al. 2016; Fraija-Fernández et al. 2016; Weir et al. 2016)
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(Addario-Berry et al. 2003; Bansal et al. 2012). The second class of heuristics applies

additional constraints which gives rise to a polynomially solvable solution. Using the

results of this simpler problem, often through the use of repeated runs within a meta-

heuristic framework (Conow et al. 2010), an estimation of the shared evolutionary his-

tory of two sets of associated species may be inferred (Libeskind-Hadas and Charleston

2009).

These heuristics are not only able to estimate the coevolutionary dependence that

may form between multiple sets of species, but also provide the basis for frameworks

which infer the most likely coevolutionary relationship between sets of species (Charleston

2009; Nguyen et al. 2013; Libeskind-Hadas et al. 2014). This has been possible due to

a number of reductions in the asymptotic complexity of both heuristic models. As such

there is great interest in providing further reductions to the asymptotic complexity of

these methods to provide even more robust likelihood models. This is the focus of this

thesis, in particular the development of more efficient and accurate algorithms to be

integrated within metaheuristic frameworks for coevolutionary analysis.

1.2 Motivations

In the case that a metaheuristic framework is applied for coevolutionary analysis, an

underlying polynomially solvable algorithm is applied to generate a fitness function

to inform its traversal through the complex coevolutionary analysis landscape (Conow

et al. 2010). Currently the most efficient algorithm which may be integrated within such

a framework has a time complexity bound of O(n2 logn) and a space complexity bound

of O(n2) (Bansal et al. 2012). This approach, however, has been noted as incurring

an accuracy penalty, which has led to the most popular analysis tools still relying on

an optimal algorithm which have a cubic time complexity bound (Doyon et al. 2010b,

2011; Yodpinyanee et al. 2011).

This time complexity bound has not yet posed a limit upon coevolutionary analy-

sis; having already been applied to a system with over 500 taxa (Cruaud et al. 2012).

However, with the continual growth in the size of published biological systems it soon

will become a limiting factor, as based on the current rate of growth, as estimated in

Figure 1.1, coevolutionary systems are expected to double in size every four to five

years.
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Figure 1.1: The data points in these figures are representative of the largest published
data sets at a specific period of time since 1988. The first plot (left) includes the size
of these data sets and the curve which best fits these data sets, f (y) = 5× 10−120×
e0.1396y, (R2 = 0.9938), while the second plot (right) records the same set of points
but extrapolates this curve out over the next 15 years. These data sets include pocket
gophers and their parasitic chewing lice (Hafner and Nadler 1988), primates and their
parasitic pinworms (Hugot 1999), insect’s exploitation of their host plants (Percy 2001),
the mutualistic coevolutionary dependence between fig trees and their pollinator wasps
(Cruaud et al. 2012) and Wolbachia’s exploitation of insects (Baudet et al. 2015).

Based on this observed trend, research must be undertaken to reduce the asymp-

totic time and space complexity of algorithms within this space, as while Moore’s Lore

(Schaller 1997), posits that processing power will double every two years, such growth

will not be able to keep pace with the rate of growth of biological systems if cubic

time solutions are required for such analysis. As a result, the motivation of this thesis

is to consider various means for mitigating the high computational cost of algorithms

applied for coevolutionary analysis within metaheuristic frameworks. In particular, to

provide alternate methods for inferring the underlying fitness cost, currently the most

computationally expensive component within such frameworks.

1.3 Challenges

The inference of the underlying fitness cost within a coevolutionary analysis meta-

heuristic framework, often referred to as the dated tree reconciliation problem, faces

three key challenges in handling larger, more complex biological systems. The first is
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the limitation imposed by the high time complexity bound for solutions which solve

the dated tree reconciliation problem optimally. Cubic time algorithms, while highly

successful for the analysis of current coevolutionary data sets, will quickly become

infeasible as the size of the biological systems considered continues to grow. The sec-

ond challenge is handling the high space complexity requirement for coevolutionary

analysis. While to date little research has been devoted to the space requirements, it

will quickly become a bottleneck within this field, and in Chapter 7 a detailed analy-

sis is provided extrapolating the point at which existing algorithms will fail. The final

challenge is the computational complexity increase which occurs when dealing with

widespread parasites. This problem has often been ignored within coevolutionary anal-

ysis due to the additional complexity that widespread parasites may induce (Charleston

and Libeskind-Hadas 2014). This however is an important field which must be con-

sidered, to provide biologists a more accurate model of the complete coevolutionary

process.

Each of these challenges outlines a major algorithmic challenge within this field.

There are however a number of biological challenges within this field, including the

modelling of preferential host switching (Charleston and Robertson 2002), time incon-

sistent switch events (Doyon et al. 2010b), and widespread evolutionary interactions

(Poulin 2011). These biological challenges while considered when introducing algo-

rithmic improvements were not the primary driver of this thesis. That said, the im-

provements presented herein were developed to provide the flexibility to integrate more

complex biological models within future coevolutionary analysis frameworks. Hence

this thesis includes an ongoing discussion of how these biological challenges may be

addressed using the proposed algorithmic models, such as the use of TreeCollapse, in-

troduced in Chapter 5, as a means to provide a more biologically representative model

of preferential host switching.

1.4 Aims

This thesis aims to address each of the algorithmic challenges described above by pro-

viding a unified framework for coevolutionary analysis. Often new techniques within

this field have been evaluated based on the success or failure over a small number of

biological data sets, in many cases only using a single system. Within this context
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a successful algorithm has been noted as one which is able to reconcile the expected

shared evolutionary history of this small set of evolutionary systems (Dowling 2002).

As a result this work aims to catalogue the largest set of biological systems, to provide

the ability for ongoing, simple, and repeatable analysis of algorithmic improvements in

this field. This in turn will allow optimisations to be validated quickly and efficiently,

providing a more agile development environment within the coevolutionary analysis

community.

This analysis framework will then be applied to evaluate the asymptotic complex-

ity reductions introduced herein for the current coevolutionary analysis preprocessing

algorithms, which currently require at least quadratic time and space. Such an improve-

ment would allow for the development of a series of sub-quadratic time heuristics where

optimal algorithms are too computationally expensive.

The proposed analysis framework will also allow for the analysis of the impact of

tree topologies on the memory footprint associated with coevolutionary analysis. This

will in turn allow for the consideration of whether it is possible to optimise coevolution-

ary analysis algorithms for specific data sets, those which represent expected coevolu-

tionary systems, as a means to mitigate the quadratic space complexity requirement that

is associated with the current state-of-the-art algorithms within this field.

Finally, this framework will be turned to consider widespread parasitism where mul-

tiple theories will be aggregated within a unified model with the aim of providing a

significant improvement in accuracy compared to existing widespread models.

1.5 Contributions

This thesis considers coevolutionary analysis using dated trees, where a number of sig-

nificant improvements are made in their application within a metaheuristic framework.

The major contributions achieved as part of this analysis include:

• The cataloguing of 102 biological data sets where parasites only inhabit a single

host, and 15 systems where the parasite inhabits multiple hosts. These biological

data sets were first introduced in 2014 and 2016 respectively (Drinkwater and

Charleston 2014b; Drinkwater et al. 2016), where this collection represents a 20

fold increase compared to prior data sets.
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• The development of a linear time and space preprocessing algorithm for the dated

tree reconciliation problem. This algorithm was introduced in Drinkwater and

Charleston (2014a) and is discussed in detail in Chapter 4. This improvement to

the preprocessing stage of the dated tree reconciliation problem is representative

of an asymptotic reduction by a factor of O(n).

• The development of a pair of linear time heuristics for the dated tree reconciliation

problem, called TreeCollapse and RASCAL (Drinkwater and Charleston 2014b,

2016a), which are discussed in detail in Chapters 5 and 8, where it is proven that

over 102 biological systems, such heuristics are capable of inferring the optimal

solution in 85% of cases, where the running time is reduced by a quadratic factor

compared to optimal algorithms.

• The development of a pair of sub-quadratic space solutions for the dated tree

reconciliation problem (Drinkwater and Charleston 2015b,d), described in detail

in Chapters 6 and 7, where the latter provides an O(
√

n) space complexity saving

with no accuracy degradation compared to the existing methods.

• The development of an algorithm which is in practice twice as fast as the most

efficient known algorithm in this field. This algorithm is incrementally developed

throughout this thesis and applies components described in Chapters 4, 6 and 7.

• The development of a widespread analysis model which provides the most accu-

rate modelling of widespread parasitism proposed to date. This model, first intro-

duced in Drinkwater et al. (2016) and described in detail in Chapter 9, provides

an accuracy improvement of 21% over 15 previously published biological sys-

tems, where it is shown that this impact only improves as the rate of widespread

parasitism increases.

Each of these contributions were developed incrementally as part of a single coevo-

lutionary analysis framework, which includes a number of algorithms, Improved Node

Mapping, TreeCollapse, RASCAL and WiSPA. This framework referred to herein as

Chetta, continues the ongoing theme of naming coevolutionary analysis tools after char-

acters from Tarzan. In the Tarzan movies Chetta is Tarzan’s sidekick and this name was

selected to reflect that this framework should be considered as a complementary tool to

the existing tools Tarzan and Jane.



Chapter 2

Background

Gradual evolutionary changes have given rise to the almost limitless diversity present

within the biological tree of life. It is estimated that 99% of all species that have ever

lived are now extinct (Stearns et al. 2000), yet more than 8 million species coexist

within the natural world today (Mora et al. 2011). The theory of evolution by natural

selection proposed by Darwin (1859) in On the Origin of Species argues that this di-

versity is due to species adaptation to a set of selective pressures. These adaptations

often express themselves as minor mutations passed on through successive generations

giving rise to species which are better suited to survive within their biophysical envi-

ronment, and which in turn have a greater probability of themselves reproducing. This

ongoing process of change, responsible for a plethora of genetic diversity, is due to

the continual interactions between species and their environment, where the selective

pressures placed upon a particular species may be influenced by a newly introduced

predator (Latta et al. 2007), an increased number of prey (Abrams 2000), a new viral

outbreak (Charleston and Robertson 2002), or a change in the species biogeographical

landscape (Whittaker and Fernández-Palacios 2007).

One selective pressure of particular note is the case where a pair of organisms place

pressures upon one another, driving their shared evolutionary history (Nunn et al. 2004).

This form of evolutionary dependence is known as coevolution and was identified as one

of the earliest drivers of evolutionary diversity. Darwin (1859) specifically highlighted

this form of dependence in On the Origin of Species:

A corollary of the highest importance may be deduced from the foregoing

remarks, namely, that the structure of every organic being is related, in the

8
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most essential yet often hidden manner, to that of all other organic beings,

with which it comes into competition for food or residence, or from which

it has to escape, or on which it preys. This is obvious in the structure of

teeth and talons of the tiger; and in that of the legs and claws of the parasite

which clings to the hair of the tiger’s body.

Chewing lice in particular, have continued to play an important role in shaping

coevolutionary research, as they form well defined coevolutionary associations with

their hosts. This is the case for a variety of host species ranging from Seabirds (Paterson

et al. 2000) through to Pocket Gophers (Hafner and Nadler 1988).

2.1 Macro-Scale Coevolution

The associations which form between groups of organisms over time often play a role

in shaping their evolutionary histories (Herre et al. 1999). These coevolutionary inter-

relationships while introduced in On the Origin of Species were addressed in detail in

Darwin’s (1862) later work, The various contrivances by which orchids are fertilised

by insects. This work explored the dependence between orchids and their pollinating

insects, and led Darwin to infer that a co-adaptation had formed between both orchids

and their pollinator insects. This co-adaptation resulted in the mutualistic reproduc-

tive cycles of both sets of species, which is defined within the following excerpt from

Darwin’s (1877) revised manuscript.

It may be remembered that evidence was given in the first chapter proving

that nectar is never found within the spur-like nectaries of several species of

Orchis, but that various kinds of insects penetrate the tender inner coat with

their proboscides, and suck the fluid contained in the inter-cellular spaces.

This conclusion has been confirmed by Hermann Müller, and I have further

shown that even Lepidoptera are able to penetrate other and tougher tissues.

It is an interesting case of co-adaptation that in all the British species, in

which the nectary does not contain free nectar, the viscid matter of the disc

of the pollinium requires a minute or two in order to set hard; and it would

be an advantage to the plant if insects were delayed thus long in obtaining

the nectar by having to puncture the nectary at several points.
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The selective pressures identified within this system are only beneficial if these sets

of species maintain an equilibrium where both sets of species successfully reproduce

(Darwin 1877). If an equilibrium is not achieved between the two sets of species, then

they may both potentially fail to reproduce. This will occur either by the orchids evolv-

ing too great a resistance for the insects to feed, resulting in them failing to survive,

and therefore failing to pollinate the orchids, or alternatively, if the insects become too

efficient at piercing the spur-like nectaries, then they, will in-turn, not gather enough

pollen for the orchids to reproduce, causing the insects food source to fail, resulting in

their eventual demise as well. A system which presents characteristics similar to the

tightly coupled coevolutionary dependence between orchids and their pollinator insects

and specifically where the co-adaptation expressed is mutually beneficial, is known as

mutualistic coevolution (Boucher 1988).

A system similar to the orchids and pollinating insects, but which presents an even

greater coevolutionary dependence, is that of fig trees and their pollinator wasps (Wiebes

1979). Unlike in the previous system where the orchid nectaries may be accessed by a

number of pollinating species, fig tree florets are protected by a thick membrane which

are not accessible to many standard pollinating insects. There is, however, often one

wasp species, although sometimes more than one, that is able to pierce this membrane,

and therefore capable of pollinating the particular fig tree species (Herre 1989). This

pollination process is achieved where a female wasp burrows into a fig causing her to

lose her wings (Herre et al. 1996). Once inside she lays her eggs on the interior flowers

pollinating the fig (Machado et al. 2005). As the fig develops, the wasp eggs hatch and

the larvae feed on the fig tissue. Once the wasps reach maturity, the wingless males set

about achieving two objectives. They first breed with the females and then burrow holes

to the surface to allow the females to escape from the floret (Machado et al. 1996). The

males will then die within the fig in which they were born and the females, now carry-

ing pollen from the floret, search for a new fig tree from which the process may start

once more. In doing so they continue the reproductive lifecycles of both the pollinating

wasps and their fig tree hosts (Libeskind-Hadas 2011).

This pronounced mutualistic relationship between fig trees and their pollinating

wasps has been identified as one of the longest ongoing coevolutionary relationships

(Molbo et al. 2003). Currently it is estimated that fig trees and their pollinating wasps

have coevolved to some degree for over 60 million years (Rønsted et al. 2005), and re-

cent analysis has shown that this coevolutionary dependence has given rise to over 200
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unique fig trees species which are pollinated by over 300 unique pollinator wasp species

(Cruaud et al. 2012). This coevolutionary relationship is so prolific that evidence of a

strong coevolutionary dependence has been observed for fig trees and their pollinator

wasps on all continents, with the exception of Antarctica (Cruaud et al. 2012). The

strong confidence values presented by Cruaud et al. (2012) are due to continual re-

search of this specific system, since at least Hartzell’s (1967) analysis of the mutualistic

dependence between these two sets of species.

While species may often form relationships which are of mutual benefit they may

also develop relationships where only one species benefits, often at the expense of the

other. This form of coevolution, known as parasitism, may also be considered within a

macro-scale coevolutionary context (Ball 1943).

An example of a well defined parasitic coevolutionary system is the now famous

coevolutionary relationship between pocket gophers and their parasitic chewing lice

(Hafner and Nadler 1988; Nadler et al. 1990; Demastes and Hafner 1993; Hafner et al.

1994; Patton and Smith 1994; Hafner and Page 1995; Page 1996b; Reed and Hafner

1997; Morand et al. 2000; Reed and Hafner 2002; Hafner et al. 2003; Light and Hafner

2007, 2008; Demastes et al. 2012). In this system the coevolutionary relationship only

benefits the parasitic chewing lice, while the evolutionary pressures placed upon the

pocket gophers are focused purely upon their survival (Miller and Ward 1960). This

ongoing evolutionary battle continues between both species with the parasitic chewing

lice continuing to evolve specific traits to assist in the exploitation of their pocket gopher

hosts, while the pocket gophers combat these selective pressures by evolving further

resistance to their specific chewing lice (Page 1996b). Such a coevolutionary arms race

either leads to the possible extinction of either the host or parasite, or an equilibrium

state where both species co-exist (Reed and Hafner 1997).

The study of these systems has found that an equilibrium state has formed to a de-

gree between these two species with the rates of molecular evolution strongly support-

ing the hypothesis that these two sets of species have coevolved (Hafner et al. 1994).

As a result, this system has become an important baseline in the development of co-

evolutionary analysis tools, due to the confident branch length information which has

been inferred (Hafner et al. 1994; Reed and Hafner 2002), along with the high degree

of congruence present between the two sets of species (Hafner and Nadler 1988).

The evolutionary histories of the pocket gophers and chewing lice is visually repre-

sented in Figure 2.1. This representation of a coevolving system is called a tanglegram
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and consists of three parts; the host phylogeny (pocket gophers) often placed on the left,

the parasite phylogeny (chewing lice) often placed on the right and the associations (ϕ)

marked between their extant taxa.

talpoides

bottae

bursarius

hispidus

cavator

underwoodi

cherriei

heterodus

wardi

minor

thomomyus

actuosi

ewingi

yucatanensis

panamensis

setzeri

cherriei

costaricensis

Associations (ϕ)

Pocket Gophers (Host) Chewing Lice (Parasite)

Figure 2.1: The phylogenetic histories of Pocket Gophers and Chewing Lice and the
parasitic associations between these sets of organisms (Hafner and Nadler 1988)

.

The coevolutionary systems described and analysed herein will always conform to

this standard format with the host on the left and the parasite on the right. Further,

wherever possible, the tanglegrams presented will be rendered such that the number of

associations which cross are minimised; however as achieving this is NP-Hard (Venkat-

achalam et al. 2010), this may not always be feasible.

In both the mutualistic and parasitic coevolutionary systems presented herein, an

evolutionary equilibrium state has been established between the host and parasite species.

What is important to note is that this equilibrium state is not stationary but that both sets

of species are continually evolving, a process which is defined as part of the Red Queen

Hypothesis (Van Valen 1973). Under this hypothesis, presented in Law of Extinction

(Van Valen 1973) the probability of an extinction event is considered a constant where

the likelihood of survival is correlated with a species response(s) to their biophysical

environment. This extension of Darwin’s (1877) original observations in regards to or-

chids and their pollinator insects, provides additional constraints to the formulation of

a coevolutionary system (Dawkins and Krebs 1979). The Red Queen Hypothesis cap-

tures the dynamics which lead to a coevolutionary dependence, but has yet to provide a
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model for the shared coevolutionary interactions which develop within a coevolutionary

system, the focus of the work considered within this thesis.

2.2 Early attempts to infer coevolutionary interactions

Early macro-scale coevolutionary analysis focused on identifying sets of species with

a high degree of phylogenetic similarity. Fahrenholz (1913) proposed the first formal

method for identifying the similarity between a pair of phylogenetic trees, which de-

fined coevolution as the case where a pair of phylogenetic trees mirror one another, that

is, the common ancestors of present day parasites were themselves parasites of the com-

mon ancestors of present day hosts. While it is often seen that a pair of species trees

express a high degree of similarity, such as the tanglegram in Figure 2.2, from Jack-

son’s (2005) study of mammals and a number of strains of α-herpesvirus, it is often the

case that there is at least a slight variation between the phylogenetic trees. This may be

due to sampling error in the phylogenetic reconstruction process, extinction events, or

currently unknown species (Paterson et al. 2003).

Equus caballus

Sus scrofa

Capra hircus

Rangifer

tarandus

Cervus elaphus

Bos taurys

Bubalus bubalis

Felis catus

Canis familiaris

Phoca vitullina

Saimiri sciureus

Macaca mulatta

Erythrocebus

patas

Homo sapiens

E. caballus V CV

S. scrofa V CV

C. hircus V CV

R. tarandus V CV

Ce. elaphus V CV

B. taurys V CV

Bu. bubalis V CV

F. catus V CV

Ca. familiaris

V CV

P. vitullina V CV

Sa. sciureus V CV

M. mulatta V CV

Er. patas V CV

H. sapiens V CV

Associations (ϕ)

Mammals (Host) α-herpesvirus (Parasite)

Figure 2.2: The phylogenetic histories of mammals and a number of strains of the
α-herpesvirus along with the known associations between their evolutionary histories
(Jackson 2005). In this system there is a strong correlation between the two species
trees but the two trees do not mirror one another.

A number of studies followed in line with Fahrenholz’s theorem during the early to
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mid 20th century, specifically examining systems with an apparent high degree of con-

gruence. Two well-known case studies include the analysis of the phylogenetic similar-

ity that exists between certain plant and butterfly species (Ehrlich and Raven 1964) and

the analysis of the strong coevolutionary signal present between Acacia and Formicidae

in South America (Janzen 1966). In both cases a high degree of congruence between

these two sets of organismal trees was observed, however, in neither case was there a

formal method proposed to analyse the congruence between the pair of phylogenetic

trees.

While in both cases these studies presented a pair of phylogenetic trees which ar-

gued strongly in favour of plant–insect coevolution, neither of these studies presented a

methodology capable of handling the observed incongruence within these two systems.

It was not until Brooks’s (1981) application of Hennig’s (1965) parasitological method

that a means to handle this incongruence was established.

2.3 Handling incongruence

Fahrenholz’s (1913) rule defines coevolution as the process where a pair of organismal

trees continually codiverge, where for each divergence of the host lineage there is a

corresponding parasite divergence and vice versa (Fahrenholz 1913). When modelling

the coevolutionary process in this manner, the concurrent divergence of both the host

and parasite lineages is referred to as a codivergence event (Light and Hafner 2007).

Often, however, as is the case in Figure 2.2, even where there is a high degree of

congruence, there are slight variations in the phylogenetic histories of the host and par-

asite. In this case a further set of coevolutionary events are required to reconcile this

incongruence (Gottschling et al. 2011). If the problem instance is constrained to con-

sider the case where a parasite may inhabit only a single host, it is possible to reconcile

the incongruence between the pair of phylogenetic trees using three additional coevo-

lutionary events, consisting of duplication, host switch and loss (Page 1994a). Ron-

quist (1995) proved that these four evolutionary events, codivergence, duplication, host

switch and loss, are capable of inferring all possible coevolutionary histories between a

pair of phylogenetic trees regardless of the incongruence which they display.

As a means to infer the degree of congruence which may exist between two sets

of species it is often beneficial to overlay the coevolutionary events of the parasite’s
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evolutionary history over the host’s phylogenetic tree (Hoberg and Adams 1992). An

example of this can be seen in Figure 2.3. This figure presents a simplified tanglegram

(left) with three taxa in the host tree and five taxa in the parasite tree, along with a poten-

tial reconciliation of the shared coevolutionary history between these two phylogenetic

trees (right).
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Figure 2.3: A tanglegram (left) and a possible reconstruction of the evolutionary history
of the parasite with respect to its host (right). What is unique about this possible map
is that it consists of all four recoverable evolutionary events. Within this work, when
presenting such an overlay, a codivergence event will always be marked as a circle, a
duplication event will always be marked as a square and a host switch will be marked
as a hexagon, with an arrow marking the direction of the switch.

2.3.1 The four evolutionary events

A codivergence event represents the concurrent divergence of both the host and parasite

lineages (Brooks et al. 1995). Concurrent divergence between two species occurs over

a period of successive generations where a host may evolve a specific defence against

its parasite, which leads to the parasite evolving a mechanism which combats this new

defence (Finkelman et al. 1997). In contrast, coevolutionary modelling represents both

divergence events as occurring concurrently where both species diverge simultaneously

(Ronquist 2003). While modelling the coevolutionary process in this manner may not

initially appear to capture the process in its entirety, a single point in time under this

model, is often representative of a large number of generations of the host and parasite
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species (Yang and Yoder 2003).

The inference of a codivergence event relies not only on the congruence between

the host and parasite phylogeny, but also on the fact that the two divergence events in

the host and parasite phylogenies occur in a common timing interval. This is often

validated using molecular clock simulations which are capable of inferring if the pair

of divergence events occurred in a common time interval (Page 1990b). Therefore

coevolutionary analysis requires accurate phylogenetic reconstructions for both the host

and parasite species (Hafner and Page 1995). This can be challenging as many parasites,

in particular, have poor fossil records (Morris 1981).

Parasite

Host

Figure 2.4: A concurrent divergence (codivergence) of the host and parasite lineages.

Cospeciation is a term which is commonly interchanged with codivergence (Rick-

lefs et al. 2004). Codivergence however, is the more general term, as it covers a wider

range of evolutionary models. This is due to codivergence describing the phyloge-

netic history while cospeciation describes the evolutionary process of a species directly

(Huelsenbeck et al. 1997). As a result, using the terminology cospeciation asserts that

both phylogenetic trees are species, which may not be the case. For example, there

is a significant body of knowledge which has considered the coevolutionary dynamics

between mammals and viruses (Marques and Carthew 2007), with a particular focus on

primate viral coevolution (Hirsch et al. 1999) due to the potential implications for hu-

man health (Charleston and Perkins 2006). Therefore, throughout this thesis concurrent

divergence of the host and parasite lineages is referred to as a codivergence event.

A pair of phylogenetic trees which when resolved express a significantly higher

number of codivergence events than would be expected by chance, are often considered

to express a strong coevolutionary signal (Page 2003b). Further, under coevolutionary

likelihood models a reconciliation with a high number of codivergence events are often

considered more favourably (Schardl et al. 2008).
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A duplication event is the first of two divergence events employed to reconcile the

observed incongruence between the host and parasite lineages. A duplication is the

divergence of the parasite lineage which is independent of its host (Page 1994b). As a

result, a duplication gives rise to two new parasite species which continue to inhabit the

initial host species (Charleston 2002b).

Parasite
Host

Figure 2.5: The independent divergence (duplication) of the parasite lineage.

This independent divergence of the parasite lineage is expected in-line with the

dominant hypothesis concerning the evolutionary dynamics of host–parasite systems,

which asserts that parasite lineage divergence rates are higher due to parasites often

having faster reproductive life cycles (Poulin 2011). An example of such variance can

be seen when comparing the reproductive life cycle of pocket gophers and their chewing

lice. Pocket Gophers take one year to reach sexual maturity while chewing lice only take

forty days (Hafner et al. 1994). This results in nine generations of chewing lice for each

generation of pocket gophers, which would be expected to give rise to an increase in

genetic diversity in the parasitic community compared to their hosts.

As a duplication event is independent of a divergence in the host lineage, it occurs

on a branch of the host lineage rather than on a vertex (Tuller et al. 2010). This results

in the possibility that a series of duplication events may occur on a single host lineage

(Banks et al. 2005).

To accurately reconcile the incongruence between a host and parasite phylogeny, it

is required that duplication events be permitted to occur prior to the root of the host

phylogeny. Therefore, modelling duplication events often requires that an additional

edge be placed prior to the root of the host tree. This edge joins the root of the host

phylogeny and a dummy node (Ovadia et al. 2011). It is important to note that unlike

other internal nodes, this node is not representative of a divergence in the host lineage

but rather a bound for the period of time for the coevolutionary analysis considered.
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A host switch event is the second of two divergence events used to reconcile the in-

congruence between the host and parasite lineages. A host switch event is an indepen-

dent divergence of the parasite lineage, similar to a duplication (Johnson and Clayton

2004), but rather than both new species continuing to inhabit the same host, one of the

new species infects a new host lineage (Martinsen et al. 2008).

Parasite
Host

Figure 2.6: An independent divergence of the parasite where one parasite species in-
habits a new host (host switch) while the other continues inhabiting the initial host.

Allowing host switch events when reconciling the coevolutionary history of a pair

of phylogenetic trees drastically increases the number of possible solutions. When only

using codivergence and duplication events there is only a single optimal solution that

may be recovered, while introducing host switch events gives rise to an exponential

number of optimal reconciliations (Merkle and Middendorf 2005; Libeskind-Hadas and

Charleston 2009).

Host switch events are often referred to as a migration (Mu et al. 2005) or horizontal

transfer (Page and Charleston 1998), depending on the context in which the coevolu-

tionary system is described. The representation of this biological process, however, re-

mains the same, where an independent divergence of the parasite’s lineage is followed

by one new parasite species switching to a new independent host, while the alternate

parasite species continues to inhabit the initial host (Charleston and Galvani 2006).

Coevolutionary analysis by Kim et al. (1985) considers three host switch permuta-

tions: original invasion, primary invasion, and secondary invasion. While different in

a biological context, when modelling these processes these three events may be aggre-

gated into a single evolutionary event, the host switch, which can deal with the apparent

incongruence between a pair of phylogenetic trees.
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Original Invasion

Primary Invasion

Secondary Invasion

Figure 2.7: A representation of the coevolutionary history between a pair of phyloge-
netic trees where the parasite phylogeny displays three kinds of host switching. This
has been reproduced based on the work of Kim et al. (1985) and Page (1994b).

Within this aggregated model an additional constraint is applied, where the host

switch event’s take–off site, the point of divergence in the parasite lineage, must occur

within a shared time period with its corresponding landing site, the point at which

the parasite host infects the new independent host lineage (Ovadia et al. 2011). This

constraint is required to avoid the need to model ghost events (Page and Charleston

2002), a problem which to date has not accurately been modelled (Charleston 2002b)

and is outside the scope of the analysis considered herein.

A loss event, otherwise known as a sorting event, represents the case where the

parasite lineage unsuccessfully diverges with its host (Percy et al. 2004). Therefore,

a loss event unlike codivergence, duplication or host switch, is not representative of

a divergence of the parasite lineage but rather the inability of the parasite to adapt to
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changes in its respective host (Paterson and Banks 2001). There are a number of reasons

why a parasite lineage may not have diverged with its host including:

• “Missing the Boat”(Paterson et al. 2003): the case where a host divergence event

occurs but the parasite does not maintain an infection of one of the two new host

species; that is, the parasite misses out on the chance to occupy one of the two

new host species (Paterson et al. 1999).

• Extinction (Reed et al. 2007): the case where a parasite is able to infect both new

host species but due to some reason it becomes extinct, that is at some point along

the host lineage it fails to survive (Rausher 1992).

• Sampling Error (Light and Hafner 2007): the case where rather than the parasite

missing out on an opportunity to infect a new host, or going extinct, a reconcilia-

tion error has occurred or there is a lack of data which results in an indication that

the parasite has not or is no longer infecting its host. This may occur due to poor

or missing fossil records (Garamszegi 2009) or due to the reconciliation heuris-

tics inducing errors (Lanfear et al. 2012). Heuristics must be applied, however,

as phylogenetic reconciliation is an NP-Hard problem (Roch 2006; Binet et al.

2016).

While these three cases represent three biologically different scenarios, they may

be modelled using a single coevolutionary event known as loss (Paterson et al. 2003).

This event as represented in Figure 2.8, provides a third evolutionary event for dealing

with the observed incongruence that may arise between a pair of phylogenetic trees,

complementing duplication, and host switch events (Ronquist 1995).

Parasite

Host

Figure 2.8: Graphical representation of all three processes captured by the Loss event

Similar to host switch and duplication events, an exact time at which the loss occurs

cannot be established. Therefore, a loss is recovered at the point at which the host
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lineage diverges, that is, the last point at which the parasite species maintained contact

with its host species, in a manner which is recoverable (Charleston and Perkins 2003).

Modelling loss in this manner only considers the set of evolutionary events and requires

additional information, such as fossil records (Morris 1981; Brooks and Bandoni 1988),

which is not considered herein.

2.4 Coevolutionary Inference Techniques

The inference of the coevolutionary interrelationships between a set of host and parasite

species, specifically the development of methodologies which provide such inference,

may be considered as two separate competing fields of research. The first is derived

from the work of Hennig (1965) and led to the development of a parsimony analy-

sis framework capable of reconciling a pair of incongruent phylogenetic trees (Brooks

1981, 1991). The second approach is derived from the work of Croizat (1962), and

Nelson and Platnick (1981), and led to the development of the field of cophylogeny

mapping, a methodology capable of inferring the shared evolutionary history of a pair

of phylogenetic trees (Page 1990a).

Within this section the underlying methodologies and the progress made in each

field is discussed; along with their similarities and differences. This will involve con-

sidering not only each methodology but also the resultant reconciliations which are

inferred under each model. In particular it will involve considering the preferencing of

evolutionary events within each model. This includes a particular focus on the conver-

gence of each method towards a more unified framework for coevolutionary analysis.

This is considered within the context that, even today, more than 25 years after the re-

lease of each method, there remains a number of significant differences although the

contrasts are not as significant as they once were.

2.4.1 Parsimony Analysis

2.4.1.1 Brooks Parsimony Analysis: a means to deal with incongruence at last

The first proposed framework capable of inferring the underlying coevolutionary inter-

actions that form between a set of host and parasite species, where their corresponding

phylogenetic trees display some degree of incongruence, was introduced by Brooks in
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1981 (Brooks 1981). This method, which has become known today as Brooks Parsi-

mony Analysis (BPA) (Brooks et al. 2001), is a modified version of Hennig’s (1965)

phylogenetic systematics framework which was extended to allow for the inference of

the shared evolutionary history between a pair of organismal trees. This was achieved

by integrating the advances of Wiley (1975; 1978), Hull (1976), and Brooks (1979)

within a single model described by Brooks (1991) as follows:

Phylogenetic systematic methodology works in the following ways: (1)

assume homology, a priori, whenever possible; (2) use out-group com-

parisons to distinguish general from special homologous traits; (3) group

according to shared special homologous traits; (4) in the event of conflict-

ing evidence, choose the phylogenetic relationship supported by the largest

number of traits; (5) interpret inconsistent results, post hoc, as homoplasies.

So homologies, which indicate phylogenetic relationships, are determined

without reference to the phylogeny, while homoplasies, which are inconsis-

tent with phylogeny, are determined as such by reference to the phylogeny.

From Brooks’ (1991) own description it is clear that this technique requires a com-

bination of preprocessing; in regards to the inference of a priori, and post-processing;

in regards to handling any inconsistent results, to correctly reconcile the incongruence

that may exist between the pair of phylogenies considered. It has been noted that there

is no explicit definition of BPA’s post processing process (Siddall and Perkins 2003) and

as such there are a number of interpretations of how this step may be applied (Dowling

2002; Dowling et al. 2003). As early as 1983, BPA’s post processing step was identified

as not adequate to define a specific process capable of inferring the shared evolutionary

history of a pair of phylogenetic trees for all conceivable cases (Cracraft 1983).

To present the associated problems which may arise when applying BPA, it is often

easier to provide a worked example which displays the case where a conflict needs to

be resolved manually. For such an example one will often take a priori (step one) of co-

evolution (Brooks et al. 2001) and then perform steps two and three in line with Brooks’

(1981) initial description of the BPA process. Steps two and three define the process

that is known today as Primary Brooks Parsimony Analysis (Primary BPA) (Brooks

et al. 2001). This two-step process considers the parasite phylogeny as a character state

tree where the character state representation is encoded onto the host (Brooks 1990).
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The example considered herein is derived from Inferring Phylogenies (Felsenstein

2004) (Pages 540-543) and applies BPA to the tanglegram presented in Figure 2.9. This

tanglegram is unique in that it is the first tanglegram presented herein where there exists

at least one host species, in this case just one, which is not inhabited by a parasite species

(host species a). Tanglegrams with this property are permitted within all coevolutionary

analysis frameworks, however, this is not always true when reversed, that is, a number

of existing methods are unable to reconcile a coevolutionary system where a parasite

does not infect at least one host species (Conow et al. 2010).
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Figure 2.9: A synthetic tanglegram composed of a host tree with seven taxa and a
parasite tree with seven taxa. This system, while presenting some degree of congru-
ence, does not have any clear codivergence pattern which would be expected under the
Fahrenholz model. This mock tanglegram will be used to demonstrate the BPA process.

It is clear from the tanglegram in Figure 2.9 that while there is a degree of con-

gruence present in the host and parasite phylogenies, that some methodology to deal

with the inherent incongruence is required to infer the shared coevolutionary history

between these two organismal trees. To achieve this result using Primary BPA requires

two steps; the first involves computing a binary coding of the parasite phylogeny, where

this binary coding may then be used to encode the parasite onto the host.
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This binary coding of the parasite phylogeny is generated using the method first

presented by Kluge and Farris (1969). A representation of the resultant binary coding

using their prescribed method can be seen in Figure 2.10.

1

2

3

4

5

6

7

8

9

10

11
12

13

1 2 3 4 5 6 7 8 9 10 11 12
1 0 0 0 0 0 0 0 0 0 0 1

0 1 0 0 0 0 0 1 0 0 1 1

0 0 1 0 0 0 0 1 0 0 1 1

0 0 0 1 0 0 0 0 1 0 1 1

0 0 0 0 1 0 0 0 1 0 1 1

0 0 0 0 0 1 0 0 0 1 0 0

1 0 0 0 0 0 1 0 0 1 0 0

Figure 2.10: The binary coding for the parasite tree from Figure 2.9. Under this binary
encoding the matrix is constructed where each node holds a list of all its ancestors, that
is, each node is marked using a 1 to indicate that a node is an ancestor or 0 if it is not.
Under this encoding model it is required to treat a node as an ancestor to itself. It is
important to note that no encoding is required for the root node 13 as it is the ancestor
for all parasite nodes.

The matrix inferred using this technique is composed of a set of nonadditive binary

characters which are used to encode the parasite’s position within the host tree (Brooks

1981). The position of each parasite species is inferred using two selection criteria.

When processing an external parasite node (a leaf) the parasite is encoded on to the

edge directly prior to the host species which it infects. For example, parasite node 2

is placed on the edge directly prior to c, as can be seen in Figure 2.11. The second

selection criteria is the case for handling internal parasite nodes, where the encoding

is determined by selecting the lowest common ancestor of the two branches inhabited

by the parasite’s children. For example, parasite node 8 is encoded onto the host edge

which is directly prior to the branches occupied by its children (2 and 3).
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Figure 2.11: The encoding of the parasite phylogeny onto the host using the nonadditive
binary coding derived from Figure 2.10. Note that each dash (|) indicates a match
between the two phylogenetic trees while each cross (×) indicates an inconsistent event
between the two phylogenetic trees.

Figure 2.11 provides the complete encoding for the host tree based on the nonaddi-

tive matrix constructed in Figure 2.10. In this example there are four encodings which

display some degree of incongruence; parasite nodes 9, 10, 11 and 12. In each case

these incongruent encodings are reconciled using a duplication or host switch event.

To infer the evolutionary events associated with each of these nodes requires some

form of post processing, specifically inferring the most parsimonious evolutionary event

based on the information known about the potential coevolutionary system. In this

example the original process as described by Brooks (1981) is applied to infer these

evolutionary events; as can be seen in Figure 2.12.

Parasite node 9 is marked as only existing on branch ( j,e) in the host tree, the same

branch which its children 4 and 5 occupy. This incongruence has arisen as both 4 and 5

have infected the same host. Using BPA this incongruence is inferred as a duplication

event (Wiley and Brooks 1982).
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Parasite node 10 is marked as existing on branch (l, j) and branch ( j, f ) but not

on branch ( j,e). Such an occurrence is indicative of the case where a species has

become extinct or missed the boat (Hoberg et al. 1997). Using BPA this incongruence

is explained using a loss event, which in this specific case may have occurred due to the

introduction of the new species 11 on branch ( j,e) (Felsenstein 2004).
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Figure 2.12: A possible reconciliation of the host and parasite phylogenies presented in
Figure 2.9, using the four possible evolutionary events.

Parasite node 11 is marked as existing on branch ( j,e) but not on its parent branch

(l, j). Using BPA this evolutionary event would be inferred using a host switch event

from branch (k, i) to branch ( j,e) (Brooks and Ferrao 2005). This complements the

proposal that parasite node 10 was unable to survive on branch ( j,e) due to increased

competition from the parasite represented by node 11 in colonizing host e (Douglas and

Wilson 2001; Poulin 2011).

Finally, parasite node 12 is marked as occurring on branch (k,h) but not on its

descendant branch (h,a). This is similar to the incongruence observed when examining

parasite species 10 and can be explained using a loss event. This inferred loss event,

unlike parasite 10, is not due to an increased competition between parasite species, but
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may be due to the host evolving specific defences which resulted in the extinction of

the parasite species, or may be due to sampling error in the phylogenetic reconstruction

process (Anderson and Gerbing 1984; Sanderson and Donoghue 1989; Brooks 1990).

The reconciliation presented in Figure 2.12 represents one of three optimal recon-

ciliations possible for the tanglegram presented in Figure 2.9. BPA infers this specific

reconciliation by making a number of assumptions in regards to this problem instance

(Page 1990a; Page and Charleston 2002; Siddall and Perkins 2003; Siddall 2004). One

such assumption is that parasite node 11 may be resolved as a host switch event. This

inference, however, relies on a number of assumptions including:

• that the branch lengths within the host phylogeny support the hypothesis that a

host switch may have occurred between branch (k, i) and branch ( j,e) (Clayton

and Johnson 2003).

• that the molecular clock data of both the host and parasite lineages provide suf-

ficient evidence that a host switch may have occurred between branch (k, i) and

branch ( j,e) (Johnson et al. 2001).

• that biogeographical data supports the theory that a host switch between the two

host species may have occurred, specifically that it is feasible that some form of

a traversal has taken place between the two host lineages (Xiao et al. 2001).

The original version of BPA, today known as Primary BPA, does not consider this

information directly when reconciling a pair of phylogenetic histories, forcing the user

of BPA to provide this additional inference. As Primary BPA relies heavily on best

judgement, even in relatively simple cases, it has resulted in a number of critics la-

belling this form of analysis as an undefined ad-hoc process (Siddall and Perkins 2003;

Siddall 2004). This is due to both the difficulties of implementing BPA as a standalone

algorithmic process which includes all five steps, and also due to a series of different

reconciliations being inferred for the same data set, under the same set of priors (Dowl-

ing 2002; Page and Charleston 2002; Dowling et al. 2003).

This process has become highly contentious as it is unclear how to handle the ob-

served incongruence of node 11 if a host switch event is not feasible. For example,

if the priors did not offer any biogeographical support for a host switch event and the

branch length information argued that branches (l, i) and ( j,e) do not overlap, then Pri-

mary BPA is unable to reconcile a feasible coevolutionary instance for this particular
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evolutionary system. In an attempt to address this Brooks proposed a secondary process

which aimed to overcome potentially inconsistent results (Brooks 1991). The process

of applying both Primary BPA and Brooks’ secondary inference process has come to be

known as Secondary BPA (Brooks et al. 2001).

2.4.1.2 Secondary Brooks Parsimony Analysis (SBPA)

Secondary Brooks Parsimony Analysis (SBPA) arose from the work of Cracraft (1983;

1989), Brooks (1985; 1988), McLennan et al. (1988), and Wiley (1988a; 1988b). Their

work presented a set of coevolutionary instances where BPA was unable to reconcile

the observed incongruence, along with highlighting the need for an explicit process

for reconciling the encoding generated from Primary BPA. The coevolutionary cases

identified through the critique of Brooks’ initial method can be grouped into four classes

including where:

• single clades inhabited by species indicate different area relationships.

• multiple clades indicate different relationships among the same areas.

• single clades are infected by widespread species.

• multiple clades are infected by widespread species.

The first two coevolutionary classes defined above, identified a series of cases where

BPA was unable to handle conflicting data, in particular, that BPA is often too sensitive

to any signal which may falsify the null hypothesis (Bouchard and Brooks 2004; Brooks

et al. 2004). To overcome this, SBPA (Brooks 1990, 1991) treats the host and parasite

phylogenies as a complete evolutionary system (Van Veller et al. 2003), unlike BPA,

where each speciation event is treated as an evolutionary independent variable (Wiley

1988a). Therefore, unlike Primary BPA where any species, in any clade, may falsify the

null hypothesis, no matter what degree of congruence is evident in the coevolutionary

system, SBPA considers the entire system collectively (Veller et al. 2000).

The final two coevolutionary classes define the case where Primary BPA was ob-

served to fail due to widespread parasitism. Throughout the majority of this thesis the

case where a parasite may infect more than one host (widespread parasitism) is not

considered, in line with the majority of prior research in this field (Brooks 1981; Page
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1990a,b, 1994a,b; Page and Charleston 1997b,a; Charleston 1998; Merkle and Mid-

dendorf 2005; Conow et al. 2010; Doyon et al. 2010b; Bansal et al. 2012; Nguyen et al.

2013). The problem of dealing with widespread parasitism, however, is described in de-

tail in Section 2.7, including a definition of the additional evolutionary events required

for such analysis. While Brooks’ (1991) definition of SBPA was shown to handle some

cases of widespread parasitism, the evolutionary events used to handle this incongru-

ence took many more years to develop, with the first framework to handle widespread

parasitism not being formalised until 2003 (Johnson et al. 2003) and almost another ten

years before such a framework was applied (Rosenblueth et al. 2012).

Therefore, while Brooks provided a theoretical discussion of how to infer widespread

parasitism in 1991 and again in 2001, to this author’s knowledge no actual algorithmic

definition of how to infer the widespread evolutionary events using SBPA has been pub-

lished, nor has any source code capable of handling widespread parasites using SBPA

been released to date. This is in line with the observations which have been made by

a number of other authors including Page and Charleston (2002), Siddall and Perkins

(2003), and Siddall (2004; 2005). Therefore, SBPA’s widespread model is not con-

sidered herein, as the inference methodology is not clearly defined within the current

context of widespread parasitism (Johnson et al. 2003).

Along with attempting to handle widespread parasitism, Brooks (1991) aimed to

provide a framework for dealing with the ambiguity that can arise when applying par-

simony analysis. This was again reasserted in his later work How to do BPA, really

where Brooks et al. (2001) provided a set of examples which demonstrate how to apply

SBPA with the aim of resolving any ambiguity that still surrounded BPA’s post process-

ing stage. Their demonstration led to the conclusion by Van Veller and Brooks (2001)

that SBPA was fully capable of accounting for the complexity of speciation, disper-

sal and extinction events in a biogeographical context without removing or modifying

the input data set, and therefore that any degree of incongruence could be explained

parsimoniously using a combination of Primary and Secondary BPA.

While it is clear that the additional steps remove some of the problems identified

in the late 1980s, it is unclear how to implement this methodology within an auto-

mated framework capable of reconciling the incongruence between a pair of phylo-

genetic trees, without some degree of judgement from the user. It is this inability of

parsimony based methods that has fuelled the long running debate between support-

ers of parsimony analysis and the alternate method for dealing with the incongruence
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between a pair of phylogenetic trees, known today as cophylogeny mapping.

2.4.2 Cophylogeny Mapping

Cophylogeny mapping provides a second possible approach for reconciling a pair of

phylogenetic trees and inferring their common evolutionary history. Unlike parsimony

analysis where the trees are reconciled using character states, cophylogeny mapping

defines a function which describes the reconciliation process (Page 1990a).

Cophylogeny mapping was derived by Page (1990a) in response to Wiley’s (1988a;

1988b) criticism of Nelson and Platnick’s (1981) component analysis framework. Com-

ponent analysis had previously been applied to the problem of reconciling the observed

incongruence in biogeographical datasets (Platnick and Nelson 1978; Nelson and Plat-

nick 1978, 1980a,b, 1981; Platnick and Nelson 1984), which was itself an extension of

Goodman et al.’s (1979) earlier analysis of the gene–species reconciliation problem.

Page (1990a) proposed a model aimed to reconcile all three fields through an ap-

proach which is known today as cophylogeny mapping. The reconciliation algorithm

proposed by Page (1990a) was defined as follows:

Consider two trees, one called the observed tree, O, the other the user tree,

U . The observed tree is a tree of taxa and their distributions (over areas

or hosts), the user tree is a tree of either areas or hosts. Define a map

between the two trees as a function, f , that relates the components of O to

the components and terms of U . Each component, k, in O has a left and

right descendant, Lk and Rk respectively.

While this definition applies outdated terminology in regards to the process of co-

phylogeny mapping, it defines the fundamental process which is still followed today.

Specifically, it defines a process where each node in the parasite tree (observed tree) is

mapped to a position in the host tree (user tree) based on a particular function ( f ).

Page’s (1990a) initial definition of cophylogeny mapping only considered three re-

coverable events, codivergence, duplication and loss, however, this was later extended

to consider all four recoverable events (Page 1994b). This model has subsequently been

adapted to apply a number of different functions, f , to the problem of mapping the par-

asite into the host, ranging from defining this problem as a codivergence maximisation
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problem (Ronquist 1998) through to an evolutionary event cost minimisation problem

(Charleston 1998).

2.4.2.1 Page’s Reconciled Tree Analysis

Along with formalising cophylogeny mapping, Page (1990a) also introduced the first

algorithm which applies this technique. This algorithm known today as Page’s Rec-

onciled Tree Analysis is a linear time algorithm capable of reconciling one possible

coevolutionary history for the host and parasite species.

This algorithm was derived from a series of iterations performed by Page through

the late 1980s (Page 1987, 1988, 1989a), where each study represents the incremen-

tal development of the Reconciled Tree Analysis algorithm. Page (1989b) first ap-

plied component analysis within a biogeographical context, and in doing so was able to

demonstrate that Croizat’s (1962) generalized track methodology, the precursor for all

component analysis models, could be formally expressed as an algorithm for the pur-

pose of biogeographical analysis (Page and Lydeard 1994). This algorithmic process is

presented within Figure 2.13, where the algorithm takes in a pair of phylogenies, the

host (H) and parasite (P), the associations between their extant taxa (ϕ) and a function

( f ) as inputs, and returns a mapping (Φ) of the parasite into the host.

The algorithm described in Figure 2.13 is derived from Component analysis: a

valiant failure? (Page 1990a), however, the user tree has been replaced with the notation

of a host tree H and the observed tree has been replaced with the notation of a parasite

tree P. The process of selecting the optimal placement of pi within H is determined by

first checking if pi may be mapped into H as a codivergence event, that is checking that

hl or hr, the mapping locations of l and r, are not already mapped to their most recent

common ancestor (MCRA). If pi may be mapped as a codivergence it is, otherwise pi

is mapped into H as a duplication event at the edge prior to the MCRA of hl or hr. The

algorithm as defined in Figure 2.13 runs in quadratic time, as inferring the MRCA at

each step takes worst case linear time. This algorithm, however, may be improved by

applying a preprocessing step which allows for a constant time lookup for the MCRA

of a pair of nodes (Schieber and Vishkin 1988; Zhang 1997).

Unlike parsimony analysis which often reconciles the incongruence between the

host and parasite lineages using a host switch event, Page’s Reconciled Tree Analysis
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uses a duplication event, along with a series of loss events, to deal with this incongru-

ence (Page 1990a). This contrast may be observed by comparing the two reconciliations

inferred for the tanglegram considered in Figure 2.14.

Algorithm 1 PAGE’S RECONCILED TREE ANALYSIS(H, P, ϕ , f )
1: Φ← be a list of coevolutionary events, for each node p ∈ P
2: L← is a list of the nodes in P as defined by a post order traversal
3: for pi ∈ L do
4: if pi is a leaf then
5: Φ[pi]← leaf hi ∈ H which pi is associated with based on ϕ

6: else
7: l,r← the left and right children of pi
8: hl,hr← the location l and r are mapped in H based on Φ

9: Φ[pi]←MRCA of hl and hr mapped as codivergence or duplication
10: end if
11: end for
12: return Φ

Figure 2.13: An algorithmic description of Page’s Reconciled Tree Analysis. The al-
gorithm has been updated to reflect the current notation applied today, rather than the
notation first applied by Page (1990a). Specifically, describing the independent and
dependent phylogenies as the host and parasite, rather than user and observed trees.

a

b

c

d

e

v

u

t

s

r

x

w

y

z

Host (H) Parasite (P )

Associations (ϕ) a

b

c

d

e

v
u

t

s
r

x

w

yz

a

b

c

d

e

v
u

t

s
r

x

w

y

z

Figure 2.14: A tanglegram (left) which displays the differences in the reconciled maps
produced by Brooks Parsimony Analysis and Page’s Reconciled Tree Analysis, and
two possible reconciliations for the tanglegram (right). The first of the reconciliations
is what is recovered by Page’s Reconciled Tree Analysis while the second is what is
recovered by Brooks Parsimony Analysis.
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The two reconciliations in Figure 2.14 (right) present two contrasting models which

handle the observed congruence in rather different ways, where Page’s Reconciled Tree

Analysis handles the incongruence using only duplication and loss events, while Brooks

Parsimony Analysis requires a duplication, loss and host switch to deal with the ob-

served incongruence. In both cases the inferred map is optimal under a subset of func-

tions, f , and are representative of two of three possible optimal solutions that may be

recovered under all permutations of the cost function, f .

The consideration of all optimal solutions, and the ability to assign particular costs

to certain events are two of the major differences between parsimony analysis and co-

phylogeny mapping. Cophylogeny mapping algorithms allow a function ( f ) to be de-

fined for the inference of a resultant map, Φ. This function is defined in terms of an

associative cost for each evolutionary event, along with a count of the number of evolu-

tionary events present in the reconciliation (Ronquist 2003). Therefore if the associative

costs are defined for each evolutionary event as C, D, W , and L for the cost of a codi-

vergence, duplication, host switch and loss respectively, along with α , β , γ and δ for

the total number of codivergence, duplication, host switch and loss events present in

the reconstruction, then the resultant cost for the recovered map, E, may be defined as

follows (Libeskind-Hadas et al. 2014).

E = αC+βD+ γW +δL (2.1)

By providing a framework where an associative cost may be applied to each evo-

lutionary event permits cophylogeny mapping algorithms the ability to model coevolu-

tionary systems in different ways depending on the problem instance considered. For

example, consider the difference between reconciling a biogeographical system where

existing geographical data shows that dispersal is highly improbable, such as Rosen’s

(1975) comprehensive study of the Caribbean biogeography compared to Banks and

Paterson’s (2005) analysis of chewing lice and their avian hosts, where host switch

events are highly probable, due to host species sharing common breeding grounds. In

these two cases host switch / dispersal events are not of equal probability, as their like-

lihood differs in each scenario, and therefore their associative costs should capture this

variance. Parsimony techniques, such as BPA, are unable to leverage this additional in-

formation when reconciling the observed incongruence treating each event in the same

manner for all biological systems, and therefore a generalised cophylogeny mapping
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approach is more appropriate for reconciling the incongruence between systems where

evolutionary events have different probabilities.

The function E, as defined in Equation (2.1), is often described in terms of two

vectors (Charleston and Libeskind-Hadas 2014; To et al. 2015). The first is the event

cost vector V which is defined as V = (C,D,W,L) and the second is the event count

vector N which is derived from the resultant map, Φ, and is defined as N = (α , β , γ ,

δ ). This notation is maintained whenever describing cophylogeny mapping herein, in

particular, when inferring its resultant cost.

Although a generalised cophylogeny framework offers the advantage that it may

assign unique costs for each evolutionary event, this is not leveraged in all cases. For

example if Page’s Reconciled Tree Analysis is reconsidered, it is clear that the function

f provides no bearing on the resultant map, as under this model host switch events are

not permitted, or in essence, have an associative cost of ∞. Therefore, while a gener-

alized cophylogeny mapping model may have an advantage over parsimony analysis

which is forced to apply constraints, it often suffers from the same observed weakness

as parsimony analysis.

Cophylogeny mapping techniques which do permit all four evolutionary events,

however, are capable of exploring the entire Pareto set (Charleston 1998). The Pareto

set contains the set of possible maps which are optimal (under any cost scheme). Such

a set of maps is exponential in size in the worst case, due to the exponential num-

ber of possible take-off and landing sites for host switch events (Libeskind-Hadas and

Charleston 2009), along with the exponential number of timing events possible for a

binary tree (Scornavacca et al. 2013). The exploration of the Pareto set and approaches

to overcome its associative exponential size, are explored in detail when discussing the

computational complexity of inferring the minimum cost map in Section 2.6. When

discussing the exploration of the Pareto set, at times it will be described in terms of the

Pareto front, the region of the search space which contains the solutions belonging to

the Pareto set.

A recent approach which is capable of exploring the Pareto front is the software

tool Xscape (Libeskind-Hadas et al. 2014). This tool is capable of counting the number

of unique reconciliations which exist for each of the unique cost schemes, V . This

is achieved by noting that while it is not possible to recover the exponential number

of unique maps, it is possible to count the number which exist in polynomial time

(Libeskind-Hadas et al. 2014). For example Figure 2.15 represents each of the event
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count vectors which may be inferred for the tanglegram presented in Figure 2.14.
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Figure 2.15: The Pareto set for the tanglegram presented in Figure 2.14 rendered using
costscape, one of three tools included in Xscape (Libeskind-Hadas 2015a). Each of the
three colours represents one of the unique optimal solutions that may be recovered and
the counts represent the number of unique instances of these optimal solutions.

As can be seen in Figure 2.15, the Pareto set contains three possible reconciliations

for the host and parasite phylogeny. What is of interest is that there is one possible rec-

onciliation that neither Brooks Parsimony Analysis nor Page’s Reconciled Tree Analy-

sis was able to infer (the blue region in Figure 2.15). It is the ability to infer this missing,

potentially biologically representative evolutionary history that has been a primary fo-

cus of cophylogeny mapping research since it was first introduced, and is a prime driver

of the work considered within this thesis.

2.4.2.2 Maximising Codivergence Events

Following from Page’s Reconciled Tree Analysis, a series of algorithms were proposed

that aimed to incorporate all four evolutionary events into a cophylogeny mapping

framework. Two notable approaches include Page’s generalised reconciled tree anal-

ysis model (Page 1994b), which was later incorporated into TreeMap 1.0 (Page 1995),

along with Ronquist’s three dimensional cost matrix methodology (Ronquist 1997a,b,

1998), which was the basis for the software tool TreeFitter (Ronquist 2000).

What is common between these two approaches is that they aim to infer a reconcilia-

tion between a host and parasite tree which maximises the total number of codivergence

events in the reconciliation. The event cost scheme, V , in this case, is therefore defined

as, V = (1,0,0,0), where the goal is to recover the reconciliation with the maximal cost.
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These two methods, however, achieve this goal in two different ways, where Page

(1994b) proposed a novel greedy algorithm which only considered a subset of the total

number of host switch events possible, as a means to deal with the often high com-

putational complexity faced with handling host switch events, while Ronquist (1998)

proposed a novel dynamic programming approach, which was able to handle the ex-

ponential number of possible host switch events. In both cases these techniques were

observed to be unable to handle all data sets correctly, where Ronquist’s (1998) model

was shown to potentially induce an invalid order of evolutionary events, while Page’s

(1994b) model was shown to often undercount host switch events (Dowling 2002).

Ronquist’s (1998) model induces an invalid order of evolutionary events by allowing

sequential host switch events to contradict the order of divergence events defined within

the parasite phylogeny, resulting from parasite nodes which are mapped to a position in

the host tree prior to that of its ancestor(s) (Doyon et al. 2011). Page’s (1994b) model

avoids this potentially inconsistent state by preforming a post-order traversal to maintain

a consistent order of evolutionary events within the reconciled history. However, as

Page’s (1994b) proposed model is greedy, it suffers from the weakness that it may be

trapped in a local minima due to its overly cautious approach to the selection of host

switch events, and its inability to backtrack.

What is of interest, even in the cases where these models recover the optimal set of

host switch events is that these methods have been shown to fail to recover the most bi-

ologically representative maps. This is due to codivergence maximisation cost schemes

failing to account for the remaining evolutionary events and as such often recover poor

representations of the shared evolutionary history between the host and parasite species

(Charleston 1998). This was proven by presenting a series of cases which contradicted

the prior belief that a map which maximises the number of codivergence events is the

most parsimonious reconciliation (Ronquist 1998). This result, in part, along with

Charleston’s (1998) development of the Jungle data structure, led to the formulation

of cophylogeny mapping as a cost minimisation problem.

2.4.2.3 Welcome to the Jungle

Charleston introduced the Jungle data structure in 1998, shifting the direction of co-

evolutionary research (Charleston 1998). Prior to 1998, all reconciliation methods ap-

plied some form of constraint when inferring a reconciliation for a pair of phylogenetic
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trees based on the known associations between their extant taxa. This may have been

in the form of considering only a subset of the feasible host switch events possible

(Page 1994b), not considering them at all (Page 1990a), introducing the possibility that

the evolutionary events inferred contradict the initial phylogenies considered (Ronquist

1998), or potentially over counting the total number of host switch events in the resul-

tant reconciliation (Brooks 1991). This is in contrast to the Jungle data structure which

is able to infer all optimal reconciliations for a parasite phylogeny, P, when mapped

into its respective host phylogeny, H (Charleston 2002b, 2003).

The Jungle data structure is capable of inferring all optimal mappings by computing

a directed acyclic graph encapsulating all optimal evolutionary events (Charleston and

Robertson 2002). The inferred graph is composed such that each node is representative

of an optimal evolutionary event under a subset of cost schemes where each edge is

representative of the permutation which encapsulates one optimal reconciliation.

The term Jungle arose due to the data structure’s underlying foundation being con-

structed using a set of interwoven trees, where each tree is representative of one optimal

reconciliation (Charleston 1998). In essence, the set of all optimal reconciliations can

be defined as a Jungle, where it is possible to traverse, or untangle the Jungle, to infer

an optimal reconciliation. A number of algorithms have been derived based on this

data structure including Tarzan (Merkle and Middendorf 2005) and Jane (Conow et al.

2010), named after the fictional characters known for their adventures exploring the

African Jungle (Burroughs 1912, 1913, 1914).

Charleston (1998), along with proposing a novel algorithm to construct the directed

acyclic graph containing the Pareto set, also proposed a novel way to infer the optimal

reconciliation under any cost scheme. This method, unlike earlier work, provides a

framework to infer the minimum cost history, where each evolutionary event is assigned

a penalty cost. While it is feasible to infer all maps under this model, Charleston (1998)

placed some constraints on the calculation of the optimal reconciliation, as defined in

Table 2.1.

Table 2.1: The cost of coevolutionary events under the Jungle data structure.
Event Cost

Codivergence ≤ 0
Duplication > 0
Host Switch > 0

Loss > 0



38 CHAPTER 2. BACKGROUND

Placing the constraint that a codivergence is cheaper than all other possible evo-

lutionary events, reduces the number of possible host switch and duplication events

which are required to construct the Jungle data structure (Charleston 1998). This al-

lows for larger data sets to be considered, while still providing the functionality to infer

the subset of solutions that are of interest to evolutionary biologists. This constraint has

continued to be applied in subsequent models, including the work by Ronquist (2003),

Merkle and Middendorf (2005), Conow et al. (2010), Merkle et al. (2010), Bansal

et al. (2012) and Nguyen et al. (2013), leading to an almost universal acceptance that a

codivergence should be assigned a cost less than all other evolutionary events.

Due to the complexity of the Jungle data structure, most notably that it considers

all optimal reconstructions, it is often challenging to visualise (Charleston 1998, 2002b,

2003; Charleston and Perkins 2003). One of the inherent difficulties of visualising

the Jungle data structure is the identification of the numerous optimal reconciliations

interwoven into a single directed acyclic graph. It is possible however to represent a

Jungle visually for small tangegrams such as the instance considered in Figure 2.16.
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Figure 2.16: A simple tanglegram (a) along with two optimal reconciliations of the
incongruence displayed between these two phylogenies (b) and (c). This tanglegram is
often leveraged as it is the smallest case which displays a degree of incongruence while
still giving rise to maps which contain codivergence events and as such has become the
de facto standard for describing the Jungle data structure (Charleston 2002b).

A visualisation of the Jungle data structure for the tanglegram presented in Fig-

ure 2.16 can be seen in Figure 2.17. This visualisation contains a set of interwoven

trees representing all possible optimal reconciliations for the host and parasite phy-

logeny, where the two optimal reconciliations presented in Figure 2.16, are highlighted

in orange and blue respectively.
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The Jungle construction algorithm offered a significant advantage over prior recon-

ciliation algorithms, as it not only allowed researchers a guarantee that optimal recon-

ciliations were recovered but it also provided the first mechanism to explore the Pareto

front. This however comes at a cost, where the algorithm proposed required exponential

time in the worst case, and worse still, often required exponential space to store the re-

ported graph (Merkle and Middendorf 2005; Conow et al. 2010). This has not prevented

its adoption following its integration into the second release of the TreeMap (Charleston

and Page 2002), where a number of studies leveraged the added functionality provided

by the Jungle data structure to analyse a plethora of coevolutionary interrelationships

(Jackson 2005; Hosokawa et al. 2006; Desdevises 2007; Light and Hafner 2008; Peter-

son et al. 2010; Hosokawa et al. 2012; Dabert 2014). It was noted, however, as larger

coevolutionary systems began to be inferred that the use of the Jungle data structure

quickly becomes infeasible (Merkle and Middendorf 2005), and as a result either fur-

ther research was required to optimise the dynamic programming algorithm used to

construct the Jungle, or new methods were required to handle the computational com-

plexity of this problem.
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Figure 2.17: A visualisation of the Jungle inferred from Figure 2.16. The edges
within this visualisation which are marked orange represent reconciliation (b) from Fig-
ure 2.16, while the edges within this visualisation marked blue represent reconciliation
(c) from Figure 2.16.
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Today the use of the Jungle data structure has been replaced with a number of heuris-

tics which are known to converge on reasonably accurate reconciliations in the majority

of cases. The introduction of the Jungle data structure, however, provided the founda-

tions for these heuristics by changing the direction of coevolutionary research, as this

methodology was able to frame the process of mapping a parasite tree into its host as a

cost minimisation problem, in line with Ronquist’s (1997b) earlier work. Without this

shift, many of the improvements in the field of cophylogeny mapping would not have

been possible.

2.4.3 Evaluating if the observed congruence is significant

With the introduction of the Jungle data structure and its subsequent implementation

as part of TreeMap 2β (Charleston and Page 2002), cophylogeny mapping was able

to define a process capable of reconciling all the minimum cost maps for a specific

instance, using all four recoverable events. With the development of robust cophylogeny

analysis algorithms able to deal with a variety of incongruent data sets, research turned

to evaluating if the congruence inferred was in fact significant (Morrone and Crisci

1995; Clark et al. 2000; Sanmartin et al. 2001; Sanmartin and Ronquist 2004).

The origins of such analysis lie in Page’s study of pocket gophers and their parasitic

chewing lice (Page 1994b), where Page applied a set of Bernoulli trials (Port 1986) to

this coevolutionary system. This analysis demonstrated that the evolutionary history

inferred by his proposed heuristic displayed a higher degree of congruence than would

be expected by chance, with only 4 of the 1000 test cases presenting the same degree

of congruence as the initial phylogeny, and as a result Page argued that the optimal

reconciliation recovered rejects the null hypothesis; that these two systems have evolved

independently (Ronquist and Nylin 1990).

The methodology introduced by Page has remained the standard methodology ap-

plied in coevolutionary analysis and involves inferring the minimum cost map under

some cost scheme, V , and then comparing the inferred map’s cost, E, to a set of maps

inferred from a number of randomly generated coevolutionary systems of equivalent

size. There are two popular randomisation techniques; the randomisation of the par-

asite tree under some synthetic tree generation model (Page 1994b); such as a Yule

(β = 0) (Harding 1971), Aldous (β =−1) (Aldous 2001) or PDA (β =−1.5) (Rosen

1978) model, and the randomisation of the associations between the host and parasite
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tree (Kelley and Farrell 1998). The results from this framework may then be used to

reject the null hypothesis if the original reconciliation is cheaper than at least 95% of

the randomly constructed tanglegram instances considered.

Often due to the computational cost early analysis would only consider 1000 sam-

ples, however, due to the significant speed up of hardware, along with parallelisation

of algorithms (Moldovan 2014), and proposed optimisations, such as Zhang’s (1997)

update to Page’s Reconciled Tree Analysis, a significantly higher number of samples

can be taken in equivalent statistical frameworks today. For example Page’s (1994b)

experiment has been reproduced using 100,000 replicates in Figure 2.18. The results

presented in Figure 2.18 were inferred using the coevolutionary analysis software tool

Jane 4 (Conow et al. 2010; Libeskind-Hadas 2015b), which includes the functionality

to perform Bernoulli trials within a cost minimisation framework.
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Figure 2.18: A repeat of Page’s (1994b) experiment where the number of replicates is
increased to 100,000 and the coevolutionary analysis tool used is Jane 4.

In this analysis the Pocket Gopher and Chewing lice’s reconciled map was observed

to have an associative cost of eight. Of the 100,000 trials run, 497 of random tangle-

grams had an associative cost of eight or less (as can be seen in Figure 2.18). From the

distribution of the Bernoulli trials performed over this system, the Wilson score interval

(Wilson 1927) may be computed which in this case is (0.0027,0.0092). This result in

turn argues that the similarity between the phylogenetic trees considered has not simply

occurred by chance, and as such aligns with the longstanding hypothesis that Pocket

Gophers and Chewing Lice have coevolved (Hafner and Nadler 1988; Nadler et al.

1990; Demastes and Hafner 1993; Hafner et al. 1994; Reed and Hafner 1997; Morand

et al. 2000; Reed and Hafner 2002; Light and Hafner 2007; Demastes et al. 2012).
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Similar experiments have subsequently been performed in line with this model in-

cluding the inference of species trees from gene trees (Page and Charleston 1997a),

the analysis of bark beetles and their associations with conifer trees (Kelley and Farrell

1998), and parasitic chewing lice’s exploitation of their avian hosts (Page et al. 1998).

In each experiment cophylogeny mapping techniques were applied within a statistical

framework to evaluate the congruence between the pair of phylogenetic trees.

Each of these studies offered new insights into these coevolutionary systems, but

with the introduction of the Jungle data structure the analysis of the observed congru-

ence could be taken further. The Jungle data was not only capable of analysing co-

evolutionary systems using a set of Bernoulli trials, but its implementation allowed the

inference of a consensus map (Charleston and Perkins 2006). The consensus map is a

reconciliation which represents the most likely shared evolutionary history between the

host and parasite lineages. This history is the most biologically representative solution

within the Pareto set (Conow et al. 2010). The ability to recover the most biologically

representative reconciliation is of great interest to biologists and led to a number of stud-

ies of varying coevolutionary systems using TreeMap 2β (Charleston and Page 2002)

including: the mutualistic coevolution between fig trees and wasps (Jackson 2005), fur-

ther analysis of the parasitic relationships between chewing lice and their avian hosts

(Page et al. 2004), inferring the consensus species trees from multiple gene trees (Planet

et al. 2003), coevolutionary analysis of pathogens and their mammalian hosts (Jackson

and Charleston 2004), along with the analysis of Batesian mimicry between ants and

jumping spiders (Ceccarelli and Crozier 2007).

The inference of the consensus map remains a core focus of coevolutionary research

today. While the Jungle method is able to infer a consensus map for systems with up to

16 taxa, it is infeasible for studies of coevolutionary systems beyond this size, such as

the analysis of rodents and hantavirus containing over 50 taxa (Guo et al. 2013), fig trees

and their pollinator wasps including over 200 taxa (Cruaud et al. 2012) or insects and

the Wolbachia data set containing 397 taxa (Baudet et al. 2015). The inference of con-

sensus maps in such cases has fallen to heuristics such as Nguyen et al.’s (2013) median

reconciliation method. This technique is able to infer a consensus map in polynomial

time assuming the branch lengths have previously been determined.

The inference of the consensus reconciliation has also been a topic of interest in the

field of inferring species trees from gene trees within the last few years, with research

from Bansal et al. (2013), Wu et al. (2014), Libeskind-Hadas et al. (2014), and Wieseke
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et al. (2015), all providing novel approaches which aim to infer a consensus reconcilia-

tion by mapping the parasite (gene) tree into the host (species) tree. All these methods,

however, apply some form of relaxation to the problem instance, with the Jungle data

structure remaining the only means of recovering the complete Pareto set.

2.4.3.1 An alternate approach

In parallel to the development of methodologies to infer the congruence between a pair

of phylogenetic trees, a third area of research independent of both parsimony and co-

phylogeny mapping has been developed. This third area of research does not aim to

model the actual evolutionary history between a pair of phylogenetic trees but rather

to analyse the degree of congruence which is displayed between a pair of phylogenetic

trees (Lapointe and Legendre 1992; Huelsenbeck and Bull 1996; Huelsenbeck and Ran-

nala 1997; Huelsenbeck et al. 1997, 2000; Meier-Kolthoff et al. 2007; Stamatakis et al.

2007; Hommola et al. 2009).

One technique of particular note was the formulation of Parafit (Legendre et al.

2002). This method uses an application of Principle Component Analysis to infer the

congruence between a pair of phylogenetic trees. This methodology has the advantage

that it does not aim to infer the evolutionary history first, and then infer the degree of

congruence, rather it executes a direct comparison of the two phylogenetic trees based

on their known associations. As a result this method is significantly faster than alternate

approaches for inferring the significance of the observed congruence.

This approach has been used in the study of a number of coevolutionary systems in-

cluding a biogeographical study of nematodes (Mattiucci and Nascetti 2008), the asso-

ciations that have formed between fish and their gill parasites (Desdevises et al. 2002),

the evolutionary dynamics of malaria and its avian hosts (Ricklefs et al. 2004), and

the coevolutionary interrelationships which have developed between plants and fungi

(Refrégier et al. 2008).

While this approach is a noteworthy contribution to the field of coevolutionary anal-

ysis, as are a number of other frameworks (Lapointe and Legendre 1992; Huelsenbeck

et al. 1997; Hommola et al. 2009), this thesis focuses primarily on the methodologies

involved with inferring the evolutionary history rather than evaluating if the congruence

between a pair of phylogenetic trees is significant, and therefore this topic will not be

explored in any further detail herein.
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2.5 Contention between methods

Throughout the parallel development of parsimony and component analysis there have

been ongoing criticisms from the supporters of each approach. Often these criticisms

have led to the refinement of the approach called into question (Cressey et al. 1983; Page

1990a), while other criticisms have been due to a misunderstanding of the methodolo-

gies themselves (Wiley 1988a; Page 1994a; Brooks et al. 2004).

Early criticisms made of each approach focused on the evolutionary events inferred,

specifically the events preferenced by each approach where parsimony analysis was

shown to preference host switch events (Dowling 2002) while component analysis was

initially designed to preference duplication and loss events (Page 1990a). Supporters

of each approach, therefore, were able to present biological systems where this prefer-

encing was beneficial to their proposed technique (Maddison et al. 1984; Page 1993b),

with one such demonstration leading Wiley (1988a) to conclude that:

Component analysis, then, should take its place along with area cladogram

reduction and the ancestral maps methods as a failed (if valiant) attempt to

provide a general analytical protocol for vicariance biogeography.

These criticisms led to Page’s (1990a) reformulation of component analysis. His

paper Component Analysis a Valiant Failure?, was a direct rebuttal to Wiley’s (1988a)

assertion and aimed to demonstrate component analysis’ value for the reconciliation of

biogeographical systems, along with the ability to provide valuable insight into the co-

evolutionary associations between hosts and their parasites. This proposed method was

implemented in COMPONENT (Page 1993a) which Page (1996a) applied to a num-

ber of biological systems, starting with his reanalysis of the pocket gopher / chewing

lice system (Page 1996a). This work was quickly followed by a number of subsequent

studies which applied component analysis including: Boulter et al.’s (1996) biogeo-

graphical analysis of the migration patterns of Aceraceae, Koenemann et al.’s (1998)

biogeographical analysis of the Mediterranean, with a specific focus on the order Am-

phipoda, and Martin’s (1999) evolutionary analysis of vertebrates, with the results of

these studies demonstrating component analysis’ value within a coevolutionary context.

Parsimony analysis was not spared its fair share of criticisms throughout its develop-

ment either where only two years after it was introduced, the initial permutation of BPA

was noted as failing to reconcile a number of coevolutionary systems (Cracraft 1983).
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This led to a number of revisions resulting in the release of SBPA (Brooks 1991). One

problem with the release of SBPA is while BPA was integrated into tools such as Mc-

Clade (Maddison and Maddison 1992), no software tool for SBPA has been released,

leading to a number of users mistakenly applying BPA instead of SBPA (Brooks et al.

2001, 2004).

Following on from the release of SBPA further revisions of component analysis

were required, specially, integrating the support of host switch events into the compo-

nent analysis framework. While parsimony analysis was criticised for over counting

host switch events (Page 1990a, 1994a), it was the only method capable of including

them in a reconciliation prior to 1994. This was a limitation of component analysis,

as a number of coevolutionary systems required host switching events to reconcile the

observed incongruence in a fashion that aligned with the independent molecular clock

simulations (Hafner et al. 1994).

This led to Page’s (1994b) update to the component analysis framework permitting

host switch events, which was integrated into the new software tool TreeMap (Page

1995). The ability to handle host switch events led to a fast adoption of TreeMap, and

as a result it was leveraged for the analysis of a number of coevolutionary systems, in-

cluding but not limited to Soest and Hajdu’s (1997) biogeographical analysis of shallow

water sponges, Burckhardt and Basset’s (2000) analysis of plant–insect coevolution,

and Piercey-Normore and DePriest’s (2001) analysis of the symbiosis between photo-

synthetic algae and heterotrophic fungi. TreeMap 1.0 continued to remain a popular

choice for coevolutionary analysis until it was superseded by TreeMap 2β (Charleston

and Page 2002).

2.5.1 Dowling’s software comparison

After almost a two decade long debate between the supporters of parsimony and com-

ponent analysis in regards to which methodology was most suitable for reconciling the

shared evolutionary history between a pair of phylogenetic trees, Dowling (2002) pro-

posed the first testing framework to evaluate which approach was actually superior. The

fact that it took almost twenty years for this study to be undertaken is one of the most

unusual aspects of coevolutionary research, and is due in part to coevolutionary analy-

sis’ origins within the field of biology rather than computer science. A similar trend can

be observed in other problems inspired by biology, such as biological graph alignment
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where newly proposed algorithms are continually benchmarked on their performance

aligning yeast networks, with often little consideration of more sophisticated biolog-

ical networks or the application of synthetic networks (Singh et al. 2008; Liao et al.

2009; Hu et al. 2013; Saraph and Milenković 2014; Radu and Charleston 2014, 2015;

Faisal et al. 2015; Beck et al. 2015; McGrane and Charleston 2016). In particular, it

appears that the accuracy of solutions to computationally challenging problems derived

from nature are often evaluated based on their performance over biological test cases as

a psuedo-validaton process 1, rather than considering the correctness of the algorithm

itself. This common theme within the field of bioinformatics collectively sets it apart

from traditional computer science, which has a key focus on proving the correctness of

algorithms (Lynch and Tuttle 1987; Kingston and Kingston 1990; Colussi 1991; Vazi-

rani 1994; Kim et al. 1997; Abramov and Glück 2002).

Dowling’s (2002) testing framework in part aimed to shift focus for validation of

coevolutionary analysis tools away from the traditional analysis of a single test case

(Charleston 1998; Legendre et al. 2002), and instead analyse techniques using a col-

lection of coevolutionary systems. This proposed collection consisted of 62 synthetic

systems and 3 published biological systems. In each of the synthetic test cases the host

and parasite phylogenies included nine taxa, where reconciliations for each tanglegram

were known, allowing for each approach to be evaluated on how well they converged

on this known reconciliation.

To analyse the reconciliations inferred by each algorithm over the biological test

cases required Dowling (2002) to directly compare the reported solutions. This was

required as at the time the only known reconciliations for these three systems had been

inferred using one of the approaches included in this analysis and therefore comparing

each method to the known reconciliation would have introduced bias into this analysis.

To fairly evaluate methodologies from both parsimony and component analysis,

Dowling (2002) selected two well-known approaches BPA (Brooks 1981) and TreeMap

(Page 1995) where the formulation of Dowling’s (2002) testing framework can be con-

sidered as six separate test sets. The first five sections aimed to evaluate how each

approach handled a series of well-known coevolutionary patterns including:

• trials involving host switching without speciation

• trials involving host switching with speciation
1inferring the best biological fit
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• trials involving duplication events

• trials involving sorting events

• trials involving various combinations of duplication, host switches, and / or sort-

ing events

and the sixth section considered how well each approach was able to reconcile three

biological test cases, including the coevolutionary associations between Pocket Gophers

and Chewing Lice (Hafner et al. 1994), Seabirds and Chewing Lice (Paterson et al.

2000) and Primates and Pinworms (Hugot 1999).

With the exception of the first set of trials where TreeMap was unable to recon-

cile the widespread parasitism, both approaches performed quite well over these six

trials (Dowling 2002). TreeMap’s failure for the first set of trials was due to its inabil-

ity at the time to handle host switching without speciation. Rather, TreeMap handled

widespread taxa by constructing a clade based on the widespread associations which

was then mapped into the host. This approach, however, resulted in a significant over

counting in the number of evolutionary events compared to the known reconciliation.

Over the remaining five trials TreeMap converged on the known reconciliation at a

higher rate than BPA, while BPA was shown to often over count the number of evo-

lutionary events. Even though TreeMap converged on the known reconciliation with a

higher rate of success, Dowling (2002) argued that BPA was superior due to the ease

of inference using BPA and that BPA’s failure to converge on the known reconciliation

was only due to ghost events. Factoring in these assertions Dowling (2002) concluded

that BPA was superior due to its convergence on the known solution with a higher rate

of success.

The assertions made by Dowling (2002) led to an intense debate between the sup-

porters of BPA and TreeMap (Page and Charleston 2002; Siddall and Perkins 2003).

Two controversial assertions made as part of Dowling’s (2002) study were his asser-

tion regarding BPA’s ease of inference, and his argument that ghost events explain all

conflicts within BPA’s reconciled histories. Each of these points is evaluated based on

Dowling’s claims, and then again in terms of the context of the criticism made by Page

and Charleston (2002) and Siddall and Perkins (2003).

Dowling’s (2002) major criticism of TreeMap was that it reported a high number of

potentially optimal solutions. That is, that TreeMap reported all cases which maximise
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the total number of codivergence events; a primitive form of the Jungle data structure

(Charleston 1998) which was integrated into TreeMap 2β (Charleston and Page 2002).

From this Dowling (2002) concluded that:

. . . TreeMap provided more than 480 reconstructions for the gopher/lice

data sets and more than 1880 reconstructions for the primate/pinworm as-

sociations. The researcher is left to sort through each reconstruction to

determine whether it is the most optimal reconstruction to that point or not.

Often the most optimal reconstruction (i.e., the reconstruction with maxi-

mal cospeciation events and minimal sorting events, duplications, and host

switches) had a variation of two to six steps in the various categories of

coevolutionary events, making it difficult to choose one topology as the

optimal choice.

Dowling (2002) may be correct in that TreeMap is a difficult software tool to use, in

line with many bioinformatics software tools (Chen et al. 2009), however, the difficultly

of a software tool is not an appropriate metric to include when comparing the accuracy

of the solutions inferred from a particular model, leading to this claim being considered

as contentious (Page and Charleston 2002).

Further, Dowling (2002) argued that ghost events are the cause of BPA over counting

the number of evolutionary events compared to the known reconciliation and therefore

concluded that:

After gaining experience looking at BPA trees, it becomes obvious when

this error, which Brooks refers to as “ghost characters”, occurs. These

ghost characters show up only when a host switch has occurred and do not

provide any support for groupings that were not already supported on the

tree (Brooks and McLennan 2002), therefore making this minor problem

which has no more of an adverse effect on the study than acting as an eye-

sore on the BPA tree.

In this case Dowling (2002) claimed that while BPA does infer reconciliations incor-

rectly, that the correct solution can be inferred using a post processing step in all cases.

This same claim has been made by Brooks and McLennan (2002), however, Dowling

(2002) did not provide any evidence of this fact within his study. Based on both the dif-

ficulties experienced in inferring an optimal solution using TreeMap and the assertion
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that BPA only over counts the total number of evolutionary events due to ghost events,

Dowling (2002) concluded that:

Brooks parsimony analysis is found to be consistently less prone to gross

overestimation of coevolutionary events and misleading results. Brooks

parsimony analysis performs better overall because it is more adept at deal-

ing with host switching events, both between and within lineages leading

to widespread parasite taxa, which provides enough evidence for imple-

menting Brooks parsimony analysis instead of TreeMap in coevolutionary

studies.

2.5.2 Reception to Dowling’s software tests

Dowling’s (2002) analysis of TreeMap and BPA and his conclusion that BPA was the

superior tool for coevolutionary analysis was quickly rebuked by the supporters of co-

phylogeny mapping (Page and Charleston 2002; Siddall and Perkins 2003). This was

due to five areas where Dowling’s (2002) analysis was noted as potentially introducing

invalid or inconsistent results, including:

• Page and Charleston’s (2002) criticism that Dowling (2002) misunderstood the

underlying algorithm applied by TreeMap, which led to a number of incorrect

assertions.

• Page and Charleston’s (2002) criticism of Dowling’s (2002) assertions that ghost

events accurately deal with the incongruence between the host and parasite phy-

logenies, which was at the foundation of Dowling’s (2002) conclusion that BPA

converges on the known reconciliation at a higher rate than TreeMap. Without

making this assumption Dowling’s (2002) conclusions are significantly weaker.

• Both Page and Charleston (2002) and Siddall and Perkins (2003) assertion that

Dowling (2002) introduced bias due to a number of reconciliations which were

incorrectly reconciled.

• Page and Charleston’s (2002) argument that Dowling’s (2002) conclusion that

TreeMap is more difficult to use is biased due to the way in which Dowling (2002)

constructed the experimental design, specifically the application of a DELTRAN

optimisation when using BPA.
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• Siddall and Perkins’ (2003) assertion that Dowling (2002) introduced bias by

applying an uneven number of trials to certain coevolutionary patterns while ex-

cluding a number of other well-known patterns which BPA is known to handle

poorly.

The first area of criticism of Dowling’s (2002) analysis was his assertion that TreeMap

was unable to recover host switch events, where Dowling (2002) stated that:

TreeMap (Page 1994b) is a reconciliation-based method that reconstructs

the parasite phylogenetic hypothesis using duplications and sorting events

to explain incongruence in order to maximize the amount of cospeciation

between the host and the parasite phylogenetic hypotheses. The reconciled

tree is created from a map between a host tree and a parasite tree, which

associates each node in the parasite tree with a node in the host tree. The op-

timal reconciliation is the reconstruction that maximizes cospeciation and

minimizes the number of duplications and sorting events involved. As a re-

sult, reconciliation methods prohibit host switching. As discussed earlier,

host switching is a very probable and realistic coevolutionary event and

to not use it in reconstructions can produce misleading results. TreeMap

does allow host switching to be incorporated into the reconstruction in an a

posteriori manner.

This assertion is incorrect as TreeMap does allow host switch events as long as they

do not introduce any weakly timed inconsistencies (Page 1994b). Page and Charleston

(2002) note that Dowling’s (2002) misunderstanding may be due to his confusion be-

tween Page’s Reconciled Tree Analysis (Page 1990a, 1993a), and Page’s more gen-

eralised reconciliation mapping model (Page 1994b), where host switches are in fact

permitted. The latter algorithm is what was implemented within TreeMap (Page 1995).

Page and Charleston (2002) went further arguing that this misunderstanding is a signif-

icant oversight by Dowling as his own results included 20 cases (31% ) where TreeMap

infers at least one host switch event:

Dowling also seems unclear as to whether TreeMap can handle host switches:

“[a] second criticism of TreeMap is its tendency to underestimate host

switching (obviously since it does not incorporate host switching at all)...”
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(p. 423). This rather extraordinary statement is plainly false. TreeMap

does incorporate host switching if it didn’t then Dowling couldn’t have un-

dertaken the study he describes. It seems Dowling has confused reconciled

trees (Page 1994a) with the algorithm implemented in TreeMap (perhaps

because the default reconstruction produced by TreeMap is a reconciled

tree).

While in this case Dowling’s (2002) oversight does not impact on the final results

inferred, it does weaken Dowling’s argument that BPA is superior to TreeMap. This is

due to Dowling’s (2002) continual praise for BPA’s ability to handle host switch events,

where in some cases TreeMap is actually more accurate at inferring host switch events

(trail B in Dowling’s (2002) study), which was overlooked by Dowling (2002).

Dowling’s conclusion (2002) that BPA is superior to TreeMap also relies heavily on

BPA’s ability to infer an optimal reconciliation using a post processing step to check if

host events are erroneous or not. That is, Dowling’s conclusions rely heavily on Wiley’s

(1988a; 1988b) earlier method of treating absent parasites as missing data which Page

and Charleston (2002) argue is an unreasonable assumption:

. . . Page (1994b) and others have argued, BPA can overestimate the number

of host switches due to the non-independence of the characters derived from

the parasite tree. Dowling acknowledges this, but as we discussed above,

chooses to dismiss it as a minor annoyance due to “ghost taxa”. We beg

to differ. Any reasonable method should count events correctly, rather than

require the user to go through each homoplasious character reconstruction a

posteriori, checking whether it is erroneous or not. Because of this problem,

we cannot immediately use the counts of the different events found by BPA

as reliable estimates of the true number of events.

Page and Charleston’s (2002) argument is derived from the expectation that a rec-

onciliation between the host and parasite phylogenies should include the same number

of divergence events (the total number of codivergence, duplication, and host switch) as

the number of internal parasite nodes. When using BPA the total number of divergence

events may be over counted and therefore it is challenging to analyse the degree of con-

gruence which exists, as there is no clearly defined process to infer the true evolutionary

history of the parasite with respect to its host.
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The third failure identified by Page and Charleston (2002) was that Dowling (2002)

wrongly inferred the minimum cost map in four cases. It was noted that these errors

unfairly penalised TreeMap’s accuracy in this study. Further, mistakes in Dowling’s

(2002) original design were identified by Siddall and Perkins (2003). These mistakes

when corrected provided a greater number of test cases where TreeMap inferred the

optimal reconciliation compared to Dowling’s (2002) initial analysis. In both cases

Dowling (2003) acknowledged that a number of mistakes were made in the initial com-

parison of these two methods however he maintained that BPA is the superior approach

due to the post processing step to remove ambiguous “ghost events”, which allows BPA

to ensure that the most parsimonious solution is inferred, a guarantee that TreeMap

cannot provide.

Page and Charleston (2002) also criticised Dowling (2002) for his inference that

BPA was superior due to TreeMap often inferring multiple optima rather than a sin-

gle optimal reconciliation. Page and Charleston (2002) argued that this was a biased

assertion due to BPA, by default, allowing the inference of multiple optima. In Dowl-

ing’s (2002) study the reason that this did not occur was due to the application of the

DELTRAN optimisation (Farris 1970; Swofford and Maddison 1987) to infer a single

optimal solution from MacClade (Maddison and Maddison 1992). This argument is

captured in the following exert from Page and Charleston (2002):

BPA’s perceived advantage over TreeMap 1 of finding a single reconstruc-

tion is in large part due to Dowling’s use of DELTRAN optimization (Swof-

ford and Maddison 1987) to map parasite “characters” onto the host tree

(p. 424). This means that he will only recover a single reconstruction

for a given data set. Given that it is possible to have multiple, equally

parsimonious reconstructions for homoplasious binary characters on a tree

(Swofford and Maddison 1987), we might ask why impose this constraint

on BPA?

This approach introduces a significant bias as it is possible to impose similar con-

straints on component analysis algorithms which infer multiple optima solutions (Charleston

1998) and therefore Page and Charleston questioned why it was appropriate to apply

the DELTRAN optimisation to BPA but not to apply a similar post processing step for

TreeMap, particularly if TreeMap was to be criticised because such a post processing

algorithm was not applied.
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Finally, Dowling’s initial analysis (Dowling 2002) and his later erratum (Dowling

2003) were both criticised by Siddall and Perkins (2003) in the study Brooks Parsi-

mony Analysis: a valiant failure, where they argued that Dowling’s (2002) synthetic

data sets introduce a bias which led Dowling (2002) to claim BPA is more successful

than TreeMap. This bias was due to there being an inclusion of an uneven number of

synthetic evolutionary histories targeting specific coevolutionary patterns, with 18 trials

considering the case where a host switch without speciation occurs and only 9 trials

involving host switching involving speciation. In the first trial TreeMap is expected to

perform worse as it does not support this evolutionary event, while in the second trial it

successfully inferred the optimal reconciliation in all cases compared with BPA’s accu-

racy of only 55% prior to the execution of an undefined ghost events’ filtering step. It is

unclear why there are only half as many of the second trial, and had Dowling included

an equal number Siddall and Perkins (2003) claim that:

Dowling (2002) did evaluate a variety of circumstances in his determina-

tion of the performance of TreeMap 1.0 and BPA. However, as the previous

section shows, those trials were overwhelmingly of a kind in which there

are multiple hosts associated with a parasite. Dowling (2002) did not eval-

uate the other well known circumstances in which methods are known to

behave poorly such as switching among closely related lineages, or lineage

sorting after successive cladogenesis. Arguably, had he fashioned enough

of these, Dowling (2002) may not have concluded that: (1) “there was not

a single trial in which Treemap predicted more cospeciation events than

BPA,” (2) “BPA produces with fewer duplication and sorting events,” and

(3) “BPA seems to perform pretty well.”

Dowling’s (2002) work, however, while heavily criticised, did introduce a new ap-

proach for the evaluation of coevolutionary analysis algorithms, particularly consid-

ering the number of evolutionary events inferred. This technique has been reused in

a number of later studies, most notably Conow et al.’s (2010) comparison of Tarzan

(Merkle and Middendorf 2005) and Jane (Conow et al. 2010).

One of the major issues with the degree of criticism regarding Dowling’s (2002)

work is, to this day, it remains the only published research which aims to compare par-

simony and component analysis frameworks. While criticism of Dowling’s work was

important in inferring the truth in Dowling’s results and in providing a critique of each
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technique, it would have been equally valuable to build on his framework to provide a

direct comparison of the accuracy of coevolutionary analysis techniques. Such a frame-

work would in the long term offer more value to evolutionary biologists, as an evidence

driven approach would be able to be applied to all new coevolutionary analysis algo-

rithms, providing fast and robust guidance to biologists applying such algorithms on a

daily basis.

2.5.3 Brooks’ commentary on Dowling’s study

While Dowling et al. (2003), acknowledged that there were a number of mistakes made

within Dowling’s (2002) original inference they stood by the original conclusions, in

particular, that ghost events are sufficient in reconciling overestimation of evolutionary

events (Dowling et al. 2003). This remained a key point of difference in the ongoing de-

bate between the supporters of each approach, with the next significant development in

this debate coming in the form of Brooks and McLennan’s (2003) critique of Dowling’s

(2002) analysis.

While agreeing with the final conclusions of Dowling’s (2002) research, Brooks and

McLennan (2003) argued that his testing framework was flawed, as Dowling (2002) had

applied the traditional form of BPA (Brooks 1981) rather than SBPA (Brooks 1990).

Dowling’s study, like most previous studies purportedly comparing BPA

and other methods in a biogeographic context (Morrone and Carpenter

1994; Morrone and Crisci 1995; Page 1990a; Page and Charleston 1998;

Ronquist 1995, 1996, 1997a,b, 1998) failed to consider secondary BPA. As

a result, his conclusions about the shortcomings of BPA due to inclusive

ORing (i.e., the production of ghost taxa) are incorrect, as secondary BPA

eliminates inclusive ORing from the method (Van Veller and Brooks 2001).

In addition, secondary BPA provides a more complete account of the evo-

lutionary associations between the parasite groups and their hosts than does

either TreeMap or primary BPA, without sacrificing any indirectly gener-

ated information about host phylogeny.

Brooks and McLennan (2003) continued with this assertion claiming that had SBPA

been included then it would have performed even better than BPA, and would have

clearly shown that parsimony analysis is superior to TreeMap, rather than there being a
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degree of ambiguity following Dowling’s (2003) erratum. While Brooks and McLen-

nan’s (2003) claims may very well be the case no experimental results were derived

to support this argument, an ongoing issue with critiques made by supporters of both

methodologies.

One area in which Brooks and McLennan (2003) strongly agreed with Dowling’s

(2003) conclusions was in the area of widespread parasitism, where they criticised

TreeMap’s approach for handling widespread parasitism. To highlight the observed

failure of TreeMap when handling widespread parasitism Brooks and McLennan (2003)

compared SBPA and TreeMap using the primate–pinworms coevolutionary system (Hugot

1999) concluding that:

TreeMap, using the Enterobius + Great Ape data, identified one sorting

event at the base of the Great Ape tree, two cospeciation events (the Go-

rilla + [Pan, Homo] and Pan + Homo splits), one host switch from Gorilla

to Pongo, one host switch from Gorilla to the Old World monkeys and

one speciation event within the same host (Homo) (six events). Secondary

BPA posited three cospeciation events, one host switch, and one speciation

event within the same host (five events), providing a more parsimonious

explanation of the data without having to invoke any a priori assumptions

about the monophyly of the parasites inhabiting the hosts or the likelihood

of cospeciation occurring. It is also noteworthy that, in this case, BPA

postulates more cospeciation events than does TreeMap. Our study thus

corroborates Dowling’s (2002) fundamental conclusions about the merits

of primary BPA relative to TreeMap; if the only objective is to provide

a parasite based estimate of host phylogeny, primary BPA should be the

preferred method of analysis.

Their results demonstrated that SBPA was able to infer a more parsimonious rec-

onciliation for this problem instance due to its ability to infer host switch events which

occur without a speciation event. It is unclear, however, if such an evolutionary event

were to be included within a component analysis framework whether this result would

still stand. To date this has not occurred, although Siddall and Perkins (2003) proposed

a forerunner model to include such an evolutionary event within TreeMap.

Brooks and McLennan’s (2003) study was quickly followed by Brooks et al.’s

(2004) study, which restated a number of their early findings along with contesting
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the assertions made by Siddall and Perkins (2003). Their arguments may be considered

in three parts including:

• Brooks et al. (2004) contesting Siddall and Perkins’s (2003) claim that Dowling’s

(2002) experiments were biased.

• Brooks et al.’s (2004) criticisms of Siddall and Perkins’s (2003) widespread model.

• Brooks et al.’s (2004) conjecture that the cospeciation model is invalid.

This study by Brooks et al. (2004) is a particularly important contribution to this

field, as it highlights the incremental changes made to parsimony analysis in an attempt

to grasp the inherent complexity of this difficult problem, and considers the factors

which have shaped the development of algorithms within this problem space over the

past 35 years. The first key aspect considered by Brooks et al. (2004) was rebuking

Siddall and Perkins’s (2003) earlier claim that Dowling’s (2002) experimental design

was biased. Initially Siddall and Perkins (2003) claimed that the bias was due to an

uneven number of trials for different coevolutionary patterns. Brooks et al. (2004),

however, argued that this had not introduced a bias, as BPA was always handicapped

in this analysis as it was being applied to the specific problem for which TreeMap

was designed and this therefore negated any potential bias that may exist, specifically

Brooks et al. (2004) stated that:

Dowling’s results are thus all the stronger for having forced BPA to perform

in the arena of TreeMap, in which it may be forced into less than most

parsimonious explanations.

While BPA was envisioned as a method used to analyse multiple phylogenetic trees

over a single area cladogram this potential handicap does not counter all manner of

bias that may or may not have been introduced. In this regard Siddall and Perkins

(2003) appear to be correct in their assertion that all coevolutionary patterns should

have been considered equally. Brooks et al. (2004), however, continued their critique

of Siddall and Perkins’s (2003) discussion of the synthetic coevolutionary systems con-

sidered, where Brooks et al. (2004) argued that Siddall and Perkins’s (2003) proposal

that widespread parasitism tests should not have been included is invalid, specifically

that:
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Siddall and Perkins contended that Dowling (2002) should not have in-

cluded any test trials involving widespread parasites because TreeMap can-

not handle them (Page 1994b). We believe that a study intended to test

the reliability of methods should, in fact, focus on situations in which the

methods fail, not those in which they excel.

When considering these two points both Brooks et al. (2004) and Siddall and

Perkins (2003) are correct. Dowling’s (2002) study was valid in including widespread

analysis as it is known to occur in biological systems, however, an equal proportion

of such cases should have been included as argued by Siddall and Perkins (2003). Fi-

nally, if widespread parasitism was to be included then the second evolutionary event

failure-to-diverge should also have been considered to provide a balanced analysis of

both approaches. This would have provided valuable insights as neither approach is

able to handle this evolutionary event correctly, matching Brooks et al.’s (2004) desire

to include all conceivable cases, particularly those where the methodologies are known

not to excel.

The ongoing critique of how widespread parasitism should be handled led Siddall

and Perkins (2003) to propose an update to TreeMap which would allow it to appropri-

ately handle host switch events where a speciation event does not occur simultaneously.

Brooks et al. (2004), however, were not satisfied with this update where they concluded

that:

To help TreeMap compete better with BPA, Siddall and Perkins proposed

a “fix”. This is accomplished by giving a parasite species a different desig-

nation each time it inhabits a different host, effectively turning one par-

asite into multiple sister taxa. TreeMap 1.0 specifically cannot handle

widespread parasites due to host switching without speciation, and Siddall

and Perkins’s fix effectively turns a host-switch without speciation (one

event) into a host switch with speciation (two events), which TreeMap can

handle.

Brooks et al. (2004) went further arguing that this fix simply brings its functionality

closer in alignment with BPA.

Although they did not acknowledge it, this is precisely the way in which

the current formulation of BPA handles widespread taxa.
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This fix, however, was noted by Brooks et al. (2004) as failing to correct the invalid

assumption made within component analysis, where maximising codivergence often

leads to a reconciliation which is non optimal.

The more tangled the trees, the more TreeMap must be modified, con-

verging increasingly on BPA, because the core hypothesis of maximum

co-speciation is simply wrong. Or, as Van Veller and Brooks (2001) put

it, simplicity is not always the most parsimonious explanation of the real

world. The original formulation of BPA was a valiant failure, for reasons

first noted in 1983 and fixed by 1990. Siddall and Perkins’s own exemplars,

like the exemplar presented by Ebach and Humphries (2002), corroborate

the findings of Veller et al. (1999, 2000, 2001) and Dowling (2002) that all

the modifications of a priori methods up to, and including TreeMap 2.02

have produced something almost, but not quite, as good as the original for-

mulation of BPA.

This result, however, had already been corrected by the component analysis (cophy-

logeny mapping) community (Ronquist 1998; Charleston 1998). While a number of

Brooks et al.’s (2004) observations are justified, a number appear to be due to a misun-

derstanding of the most cutting edge algorithms within the field of component analysis,

specifically TreeMap 2β (Charleston and Page 2002) and TreeFitter (Ronquist 2000).

Had such a misunderstanding not been made Brooks et al. (2004) may not have con-

cluded that:

Page (2003b) recently suggested that Brooks and McLennan (2003) had

“missed the boat” by supporting a research program relying more on em-

pirical data than models for explanations. If we empiricists have missed the

boat, it was named Titanic, and the modifications of TreeMap designed to

make it mimic BPA amount only to so much rearranging of the deck chairs.

Advocates of maximum co-speciation have been insensitive to the growth

of empirical data, and this has led to their models becoming progressively

less relevant to coevolutionary studies.

This claim by Brooks et al. (2004) appears to have been a significant overreach

as while the maximisation of cospeciation events fails to provide the most parsimo-

nious reconciliation, the field of cophylogeny mapping, where the total cost of the
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reconciliation is minimised, has become the dominant field of research today; with

notable approaches such as Tarzan (Merkle and Middendorf 2005), Jane (Conow et al.

2010), CoRe-PA (Merkle et al. 2010), RANGER-DTL (Bansal et al. 2012), and xscape

(Libeskind-Hadas et al. 2014) providing valuable insights into all manner of coevolu-

tionary systems.

2.5.4 The end, at least for now . . .

The final set of studies attempting to compare BPA and TreeMap dealt with the incon-

sistent nature of the application of the rules which govern parsimony analysis. This

critique was offered by Siddall (2004; 2005) and provides analysis of various appli-

cations of SBPA and notes a number of inconsistencies in the rules which govern the

selection of the inferred reconciliation leading Siddall (2005) to conclude that:

Regardless, the solutions provided by primary and by secondary BPA lack

an explicit optimality criterion because, as Siddall and Perkins (2003) demon-

strated, and Brooks et al. (2004) reinforced, those methods fail to count a

variety of events that they nonetheless imply, and they arrive at solutions

that may defy logical or temporally consistent interpretation.

What is of interest is that this insight is not a demonstration of the failure of BPA

nor is this a conclusive victory for the supporters of component analysis. Rather, it

is indicative of the complex nature of reconciling the shared evolutionary history of a

pair of phylogenetic trees. Initial algorithms such as those implemented in McClade

(Maddison and Maddison 1992) and TreeMap (Page 1995) run in polynomial time and

have obvious flaws in their results as observed by Page (1990a) and Dowling (2002)

respectively.

While coevolutionary analysis had been treated as a complex problem throughout

the 1990s and early 2000s (Page 1994a,b; Page and Lydeard 1994; Ronquist 1997b;

Huelsenbeck et al. 2000; Charleston 2002b, 2003, 2009; Wiegand 2003; Johnson et al.

2004; Cotton and Page 2004; Charleston and Perkins 2006), no computational complex-

ity analysis had been undertaken for this problem and therefore the complexity class of

this problem was unknown. The complex nature of this problem, however, was evident,

either through the complex set of additional constraints applied and required to interpret

a solution using SBPA, or that the Jungle data structure required exponential time and
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space. This alone however, did not provide definitive proof that the problem is com-

putationally intractable, and therefore it was unclear if a polynomial time solution may

exist using either parsimony or component analysis2.

This analysis has only recently been undertaken starting with Libeskind-Hadas and

Charleston (2009) providing the groundwork to prove this problem is NP-Hard, which

was later completed by Ovadia et al. (2011). This research is highly significant as it

proves that neither BPA nor component analysis are capable of solving this problem

optimally in polynomial time, unless P = NP.

Therefore, the focus for both techniques is now on applying the formulation of

either approximation algorithms or heuristics, which produce robust estimations for

this computationally intractable problem in a reasonable period of time. This new field

of research is discussed in detail in Section 2.6, and is the core focus of this thesis,

where properties of both frameworks are leveraged to develop the next generation of

coevolutionary analysis algorithms.

Although causing contention within the coevolutionary analysis community, Dowl-

ing’s (2002) work should be commended for shifting the focus away from how well

one technique may infer the coevolutionary associations of a single problem instance

and instead promoting the need for large coevolutionary data sets to analyse the perfor-

mance of algorithms using automated repeatable testing frameworks. This is a theme

which is adopted throughout this thesis.

2.6 Computational Complexity Analysis

The process of inferring the minimum cost reconciliation of a pair of phylogenetic trees

has for much of its history been considered a difficult problem (Charleston 2003). Re-

search prior to 2009 provided some degree of insight into the complex nature of this

problem, in turn providing evidence that it was most likely NP-Hard; such as the proof

that there exists an exponential number of optimal solutions (Charleston and Perkins

2003), that the only known algorithm capable of inferring an optimal reconciliation

required exponential time and space (Charleston 1998; Charleston and Page 2002),

and that applying heuristics for NP-Hard problems appeared to work well in practice

(Merkle and Middendorf 2005). However, these features alone do not offer concrete

2which was capable of guaranteeing optimality in all cases
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proof that this problem is in fact computationally intractable. For example, finding all

the shortest paths in a graph may take exponential time but finding one such path can

be easily achieved in polynomial time (Kleinberg and Tardos 2006).

While the inference of one shortest path is polynomially solvable, the computational

complexity of inferring only one minimum cost map, known today as the cophylogeny

reconstruction problem (Conow et al. 2010) has been shown to be NP-Hard. This result

was formulated between 2009 and 2011 using a series of reductions which were able

to reduce the cophylogeny reconstruction problem to 3-SAT through an intermediary

problem known as the generalised cophylogeny reconstruction problem, which defines

the case where a parasite may infect more that one host (Ovadia et al. 2011).

The first proof considered the case where the host phylogeny is defined as a phyloge-

netic network, a directed acyclic graph, and where the parasite phylogeny is defined as

a phylogenetic tree (Libeskind-Hadas and Charleston 2009). In this case it was proven

that a polynomial reduction to 3-SAT existed, and therefore this more generalised prob-

lem was NP-Hard (Libeskind-Hadas and Charleston 2009). This reduction, however,

did not prove the traditional problem considered by Brooks (1981; 1990; 1991) or Page

(1990a; 1994a; 1994b) was NP-Hard as they considered the case where both phyloge-

nies were trees. Often when considering trees rather than graphs NP-Hard problems

become trivial, such as finding the minimum Vertex Cover, finding the maximum Inde-

pendent Set, or finding the Longest path.

Ovadia et al. (2011) extended Libeskind-Hadas and Charleston (2009)’s proof to

consider the case where the host and parasite phylogenies are trees. This proof utilises

a series of reductions which incrementally showed that there exists a polynomial trans-

formation from the cophylogeny reconstruction problem to 3-SAT. The first reduction

introduced by Ovadia et al. (2011) was the reduction from the generalised cophylogeny

reconstruction decision problem to the 3-SAT decision problem, where the second re-

duction was from the cophylogeny reconstruction to the generalised cophylogeny re-

construction decision problem. By introducing the intermediary step, Ovadia et al.

(2011), provided a more elegant proof than constructing the series of gadgets which

would be required to provide a direct reduction from the cophylogeny reconstruction

decision problem to the 3-SAT decision problem.

The generalised cophylogeny reconstruction decision problem, introduced by Ova-

dia et al. (2011) is the decision version for solving the cophylogeny reconstruction

decision problem in the case where a parasite phylogeny may inhabit more than one
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host, the widespread parasitism problem. The polynomial reduction to 3-SAT from this

problem requires a constraint on the timing of evolutionary events within the gener-

alised cophylogeny reconstruction decision problem, along with two gadgets applied to

the tips of host and parasite trees, representing the literals and clauses within the 3 SAT

formulation.

One of the most significant consequences of this proof is that it nullified much of

the contention which had built up between supporters of parsimony analysis and cophy-

logeny mapping by shifting the argument away from correctness and moving it into a

new phase in regards to which method could provide the most accurate reconciliation

in a feasible period of time. Since the release of Libeskind-Hadas and Charleston’s

(2009) proof, to this author’s knowledge, there have been no publications adding to the

debate, while between 2002 and 2009 there were at least 15 articles on this subject3.

Further, not only has this work nullified what was a long running debate but has ap-

peared to have reignited interest in this problem, particularly from the perspective of

computer science. This has led to both the development of a number of approximation

algorithms (Libeskind-Hadas and Charleston 2008; Wieseke et al. 2015), along with

the development of a series of heuristics and metaheuristics (Tofigh et al. 2011; Conow

et al. 2010).

2.6.1 Approximation Algorithms

Approximation algorithms are often the more preferred approach to deal with computa-

tionally intractable problems, particularly when they offer a lower approximation ratio.

However, to this author’s knowledge, no such approximation algorithm has been pro-

posed to date for this problem which provides any approximation ratio. This in part

is due to the direct relationships between the input cost vector and the cost of the rec-

onciled map. Although no proof exists to date, the overriding consensus appears to be

that the direct relationship between a variable input cost vector and the resultant rec-

onciliation cost prohibits a constant approximation ratio. This result was argued first

by Charleston (2010) where he asserted that the cophylogeny reconstruction problem

is most likely APX-Hard due to the earlier work of DasGupta et al. (2005; 2006) who

presented an inapproximability result for the lateral gene transfer problem; which is

3(Veller et al. 2002; Dowling 2002, 2003; McLennan and Brooks 2002; Brooks and McLennan 2002,
2003; Van Veller et al. 2003; Page 2003a,b; Dowling et al. 2003; Siddall and Perkins 2003; Brooks et al.
2004; Siddall 2004, 2005; Dos Santos 2007)



2.6. COMPUTATIONAL COMPLEXITY ANALYSIS 63

closely related to the cophylogeny reconstruction problem (Bansal et al. 2013). How-

ever, to date the approximability of the cophylogeny reconstruction problem remains an

open problem.

While no approximation algorithms have been proposed to date which provides an

approximation ratio, integer linear programming has proven to be a moderately success-

ful means of solving the cophylogeny reconstruction optimally and also has been shown

to be a valuable heuristic under a relaxed optimality criteria. The first implementation of

an integer linear programming formulation for the cophylogeny reconstruction problem

was proposed by Libeskind-Hadas and Charleston (2008) as part of their overarching

work in classifying the cophylogeny reconstruction problem as NP-Hard (Libeskind-

Hadas and Charleston 2009). Their proposed model, while offering the first method to

solve this problem optimally since the introduction of the Jungle data structure 10 years

earlier, was noted for its limitation of only being able to handle tanglegrams composed

of up to 16 taxa, approximately the same number achievable by the Jungle data structure

(Jackson and Charleston 2004).

It was its inability to handle larger data sets which was noted as the largest draw-

back of Libeskind-Hadas and Charleston’s (2008) proposed model, as coevolutionary

systems had already been published with over 40 taxa (Percy et al. 2004), which could

not be handled under their proposed model. The high computational cost associated

with Libeskind-Hadas and Charleston’s (2008) proposed model is due to its composi-

tion using a cubic number of parameters to articulate this complex problem.

While a successful integer linear programming formulation has existed since 2008

(Libeskind-Hadas and Charleston 2008) to this authors knowledge, no linear program-

ming relaxation has been proposed for the cophylogeny reconstruction problem and this

has limited the applicability of integer linear programming within this field. There is,

however, the possibility of extending Libeskind-Hadas and Charleston’s (2008) model

if the cubic number of parameters required to describe this problem can be reduced.

One such approach was introduced by Wieseke et al. (2015) which unlike Libeskind-

Hadas and Charleston’s (2008) earlier model requires only a quadratic number of pa-

rameters. This reduction was achieved by considering the cophylogeny reconstruction

problem as a codivergence maximisation problem rather than an event minimisation

problem. That is, Wieseke et al.’s (2015) model defines an integer linear programming

formulation which only considers the associative cost of codivergence and host switch

events.
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While this model is unable to guarantee optimality it has been shown to perform par-

ticularly well when compared to cost minimisation heuristics. Wieseke et al.’s (2015)

model which is implemented in the program CoRe-ILP was compared against a number

of heuristics including Jane (Conow et al. 2010), NOTUNG (Stolzer et al. 2012) and

RANGER-DTL (Bansal et al. 2012), where Wieseke et al.’s (2015) analysis demon-

strated that only Jane was able to provide comparable accuracy to CoRe-ILP with CoRe-

ILP able to converge on its reconciliation in a reduced period of time compared to Jane.

The progress made by Wieseke et al. (2015) represents a significant step forward

in the application of Integer Linear Programming to the cophylogeny reconstruction

problem. While this topic is not the focus of this thesis, this field of research appears to

offer great potential for providing accurate reconciliations for the cophylogeny recon-

struction problem in the future.

2.6.2 Heuristics

While only limited success has been achieved in the development of approximation

algorithms for the cophylogeny reconstruction problem to date, the development of

heuristics and metaheuristics has been highly successful. These algorithms while pro-

viding no guarantee on the accuracy of the inferred reconciliation, have been shown to

provide highly accurate results in practice in a reasonable period of time. The heuristics

for this problem can be considered in two groups. The first set of algorithms consid-

ers a relaxation of the cophylogeny reconstruction problem, while the second set of

algorithms imposes constraints on the problem instance.

The first heuristic approach proposed to solve the cost minimisation permutation of

the cophylogeny reconstruction problem was first applied in a coevolutionary context

by Merkle and Middendorf (2005). This first implementation of their methodology was

the foundations for the Tarzan software package (Merkle and Middendorf 2005), where

their initial implementation of this algorithm required cubic time to infer a minimum

cost map between a pair of phylogenetic trees.

This method applies a novel partitioning algorithm which adapts a prior heuristic

which has been used successfully to solve the feedback arc set problem (Merkle and

Middendorf 2005). This implementation at the time represented the first instance where

a heuristic from a computationally intractable problem was applied to the cophylogeny

reconstruction problem. It is the application of this heuristic and the complexity analysis
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performed by Libeskind-Hadas and Charleston (2009), and Ovadia et al. (2011), that

reignited algorithmic interest in this complex problem.

This technique is capable of inferring a map in polynomial time by ignoring the

order of evolutionary events as defined by the parasite’s phylogenetic history, where the

reconciled history may map parasite nodes into the host phylogeny in an order which

contradicts the relative order defined by the parasite phylogeny. While this may seem

like a major limiting factor of this approach, it has been shown that reconciliations

which induce such contradictions rarely occur (Arvestad et al. 2003). When this does

occur, however, such reconciliations are referred to as time–inconsistent (Doyon et al.

2011), due to the inconsistent nature of the order of evolutionary events, or alternatively

are referred to as biologically infeasible (Conow et al. 2010). One of the difficulties

faced with the inference of biologically infeasible reconciliations is that they may po-

tentially give rise to an associative cost which is strictly less than the optimal solution

(Conow et al. 2010). That is, by introducing a series of invalid evolutionary events

the reconciliation cost is further minimised. Such a solution is possible by minimising

the number of loss events in the reconciliation, and / or allowing for a higher number

of codivergence events than is feasible when the relative order defined by the parasite

phylogeny is enforced.

While attempts have been made to combat this problem such as van Iersel et al.’s

(2014) development of the tool CYCLEKILLER, to date no method has been able to

offset the problem introduced by cycles in the worst case. This approach has, however,

become quite popular within the gene–species reconciliation community particularly as

gene trees often have low confidence values in the order of divergence events inferred

(Libeskind-Hadas et al. 2014).

To date the fastest approach which applies this technique is Bansal et al.’s (2012)

DTL reconciliation algorithm integrated into RANGER-DTL (Bansal 2012). This algo-

rithm is able to reconcile a pair of phylogenetic trees in worst case quadratic time using

a novel dynamic programming algorithm. This method was proposed in 2012 following

a series of advancements within this problem space (Merkle et al. 2010; Tofigh et al.

2011; Yodpinyanee et al. 2011).

In this thesis, algorithms which apply this heuristic are described as those which

solve the relaxed cophylogeny reconstruction problem. This allows techniques which

apply this heuristic to be compared to heuristics which estimate the cophylogeny re-

construction problem by first solving the simpler dated tree reconciliation problem, an
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alternate heuristic introduced in the next section. Approaches which solve the relaxed

cophylogeny reconstruction problem have been extended to provide insight into the

shape of the Pareto set, with a particular focus on inferring the unique set of optimal

event count vectors. This focus is driven from the fact that while there are an expo-

nential number of unique maps, there are only a polynomial number of unique sets of

events expressed by such maps (Libeskind-Hadas et al. 2014). Two notable techniques

which exploit the relaxed cophylogeny reconstruction problem to provide such insights

include CoRe-PA (Merkle et al. 2010) and Xscape (Libeskind-Hadas et al. 2014).

CoRe-PA provides a traversal of the Pareto set using this algorithm to infer a subset

of the exponential number of optimal solutions, and then using this sample to estimate

the most likely reconciliation for the problem instance, the consensus map. This ap-

proach offered the first means to infer such a map without the exponential time and

space complexity associated with the Jungle data structure. However, unlike the Jun-

gle this is only an estimation of the consensus map as time-inconsistent solutions may

introduce bias in the construction of the Pareto set (Donati et al. 2015).

Alternatively, Xscape provides the functionality to count the number of unique solu-

tions which exist within the Pareto set using this heuristic as the underlying algorithm.

This algorithm is derived from the fact that while it may require exponential time and

space to record all the Pareto optimal solutions, it is possible to count the number of

Pareto optimal solutions in polynomial time in some cases. For example, while it re-

quires exponential time and space to store all the possible shortest paths between a pair

of points in a graph, the number of paths may be counted in polynomial time using an

adapted version of the Floyd-Warshall algorithm (Erciyes 2014).

An implementation of the algorithm used to infer the relaxed cophylogeny recon-

struction problem is applied in the software tool Costscape, one of the three programs

within the Xscape toolkit (Libeskind-Hadas 2015a). This approach is able to visualise

the topology of the Pareto front by solving the relaxed cophylogeny reconstruction prob-

lem for various cost schemes as seen in Figure 2.19.

Under the costscape model codivergence events are assigned a cost of zero, duplica-

tion events are assigned a cost of 1 and loss and host switch events are allowed to vary

with a range defined by the user. This range is capped by the internal number of evo-

lutionary events within the parasite phylogeny, as costs outside of this range will cause

no variation in the topology of the Pareto set, and may not be defined as less than 0, as

this model assumes codivergence events are the most congruent evolutionary event in
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line with the majority of coevolutionary analysis literature (Page 2003b; Jackson 2005;

Charleston and Perkins 2006; de Vienne et al. 2007; Silvieus et al. 2008; Ramsden et al.

2009; Peterson et al. 2010; Susoy and Herrmann 2014; Escudero 2015; Haukisalmi

et al. 2016). By ensuring these constraints are maintained an O(n4 logn) worst case

time complexity bound may be established for this algorithm (Libeskind-Hadas et al.

2014).
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<2, 1, 1, 1> Count = 1
<1, 1, 2, 0> Count = 3
<2, 2, 0, 2> Count = 1

Figure 2.19: The Pareto set for the Tanglegram presented in Figure 2.14. Of note is that
not only does costscape represent the three Pareto optimal solutions, but also provides
a count of the number of Pareto optimal solutions which exist for each unique solution.

Due to the importance of inferring biologically feasible solutions, a second possi-

ble heuristic approach was proposed by Libeskind-Hadas and Charleston (2009). This

method proposed fixing the internal node ordering of the host phylogeny and mapping

the parasite tree into this fixed order phylogeny. The benefit of such an approach is that

it ensures that the map remains time consistent, as host switch events are only permitted

to switch between branches which lie within a common period. While there exists an

exponential number of maps even when the internal node ordering is fixed, Libeskind-

Hadas and Charleston (2009) proposed a dynamic programming algorithm which was

able to recover one such map in polynomial time. The first implementation of this al-

gorithm, which is referred to herein as Node Mapping, ran in O(n7), and was integrated

into the first implementation of the Jane software tool (Conow et al. 2010).

The sub-problem proposed by Libeskind-Hadas and Charleston (2009) is referred to

herein as the dated tree reconciliation problem. Recently there has been great interest

in algorithms which are able to solve the dated tree reconciliation problem efficiently,

for the purpose of coevolutionary analysis (Conow et al. 2010) and inferring species
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trees from gene trees (Bansal et al. 2012). By fixing the internal node ordering of the

host tree, however, the exponential running time associated with this complex problem

is not mitigated (Libeskind-Hadas and Charleston 2009). This is due to the exponen-

tial number of internal node orderings that must be considered to guarantee optimality

(Page 1991). To counter this inherent complexity, Conow et al. (2010) proposed that

the exponential number of possible node orderings be explored using a metaheuristic

framework. While initial analysis using simulated annealing was shown to perform

poorly, genetic algorithms have been shown to be highly successful, converging on ac-

curate reconciliations in a short period of time (Conow et al. 2010).

Further, algorithms which solve the dated tree reconciliation problem offer the ben-

efits of solving the cophylogeny reconstruction problem optimally, if confident branch

lengths can be given (Doyon et al. 2010b, 2011; Bansal et al. 2012), specifically, if the

relative order of divergence events may be inferred. Confident branch lengths are often

infeasible to establish, but often even approximate bounds may be used to constrain

the exponential number of possible node timings to a polynomial factor (Charleston

and Libeskind-Hadas 2014). For example, the gopher–louse tanglegram introduced in

Figure 2.1 only includes six unique timings which allows for a brute force search of all

feasible internal node orderings for this problem instance, using algorithms which solve

the dated tree reconciliation problem.

The high computational running time of the algorithm integrated into the first ver-

sion of Jane, O(n7), along with its high space complexity bound, O(n4), were both

seen as significant limitations to the adoption of this approach, although presented an

excellent proof of the concept of the value of algorithms which solve the dated tree

reconciliation problem. This algorithm was subsequently replaced by three competing

approaches discussed herein, slicing (Doyon et al. 2010b), edge mapping (Yodpinyanee

et al. 2011), and Bansal et al.’s (2012) DTL reconciliation algorithm.

Doyon et al. (2010b; 2011) was the first to propose a cubic time algorithm to solve

the dated tree reconciliation problem. Their work introduced a novel slicing technique

where the host tree is cut into segments similar to the algorithm applied in Tarzan, where

the parasite tree is reassembled into the host tree. This process implemented in MPR

(Doyon et al. 2010a), offered a significant improvement requiring only cubic time and

cubic space.

Edge Mapping is the current algorithm applied within the Jane software tool (Yo-

dpinyanee et al. 2011; Fish 2013). This algorithm was introduced in Jane 2 and has
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remained the underlying algorithm ever since. It, along with Slicing, provides a cu-

bic time algorithm for solving the dated tree reconciliation problem. This reduction

was achieved by building a series of quadratic space reference tables to speed up the

computation of the optimal codivergence, duplication and host switch events. The ad-

vantage of Edge Mapping over Slicing is that it achieves its cubic running time using

only quadratic space. Edge Mapping, prior to the work presented herein, represented

the most time and space efficient algorithm capable of solving the dated tree reconcili-

ation problem with a guarantee that the inferred solution was time consistent.

Bansal et al.’s 2012 DTL reconciliation algorithm, integrated into RANGER-DTL

(Bansal 2012), is currently the fastest known approach for reconciling a pair of phylo-

genetic trees where the internal node ordering in the host tree is fixed for all possible

inputs, requiring only O(n2 logn) running time and requiring quadratic space. This al-

gorithm achieves a reduced time complexity bound by applying an application of the

range minimum query algorithm to infer the optimal host switch location. This ap-

proach provides a significant reduction to the asymptotic complexity, however, comes

at the cost that the inferred reconstruction may be time inconsistent (Bansal et al. 2012).

While the work considered in this thesis introduces a set of algorithms which can

outperform Bansal et al.’s (2012) approach for solving the dated tree reconciliation

problem for select tree topologies, this remains in general the best known algorithm

for this problem. This seems likely to remain the case, as between 2010 and 2012 the

running time was reduced from O(n7) to O(n2 logn) with no reported improvements

since then. Algorithms capable of solving the dated tree reconciliation problem have

also been applied to provide insight into the topology of the Pareto front and infer a

consensus map. A noteworthy example is Nguyen et al.’s (2013) development of an

algorithm capable of inferring the consensus map, which they refer to as the median

reconciliation. This algorithm represents the first approach capable of inferring the

guaranteed consensus map in polynomial time. It does however require that the branch

lengths of the host tree are known.

2.7 Dealing with widespread parasitism

Methods for solving the cophylogeny reconstruction problem have mainly considered

the case where each parasite may only inhabit a single host. This is due in part to the
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initial set of biological events proposed by Ronquist (1995) specifically codivergence,

duplication, host switch and loss, being unable to reconstruct the evolutionary history of

parasites which infect multiple host species, along with the hypothesis that coevolution

only occurs in systems with a one-to-one association between the parasites and their

hosts (Poulin 2011), a legacy dating back to Fahrenholz (1913).

This hypothesis, however, only considers a select set of coevolving systems and

precludes many observed coevolutionary systems where the parasites maintain low host

specificity, the ability of a parasite to infect more than one host species, as an evolu-

tionary advantage (Poulin 2011). In a comprehensive study of plant–insect interactions,

Nosil and Mooers (2005) demonstrated that while insects often form exclusive associa-

tions with their hosts, this is not always the case. Butterflies and bark beetles have been

shown to often be associated with many host plant species. This case is not unusual,

with Stireman’s (2005) study of endoparasitoids and their Tachinidae (fly) hosts also

demonstrating the evolutionary advantage of low host specificity. In fact, in this system,

low host specificity of endoparasitoids has led to a significant evolutionary advantage

(Poulin 2011). These results affirm that ongoing research into cophylogeny mapping

must consider the general case, where parasites are permitted to inhabit more than one

host (widespread parasitism), to accurately model all coevolutionary interrelationships.

A well known tanglegram instance where widespread parasites have been observed

is the pocket gopher and chewing lice instance presented in Figure 2.20, where the

widespread associations are marked in red. Often the widespread parasite setzeri is

handled by considering an additional divergence event giving rise to two new species,

setzeri A and setzeri B (Charleston 1998), but today this is modelled instead using a

failure-to-diverge evolutionary event.

The problem of reconciling the minimum cost map where parasites exhibit a low

host specificity has to date gained little traction. This has been largely due to the limited

development of widespread evolutionary events to model this incongruence, which was

not considered for almost a decade (Johnson et al. 2003) after the establishment of

Ronquist’s (1995) evolutionary process where parasites are constrained to inhabit only

a single host. Currently there are two evolutionary events which have been applied

in reconstructing widespread parasitic events. The first widespread event was applied

in SBPA, which Brooks (1990) refers to as a host switch without speciation, and the

second, failure-to-diverge, has been commonly applied to cophylogeny mapping with a

number of recent algorithms adopting this evolutionary event to deal with the associated
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incongruence caused by widespread parasitism (Conow et al. 2010; Fish 2013; Merkle

et al. 2010; Wieseke et al. 2015).

talpoides

bottae

bursarius

hispidus

cavator

underwoodi

cherriei

heterodus

wardi

minor

thomomyus

actuosi

ewingi

yucatanensis

panamensis

setzeri

cherriei

costaricensis

Associations (ϕ)

Pocket Gophers (Host) Chewing Lice (Parasite)

Figure 2.20: The phylogenetic histories of pocket gophers and chewing lice and the
parasitic associations between these sets of organisms first presented in Figure 2.1. In
this figure the widespread associations for the species setzeri are marked in red.

Host switch without speciation models the behaviour of a parasite which colonises

an independent host lineage, while maintaining gene-flow with the parasites inhabiting

the original host species. This evolutionary event can occur where different independent

host species come in contact with one another, such as the observed dispersal of chewing

lice amongst different penguin species at common breeding grounds (Banks et al. 2005).

To remove any ambiguity, host switch without speciation is referred to as spread

herein. This is to differentiate it from a host switch event, which encapsulates a diver-

gence in the parasite lineage. The name spread has been selected due to the “spreading”

behaviour which has been noted for parasites which have a low host specificity (Banks

et al. 2005; Qiao 2012).

This behaviour has not only been observed in nature, but also in lab experiments

where it has been shown that nematodes have the potential to spread to multiple dis-

tantly related Drosophila species (Poulin 2011). This phenomenon was observed in

laboratory experiments where distantly related Drosophila species which would not be

expected to encounter one another in nature, were introduced into a shared environment
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(Poulin 2011). The nematodes’ general purpose genotype is known to allow each in-

dividual species to infect a high number of host species, and this was shown to be the

case in this experiment even for the distantly related Drosophila hosts.

In this example the infection of the distantly related Drosophila did not require any

evolutionary changes in the Nemotode species, so cannot be modelled correctly using a

host switch event. Therefore, such an evolutionary process is more accurately modelled

using the widespread evolutionary event spread, which has been visually represented in

Figure 2.21.

Parasite

Host

Figure 2.21: The spread event represents the case where a parasite resumes gene flow
with an independent host species where the infection of the new host species does not
result in a divergence in the parasite lineage.

There are, however, cases where a spread event is not representative of the parasitic

colonisation process. Cases where a parasite maintains uninterrupted gene flow from

the moment the host species diverges cannot be captured using a spread event. This

evolutionary process is modelled using the failure-to-diverge event. Failure-to-diverge

is formally defined as the case where a parasite species maintains its ability to inhabit

both hosts following a host divergence event, without the need for a divergence of the

parasite lineage (Banks and Paterson 2005), and is visualised in Figure 2.22

Throughout this thesis the evolutionary events used to deal with the apparent in-

congruence which widespread parasitism gives rise to, such as failure-to-diverge and

spread, will be referred to as widespread events. This is to differentiate them from di-

vergence events; which encapsulates codivergence, duplication and host switch events,

along with loss events which may occur within both contexts.

When permitting widespread parasitism additional complexity is added to the co-

phylogeny reconstruction problem. Rather than considering four evolutionary events

there are either five or six evolutionary events which must now be modelled.
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Parasite

Host

Figure 2.22: The failure-to-diverge event represents the case where the parasite species
maintains gene flow with both host species following a divergence in the host lineage.
Of note it can be seen that in both Figures 2.21 and 2.22 there are no shapes, circle,
square or hexagon to indicate a divergence event in the parasite lineage. This is due
to both spread and failure-to-diverge representing a single parasite lineage inhabiting
multiple hosts.

This additional complexity does not change the complexity class of this problem,

however, as Ovadia et al.’s (2011) complexity analysis reduced the cophylogeny re-

construction problem to the generalised cophylogeny reconstruction problem, another

name for the widespread parasite problem. Therefore, while there are additional evolu-

tionary events which must be modelled, the widespread parasite problem, similar to the

cophylogeny reconstruction problem, is NP-Hard.

Although many algorithmic advances in the field of coevolutionary analysis have

constrained the problem instance to avoid widespread parasitism, a number of algo-

rithms can today handle widespread parasitism and have been applied to a number of

studies, including Althoff et al.’s (2012) analysis of the host specificity of moths, and

Millanes et al.’s (2014) analysis of the host specificity of fungi. The algorithms ap-

plied in these studies however have been constrained to only consider one of the two

widespread events available, in this case failure-to-diverge (Althoff et al. 2012; Millanes

et al. 2014). The development of algorithms which handle both evolutionary events

within a framework is still very much in its infancy, but is required to provide biolo-

gists with a unified model for the analysis of widespread parasitism in a coevolutionary

context.



Chapter 3

Coevolutionary analysis: a complex
landscape

This chapter is based on two independent projects undertaken during my PhD candi-

dature, both of which aim to provide further insight into the complexities that arise

due to time-inconsistent host switch events. The first line of research arose from the

pattern analysis framework introduced in detail in Chapter 5. This work has been ex-

tended beyond what was originally published in BMC Bioinformatics (Drinkwater and

Charleston 2014b), to identify any underlying trends which exist in terms of the fre-

quency that time-inconsistent switch events occur within coevolutionary systems. In

particular, to ascertain if certain topological properties exist which promote or suppress

time-inconsistent switch events. This work was then extended further to consider the

relationships between time-inconsistent switch events and the Pareto front. This was

considered during my time at Harvey Mudd College in 2014, where this work not only

highlights the complex nature of time-inconsistent events, one of the unique challenges

faced when developing coevolutionary analysis algorithms, but also considers their im-

pact on the topology of the Pareto front. This chapter unlike the work presented in

Chapters 4, 5, 6, 7, 8 and 9 discusses the associated problems related to coevolution-

ary analysis at a theoretical level, while these latter chapters provide new techniques to

address such challenges.

74
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3.1 A Complex Landscape

In 2011 Ovadia et al. were able to prove that the cophylogeny reconstruction problem is

NP-Hard and in doing so demonstrated that no optimal polynomial time solution existed

for this complex problem; if one assumes that P 6= NP (Ovadia et al. 2011). Subsequent

research has provided a strong indication that this problem is most likely APX-Hard

(Charleston 2010)1, although this remains an open question.

This view is one that has been adopted by many researchers in this field which

is highlighted by the strong focus on heuristic driven solutions (Merkle et al. 2010;

Bansal et al. 2012) rather than approximation algorithms (Wieseke et al. 2015). This

focus has given rise to two streams of heuristic development, as discussed in Chapter 2,

which may be considered as methods for solving the relaxed cophylogeny reconstruc-

tion problem or the dated tree reconciliation problem.

The first of these heuristic classes, those that solve the relaxed cophylogeny recon-

struction problem, are known to have a number of polynomial time solutions including

those integrated into Tarzan (Merkle and Middendorf 2005), CoRe-PA (Merkle et al.

2010), and RANGER-DTL (Bansal et al. 2012) to name a few. The complications

which arise from the application of such algorithms, however, is that each may report

inconsistent solutions.

While this problem is known to occur, it has been considered as a rare phenomenon

when reconciling a pair of phylogenetic trees largely due to the work of Addario-Berry

et al. (2003), where it was shown that the reconciliation of 10000 species trees from

gene trees gave rise to no time-inconsistent solutions. This result has been used by a

number of studies to argue in favour of this heuristic model for coevolutionary analysis

(Libeskind-Hadas et al. 2014).

There have however been isolated cases where the trend observed by Addario-Berry

et al. (2003) has not been maintained, such as Conow et al.’s (2010) analysis of six co-

evolutionary systems. In this study Conow et al. (2010) identified one biological system

which included a series of time-inconsistent host switch events. While an interesting

result, this experiment should ideally have been expanded to consider a larger number

of biological systems displaying varying degrees of evolutionary dependence. This is

the premise of the experiment which is considered within this chapter.

1Note although published prior to Ovadia et al., (2011) proof, Charleston’s conjecture relied heavily
on a preprint of Ovadia et al.’s (2009) reduction
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3.2 Switch events: The bane of coevolutionary analysis

The computational intractability of the cophylogeny reconstruction problem is due to

the exponential number of host switch events that a reconciliation may induce. In fact

even in the case where the internal node ordering is fixed there are up to 2n unique host

switch events. This is compounded by the factorial number of possible internal node or-

derings when solving the cophylogeny reconstruction problem. The complex nature of

handling host switch events is observed when attempting to reconcile the incongruence

which is present in the tanglegram presented in Figure 3.1. This tanglegram is of note,

as unlike the tanglegrams presented in Chapter 2, such as Figure 2.16, this example is

susceptible to time inconsistent evolutionary events.
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Figure 3.1: A simple tanglegram which may induce a time inconsistent event along
with two possible reconciliations. The first map (centre) is Pareto optimal where time-
consistency is enforced while the second (right) is Pareto optimal if time-consistency is
not enforced, where the inconsistent switch event is highlighted in red.

The two reconciliations presented in Figure 3.1 are representative of two optimal

solutions, depending on the optimality criteria enforced. The first of these two maps is

considered to belong to the Pareto front under an optimality criteria which requires that

the relative order of the parasite phylogeny be preserved within the reconciled map.

That is, that the ancestral species must be mapped to a time period prior to all of its

descendants. This map consists of 2 codivergence events, 2 host switch events and

2 loss events, N = (2,0,2,2). The optimality criteria for the second map does not

enforce this constraint. Under this criteria evolutionary events may occur in any order,

permitting the possibility that a descendant may be mapped to a point in time prior to its

ancestral species. That is, the relative order defined by the parasite phylogenetic tree is

not maintained in the reconciled history. Such a time-contradiction occurs in this case
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due to the switch event represented by edge (y,x) which is marked in red. As a result

this map consists of 2 codivergence events and 2 host switch events, N = (2,0,2,0).

What is interesting when comparing these two maps and in particular their resultant

event counts, N, is that under any positive cost scheme where event costs are assigned

a cost greater than or equal to zero, the time-inconsistent map dominates the time-

consistent map, as the only difference in terms of event counts between each map is

that the time–consistent solution requires two additional loss events. This phenomenon

where an inconsistent map’s cost is strictly less than a consistent map is an ongoing

theme within this chapter, in particular how such cycles impact the topological land-

scape of the Pareto front.

3.3 Time Inconsistencies in practice

While constructing an artificial case is not difficult, it has to date appeared a chal-

lenging problem to identify biological cases where time-inconsistent host switch events

occur. This is in part due to the work of Addario-Berry et al. (2003) providing a com-

pelling argument that time inconsistencies are not a problem in practice. Addario-Berry

et al.’s (2003) study however, only considered the case where species trees are inferred

from gene trees. This is but one of many sub-problems that may be considered when

reconciling a pair of phylogenetic trees based on their extant taxa, such as: Batesian

and Müllurian mimicry (Hoyal Cuthill and Charleston 2015), predator–prey dynam-

ics (Fraija-Fernández et al. 2016), host–pathogen networks (Choi and Thines 2015),

herbivore–plant relationships (Wilson et al. 2012), mutualistic symbiosis (Ibanez et al.

2016), and host–parasite systems (Engelbrecht et al. 2016). This chapter therefore aims

to validate Addario-Berry et al.’s (2003) hypothesis within a broader coevolutionary

context, leveraging a combination of previously published synthetic and biological sys-

tems.

The synthetic data considered within this study was generated using the CoRe-Gen

software tool (Keller-Schmidt et al. 2011). The particular data set applied was included

as part of Keller-Schmidt et al.’s (2011) original publication and is discussed in detail

in Appendix C. These data sets and the CoRe-Gen software tool have been applied to

a number of prior studies (Rosenblueth et al. 2012; Toit et al. 2013; Liu et al. 2014;

Martı́nez-Aquino et al. 2014; Herrera et al. 2016) and are applied throughout this thesis
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as one approach to producing synthetic tanglegrams.

The biological data sets considered within this chapter were catalogued from over 50

previous publications, and were first published collectively in 2014 (Drinkwater 2014),

and are discussed in detail in Appendix A. This data set, in particular, is used throughout

this thesis, including algorithmic validation in Chapters 4, 5, 6, 7, and 8.

By applying these two data sets containing 1055 unique coevolutionary systems, it

is expected that it will be possible to either validate that Addario-Berry et al.’s (2003)

hypothesis holds within a broader coevolutionary context, or alternatively to provide the

first comprehensive analysis which demonstrates that time-inconsistencies are in fact a

problem within a coevolutionary analysis context.

To identify the frequency that time-inconsistent events occur within biological sys-

tems the two most popular coevolutionary analysis tools over the last five years were

selected. The first of these tools, CoRe-PA, leverages the relaxed cophylogeny recon-

struction problem and is therefore subject to time-inconsistencies, while Jane leverages

the dated tree reconciliation problem as a means to guarantee that the reported solutions

are biologically feasible.

CoRe-PA, similar to its precursor Tarzan (Merkle and Middendorf 2005), is an

event-based method used to find the minimal cost reconstruction. Due to its use of

the relaxed cophylogeny reconstruction problem, CoRe-PA is only able to reconcile so-

lutions where the resultant costs are at most equal to the optimal map’s cost. That is, the

cost of the reconciled history inferred by CoRe-PA is less than or equal to the optimal

map’s cost. To date this approach has been applied to at least 18 biological studies2.

It should be noted that while it has been observed that CoRe-PA is unable to reconcile

the correct consensus map in some cases (Donati et al. 2015), it still provides a valid

framework for inferring a single reconciliation.

The development of the Jane software series represents a number of iterations of the

heuristic first proposed by Libeskind-Hadas and Charleston (2009). Similar to CoRe-

PA, Jane is an event-based method used to find the minimal cost reconstruction. Unlike

CoRe-PA, however, Jane leverages the dated tree reconciliation problem to reconcile

solutions where the resultant costs are at best equal to the optimal map’s cost, that is,

the cost of the reconciled history is greater than or equal to the optimal map’s cost. To

2(Nemirov et al. 2010; Coulibaly-N’Golo et al. 2011; Forister and Feldman 2011; Dilcher et al. 2012;
Rosenblueth et al. 2012; Choi et al. 2012; Kvičerová and Hypša 2013; Levitsky 2013; Mramba et al.
2013; Toit et al. 2013; Bellec et al. 2014; ODonnell et al. 2014; Zhang et al. 2014; Choi and Thines 2015;
Lauron et al. 2015; Vanhove et al. 2015; Bellec and Desdevises 2015)
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date Jane has been applied to at least 55 biological studies3.

Collectively these two tools have been applied to analyse almost 70 biological sys-

tems over the past five years and as such are representative of a duopoly within the

cophylogeny mapping field. The variation with which these two tools have been ap-

plied within a coevolutionary analysis context provides additional confidence in the

selection of these two techniques. Further, applying both heuristic strategies offers the

advantage that when CoRe-PA and Jane both converge on a pair of resultant maps with

equal cost, then these maps must be optimal. Therefore, it is only the cases where they

do not converge which need to be investigated for time-inconsistent events. By applying

such a filter a significantly larger number of data sets may be considered, as at the time

this experiment was undertaken the detection of time inconsistent events was a manual

process, and therefore such a filter significantly reduced this manual process.

It should be noted that an alternate approach to this experiment could be to apply

Donati et al.’s (2015) time inconsistency detection algorithm to each reconstruction

solved by CoRe-PA. This would require a custom API be developed to process the

solutions inferred by CoRe-PA, which in turn would allow for larger biological data sets

to be considered. This approach was not considered as this analysis was undertaken

in 2014 as part of the larger body of work (Drinkwater and Charleston 2014b) while

EUCALYPT was not published until 2015.

3.3.1 The frequency with which time inconsistent solutions arise

To provide a comprehensive evaluation of the frequency with which time-inconsistent

switch events arise an aggregated event cost, Ē was computed for both Jane and CoRe-

PA over the 1055 unique coevolutionary systems considered. This aggregated measure

as defined in Equation 3.1, offers an initial view of the variation which occurs between

3(Fernández-Mendoza et al. 2011; Cruaud et al. 2011; Štefka et al. 2011; Cruaud et al. 2012; Morse
et al. 2012; Guilbert 2012; Decelle et al. 2012; Althoff et al. 2012; Mendlová et al. 2012; Rosenblueth
et al. 2012; Hoyal Cuthill and Charleston 2012; Alex et al. 2012; Aoki et al. 2013; Hartmann et al. 2013;
Toit et al. 2013; Hoyal Cuthill and Charleston 2013; Liu et al. 2013; Clerissi et al. 2013; Gerth et al. 2013;
Šimková et al. 2013; Murray et al. 2013; Koga et al. 2013b; Roach et al. 2013; Deng et al. 2013; Boyko
et al. 2013; Koch et al. 2013; Vienne et al. 2013; Koga et al. 2013a; Fornuskova et al. 2013; Fornuskova
2013; Du Toit 2013; Kvičerová and Hypša 2013; ODonnell et al. 2014; Kaltenpoth et al. 2014; Kaltenpoth
and Steiger 2014; Bellec et al. 2014; Millanes et al. 2014; Voigt et al. 2014; Katzourakis et al. 2014; Liu
et al. 2014; Susoy and Herrmann 2014; Summers and Rouse 2014; Escudero 2015; Ghersi et al. 2015;
Hoyal Cuthill and Charleston 2015; Meij et al. 2015; Hamerlinck 2015; Viale et al. 2015; Vanhove and
Huyse 2015; Lauron et al. 2015; Lemaire et al. 2015; Fraija-Fernández et al. 2015; Rodelo-Urrego et al.
2015)
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Jane and CoRe-PA. It does not, however, indicate the number of time-inconsistent so-

lutions which may have occurred within the 1055 unique systems.

Ē =
n

∑
i=0

Ei (3.1)

The event cost for each coevolutionary system within this analysis was computed

under the Jungle cost scheme (Charleston 1998), the most common event cost scheme

applied within this field (Ronquist 2003). Under this model codivergence events are

assigned a cost of 0, duplication and loss events a cost of 1 and host switch events are

assigned a cost of 2. It should be noted that if an alternate cost scheme was applied

it is expected that a different rate of inconsistency may be observed. In this case the

Jungle cost scheme was applied as it is the most commonly applied by biologists and

therefore most relevant in accessing the rate that time inconsistencies may occur within

this context (Ronquist 2003).

The variation in the aggregated event costs, Ē, as seen in Table 3.1, was due to 34

coevolutionary systems; 28 synthetic and 6 biological cases where Jane and CoRe-PA

reported reconciliations with conflicting costs. In all 34 cases where Jane and CoRe-

PA disagreed the variation was due to a host switch which induced at least one time-

inconsistency within CoRe-PA’s reported map. As a result, CoRe-PA generated time-

inconsistent solutions in 2.9% of cases over the synthetic data set and 5.9% of cases

over the biological data set.

Table 3.1: The total event cost, Ē, reported by Jane and CoRe-PA over the full set of
Synthetic and Biological Data sets where the Jungle cost scheme (Charleston 1998) has
been applied to both techniques.

Algorithm Synthetic Data Sets (Ē) Biological Data Sets (Ē)
Jane 12869 1481
CoRe-PA 12839 1473

Table 3.1 conflicts with Addario-Berry et al.’s (2003) hypothesis due to both the

synthetic and biological data sets reporting solutions which include time-inconsistent

switch events. An area of interest which follows on from this result therefore, is to

consider if there are clusters where time inconsistent events occur and at a higher rate.
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3.3.2 The relationship between size and inconsistent switch events

In the previous section the frequency of time-inconsistent events across two data sets

was considered where it was shown that in both cases there were a small number of

systems where time-inconsistent events occur. In this section these results are reconsid-

ered to evaluate if the size of the data sets has any impact on the frequency with which

time-inconsistent events occur.

When considering the biological systems it may be observed, (see Figure 3.2), that

as the systems considered grow in size so too does the probability that a time incon-

sistent event may occur. This is demonstrated by comparing the probability that a time

inconsistency may occur over the complete set of biological systems which is 6%, com-

pared to the probability for subsets consisting of larger coevolutionary systems. For

example, the probability of a time inconsistent event in coevolutionary systems with

at least 10 taxa in the parasite tree is 8% ( 6
75), while it is 10% ( 2

20) when considering

systems with at least 20 taxa in the parasite tree.
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Figure 3.2: The rate at which a time inconsistent event occurs over various sizes of
tanglegrams. The size of the tanglegram in this instance is the total number of nodes in
the parasite tree.

It must be noted that the sample size considered herein is still quite small. Com-

pared to prior studies, however, this does provide a compelling argument that time-

inconsistencies are in fact an issue and argues that this is an area which must be ad-

dressed within the field of coevolutionary analysis.
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A similar trend is observed when analysing the synthetic data set, (see Figure 3.3).

When considering the entire set of synthetic coevolutionary systems it was observed

that there is only a 3% chance of a time inconsistent switch event. This increases to 4%

for the subsets which contain only coevolutionary systems with 10 or more ( 20
499), and

20 ( 8
223) or more taxa in the parasite phylogenies. While the synthetic data set does not

display as great an increase as is observed over the biological data set, this result still fits

the trend that time inconsistent events occur at a higher rate for larger coevolutionary

systems.
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Figure 3.3: The rate at which a time inconsistent events occurs over various sizes of
tanglegrams. The size of the tanglegram in this instance is the total number of nodes in
the parasite tree.

In both examples there is a trend that as the data sets increase so does the probability

of a time inconsistent event. Ideally this experiment would be carried out over a data set

with 10000 biological cases where a statistically significant signal may be inferred in

regards to the rate at which time inconsistencies occur4. The results presented herein,

however, offer an alternate view to Addario-Berry et al.’s (2003) modelling, arguing

that time inconsistent events may pose more of a challenge to algorithmic development

within this field than first thought. In the next section one such biological case identified

as giving rise to an inconsistent switch event is discussed in detail. This is aimed at

displaying the significant topological changes that may occur due to only a single time

inconsistent switch event.
4however such a data set does not exist within a broad coevolutionary context.
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3.3.3 The Primate–Malaria Coevolutionary System

Malaria is a deadly disease which is estimated to infect up to 198 million people each

year, of which 855,000 people die (WHO 2014). Malaria is spread to humans by

mosquitoes which carry Plasmodium inducing malaria in their saliva. Various strains

of malaria have been found to infect primate species and therefore there is a great inter-

est in evaluating if there exists a coevolutionary relationship between Plasmodium and

primates. Due to the public health significance that such a coevolutionary relationship

would represent, a number of prior studies have been undertaken in this field including

work by Waters et al. (1993), Escalante et al. (1998), Demanche et al. (2001), Evans

and Wellems (2002), and Mu et al. (2005), to name a few. It is the work of Mu et al.

(2005) in particular which is considered herein.

The tanglegram constructed as part of their research includes seven primate species

and the various Malaria strains which they are associated with. The tanglegram consid-

ered within Mu et al.’s (2005) study has been reproduced in Figure 3.4.
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Figure 3.4: The associations between primates and malaria.

This tanglegram is a great representation of parasites, in this case the strains of

malaria associated with Plasmodium, evolving at a significantly faster rate than their

hosts. This has given rise to the case where there are almost three times the number

of strains of malaria compared to the number of hosts which they infect. Such an

example requires a high number of duplication and host switch events to resolve this

incongruence, which is observed in the reconciliations introduced herein.
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Figure 3.5: The mapping produced by CoRe-PA for the Primate / Malaria tanglegram.
This map includes 6 codivergence events, 4 duplication events, 7 host switch events,
and 5 loss events and has a total resultant cost of 23 under the Jungle cost scheme.

This system was evaluated using both Jane and CoRe-PA, under the Jungle cost

scheme5. CoRe-PA was shown to induce a time-inconsistent switch resulting in a rec-

onciliation (see Figure 3.5) which costs one less than the reconciliation produced by

Jane (see Figure 3.6) . Although such a difference does not seem significant at first, this

difference results in four additional codivergence events providing a radically different

view of the potential shared evolutionary history of these two sets of organisms.
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Figure 3.6: The mapping produced by Jane for the Primate / Malaria tanglegram. This
map includes 2 codivergence events, 7 duplication events, 8 host switch events, and 1
loss event and has a total resultant cost of 24 under the Jungle cost scheme.

5as was discussed as part of the experimental design presented in the previous section
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This variation in the number of codivergence events inferred by each technique is

due to a time-inconsistent switch event marked in red in Figure 3.5. This example

presents an extreme case of a time-inconsistent switch where the switch event jumps

back across a number of time periods (ancestors). This form of host switch event is not

permitted as it violates the relative order of events within the parasite phylogeny.

A side effect of allowing parasites to colonise long extinct host species is that it

is possible to provide a reconciliation which displays a higher degree of congruence.

This was observed in this example where CoRe-PA’s reconciliation allows for a greater

number of codivergence events and recovers a reconciliation where the parasite and

host have coevolved to some degree for a longer period of time. An area of inter-

est, therefore, is whether such an inconsistent event gives rise to an incorrect signal of

significance, where a consistent map does not. Significance in this context refers to

the case where a map rejects the null hypothesis that the two sets of organisms have

evolved independently. This is one of the potential risks associated with time inconsis-

tent events, that is, that they may provide an invalid signal of coevolution along with

being biologically infeasible. In this case neither reconciliation is significant, as can be

seen in Figure 3.7, although that is not evidence that cases where an inconsistency may

induce such a result do not exist.
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Figure 3.7: The event costs inferred from 10000 random tanglegrams of the primate
malaria system. In this case neither CoRe-PA (23) nor Jane (24) infers a reconciliation
which is cheaper than 95% of the random coevolutionary systems and as such both
coevolutionary analysis tools posit that the primate and malaria phylogenetic trees have
evolved independently.
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Although neither Jane nor CoRe-PA’s reconciliation provides a statistically signif-

icant signal in this case, this example demonstrates the potential risks that may occur

when dealing with time inconsistent events. In the next section these risks are discussed

in relation to not only individual reconciliations but the changes that time inconsisten-

cies may induce on the topology of the Pareto front.

3.4 Inconsistent Switch Events and the Pareto Front

A timing inconsistency arises where a parasite node is mapped into a host tree prior

to its ancestor(s). In section 3.3.1 timing inconsistencies were considered in terms of

a single event cost vector where it was shown that when they occur time inconsistent

switch events have a significant impact on the inference of biologically representative

solutions. This impact is increased when considering inconsistent switch events within

the context of the entire Pareto front.
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Figure 3.8: Two possible maps for the Tanglegram presented in Figure 3.1. The map on
the left is Pareto optimal where time-consistency is enforced. The map on the right is
Pareto optimal if time-consistency is not enforced.

Figure 3.9 considers the impact that a single inconsistent reconciliation may have

over the Pareto front by comparing the Pareto front as inferred by costscape, Figure 3.9

(left), a software tool which applies a similar underlying algorithm to CoRe-PA, against

the actual Pareto front inferred using an application of the dated tree reconciliation

problem for all possible internal node orderings, Figure 3.9 (right)6.

6this is possible in this case due to the polynomial number (2) of internal node orderings
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Figure 3.9 demonstrates the topological sensitivity which may be exposed by the

inclusion of inconsistent switch events when analysing the entire Pareto front, in partic-

ular in inferring a consensus map. In this case one inconsistent solution suppresses two

optimal solutions and represents the optimal solution within 92% (14.675
16 ) of the search

space considered in Figure 3.9. This impact is even more significant when considering

that Section 3.3.1 demonstrated that there is a 6% chance that a time inconsistent event

may occur for just a single event cost vector of which there are O(n2) (Libeskind-Hadas

et al. 2014).
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Figure 3.9: The reported Pareto front from costscape (left) compared with the actual
Pareto front (right), generated using a brute force approach. The time-inconsistent so-
lution (3,0,2,0) under-counts the number of loss events such that two Pareto optimal
event count vectors are suppressed.

The interconnected nature of the Pareto front and in particular the ability for one

time inconsistent switch to have implications upon other maps within the Pareto front,

gives rise to the observed failings of CoRe-PA as first observed by Donati et al. (2015),

when inferring the consensus map. While often CoRe-PA infers a consistent map

(94%), it only needs to infer one inconsistent map from the quadratic number recov-

ered to potentially induce a significant bias in its recovered consensus map. Therefore,

while the frequency of time inconsistent events, when considering a single event cost

vector is relatively low, the impact on the topology of the Pareto front using tools such

as costscape is undoubtedly higher. In fact the probability of recovering a landscape

using costscape with no inconsistent events is almost zero when considering larger data

sets.

For example consider a tanglegram with 100 taxa; in this case the probability that no

inconsistent maps exist within the Pareto front is (
(10000

0

)
× 0.060× (1− 0.06)10000 ≈
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1.9× 10−269). This is due to the quadratic number of event costs (1002) which are

considered, where each of these has ≈ 6% chance that an inconsistent switch may

occur; based on the experimental results presented within this chapter. One could argue

that 6% is too high across all event cost vectors, however, even if the probability that

an inconsistent event occurs is reduced to 0.06%, the probability that a consensus map

with no bias is recovered in the case considered above is ≈ 0.002.

This phenomenon can be seen in practice when considering the tanglegram repre-

senting seabirds and their parasitic wing lice (Page et al. 2004) (see Figure 3.10). If

this coevolutionary system is reconciled using CoRe-PA under the Jungle cost scheme

a time consistent solution may be inferred in line with that inferred by Jane7. If however

a cost scheme, V = (0,2,3,1), the default CoRe-PA (Middendorf 2010) cost scheme is

applied, a time inconsistency arises where CoRe-PA reports a map with a cost of 15,

N = (10,0,3,6), while Jane reports a map with a cost of 16 , N = (9,0,4,4).

Diomedea epomophora

Pelagodroma marina

Pelecanoides urinatrixa

Pterodroma inexpecta

Procellaria westlandica

Puffinus griseus

Puffinus huttoni

Eudyptula minor

Eudyptula pachyrhnchus

Megadyptes antipodes

Larus dominicanus

Harrisoniella hopkinsi

Halipeurus consimilis

Halipeurus pelagicus

Halipeurus spadix

Halipeurus marina

Halipeurus falsus

Trabeculus schilingi

Trabeculus hexakon a

Trabeculus hexakon b

Trabeculus flemingi

Austrogoniodes watersoni

Austrogoniodes cristati

Austrogoniodes conci

Saemundssonia lari

Associations (ϕ)

Seabirds (H) Chewing Lice (P )

Figure 3.10: The phylogenetic histories of seabirds and their parasitic chewing lice
along with their known associations based on the analysis undertaken by Page et al.
(2004).

This cost scheme is only one of many where CoRe-PA is unable to reconcile a

time consistent mapping. If the seabird–lice coevolutionary system is analysed using
7In both cases the recovered map reported by CoRe-PA and Jane has an event cost of 12 and an event

count of N = (9,0,4,4).
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costscape and then compared to the set of optimal maps inferred by Jane, in line with

the analysis considered in Figure 3.9, it may be observed that 15% of the Pareto front

contains a map which is time inconsistent even though under the Jungle cost scheme an

optimal solution exists when using CoRe-PA8 (as can be seen in Figure 3.11). It should

be noted that, unlike in Figure 3.9, the optimal solution is an estimation generated using

Jane where one million replicates were run within a genetic algorithm.
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Figure 3.11: The reported Pareto front from costscape (left) compared with the esti-
mated Pareto front (right) generated using Jane, for the coevolutionary system contain-
ing seabirds and their parasitic chewing lice, presented in Figure 3.10.

The failure of models which rely on the relaxed cophylogeny reconstruction prob-

lem in capturing the topology of the Pareto front demonstrated herein, highlight the

importance of maintaining the development of more efficient algorithmic solutions for

the dated tree reconciliation problem. Through the development of such algorithms it

may be possible to provide the same inference offered by costscape, using tools such as

Nguyen et al.’s (2013) consensus model, without the bias that may be induced due to

inconsistent switch events. Hence, the primary focus of this thesis is the development

of new algorithms for the analysis of dated trees which offer asymptotic reductions in

terms of both the time and space required compared to existing models. These algo-

rithms may then at a later date be combined with Nguyen et al.’s (2013) consensus

model to provide a unified likelihood framework for coevolutionary analysis that is not

affected by time inconsistent solutions.

8while an optimal solution is inferred for this cost scheme two time inconsistent maps may also be
inferred.



Chapter 4

A reexamination of Node Mapping

This chapter is derived from the work published in Coevolution in 2014 (Drinkwater

and Charleston 2014a). My role in this work was the design and implementation of the

proposed algorithms, along with undertaking the analysis of a number of coevolution-

ary systems using this newly proposed technique. This includes the introduction of an

optimised version of Libeskind-Hadas and Charleston’s (2009) original node mapping

algorithm along with a linear time preprocessing algorithm for the dated tree reconcil-

iation problem, the first sub-quadratic time and space preprocessing algorithm for this

difficult problem. Michael Charleston’s contribution was the establishment of the broad

context of the initial line of enquiry along with valuable guidance in the development

of the final set of algorithms presented. The algorithm presented within this chapter

provides the basis for the tree topology analysis undertaken in Chapters 6 and 7, while

the linear time and space preprocessing algorithm is leveraged in the development of a

series of linear time and space heuristic mapping algorithms considered in Chapters 5

and 8, which are shown to have a significant accuracy improvement compared to pre-

vious approaches. Finally, the Improved Node Mapping algorithm presented herein is

extended to the more complex widespread parasitism problem introduced in Chapter 9,

where it is shown to be a highly accurate and extensible framework for this computa-

tionally intractable problem.

90
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4.1 Extending the original Node Mapping algorithm

The node mapping algorithm was first proposed by Libeskind-Hadas and Charleston

(2009) and is representative of the first algorithm capable of solving the dated tree

reconciliation problem in polynomial time. While first proposed in 2009, the first im-

plementation was applied in 2010 as part of the original version of Jane (Conow et al.

2010). Although a successful proof of concept, this implementation was noted for its

high polynomial complexity bound, with a worst case running time complexity bound

of O(n7). This along with its high polynomial space complexity requirement of O(n4),

significantly restricted its applicability for the analysis of larger coevolutionary systems.

Even with its exceptionally high polynomial bound, Jane 1 was a significant step for-

ward for coevolutionary analysis, as O(n7) was a significant reduction from the worst

case exponential running time associated with the Jungle data structure (Charleston

1998; Merkle and Middendorf 2005). The implementation of the Node Mapping al-

gorithm within Jane along with the metaheuristic analysis performed by Conow et al.

(2010) introduced a new approach for coevolutionary analysis which provided highly

accurate solutions in practice, even if solving the cophylogeny reconstruction problem

using the dated tree reconciliation problem in this manner was unable to provide an

approximation ratio.

While no approximation ratio is able to be provided using this approach, the in-

ferred reconciliations can provide a guarantee that the reconciled map is time-consistent

(Libeskind-Hadas and Charleston 2009) which was exploited in the formulation of Jane,

where Conow et al. (2010) were able to infer the first time consistent solutions for

the Leguminosae–Psyllids coevolutionary system (Percy 2001; Merkle and Middendorf

2005; Conow et al. 2010). Further, while no approximation ratio can be derived for

a technique which exploits the dated tree reconciliation problem, it has been shown

that methods which apply a metaheuristic, particularly a genetic algorithm, are able to

converge on highly accurate maps in a reasonable period of time (Conow et al. 2010).

This has continued to be observed as data sets have continued to grow, including Cru-

aud et al.’s (2012) analysis of figs and their pollinator wasps and again by Wieseke

et al. (2015) where Jane was shown to be the only method with comparable accuracy to

Wieseke et al.’s ILP model.

To address the high computational cost associated with the Node Mapping algo-

rithm a series of improvements have been introduced, including Doyon et al.’s (2010b;
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2011) slicing method, Yodpinyanee et al.’s (2011) edge mapping method and Bansal

et al.’s (2012) DTL reconciliation algorithm. Each of these algorithms provided a more

optimised dynamic programming solution capable of solving the dated tree reconcili-

ation problem more efficiently. While each of these algorithms was able to provide a

significant reduction to the time and / or space complexity required to solve the dated

tree reconciliation problem, no research to this author’s knowledge has been undertaken

to examine if the original Node Mapping algorithm proposed by Libeskind-Hadas and

Charleston (2009) could be improved from its initial complexity bound.

One advantage of re-examining the Node Mapping algorithm is that this algorithm

remains one of the few methods capable of solving the dated network reconciliation

problem. The dated network reconciliation problem is the more generalised version

of the dated tree reconciliation problem where the host phylogeny may be a directed

acyclic graph and the parasite phylogeny is considered as a tree. At the time that the

work presented in this chapter was first published, Libeskind-Hadas and Charleston’s

(2009) node mapping algorithm remained the only polynomial time solution for this

problem, with only the recent work by To and Scornavacca (2015) offering further

inroads towards solving this more difficult problem. This work therefore focuses on

a set of optimisations which when applied to the original node mapping algorithm are

able to combat its high computational cost, in the hope that any complexity reduction

inferred may translate to the dated network reconciliation problem in some fashion.

In this chapter a new formulation of the Node Mapping algorithm is proposed which

is asymptotically as efficient as the edge mapping algorithm, both in terms of time and

space. That is, the newly proposed algorithm has a worst case time complexity bound

of O(n3) and requires only O(n2) space. Further, a linear time and space preprocess-

ing step is proposed which is a significant improvement compared to the worst case

quadratic time and space bound required for prior algorithms.

While this algorithm is still asymptotically slower than Bansal et al.’s (2012) DTL

algorithm, the preprocessing algorithm presented in this chapter provides the basis for

a number of algorithmic improvements for the dated tree reconciliation problem de-

scribed throughout this thesis, including the foundation for the first set of linear time

heuristics for the dated tree reconciliation problem described in Chapters 5 and 8, along

with permitting the first set of sub-quadratic space solutions capable of solving the

dated tree reconciliation problem optimally for select tree topologies, as described in

Chapters 6 and 7.
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4.2 Implementation

The proposed algorithm presented herein is designed to solve the dated tree recon-

ciliation problem using dynamic programming, in line with the initial formulation by

Libeskind-Hadas and Charleston (2009). The algorithm introduced in this chapter is

referred to throughout this thesis as the Improved Node Mapping algorithm and is in-

troduced in three parts; the first introduces a filtering method for the construction of

the dynamic programming table, such that the number of elements retained within the

memorisation formulation is asymptotically reduced. This is then followed by a new

optimisation for the storage requirements for the set of optimal host switch events. In

the original formulation of the node mapping algorithm O(n2) host switch events were

retained for each node. Using the optimisation presented in this chapter this value is

reduced to O(1). Finally, a new linear time preprocessing algorithm is proposed which

when integrated with the two newly proposed filters, gives rise to an O(n3) node map-

ping algorithm for solving the dated tree reconciliation algorithm.

The asymptotic complexity analysis presented in this chapter is defined in terms of

the size of the host, H, and parasite, P, where O(n) is representative of |H|+ |P|. This

assumption is used as the standard form for asymptotic analysis carried out throughout

this thesis and is an approach often applied to coevolutionary analysis (Conow et al.

2010; Merkle et al. 2010). Note, that using this formulation the size of the host and par-

asite phylogenies individually is also of size O(n). This formulation is easily compared

with the alternate approach for the complexity analysis of coevolutionary algorithms

where the size of host and parasite are treated separately. For example, the running time

of the slicing algorithm is often described as O(nm2) where n is the size of the host

and m is the size of the parasite, which has an equivalent worst case complexity bound

compared to edge mapping, which is often described as O(n3) where the size of the host

and parasite phylogeny are considered to be O(n) (Yodpinyanee et al. 2011).

Along with edge mapping and slicing, the node mapping algorithm may be consid-

ered as a bottom up, taxa-to-root, dynamic programming algorithm designed to map P

into H such that the resultant cost is minimised. An example of such a map may be seen

in Figure 4.1 where the reported map is optimal for the majority of cost schemes applied

today; such as the Jungle (0,1,2,1) (Ronquist 2003), CoRe-PA (0,2,3,1) (Middendorf

2010), and Jane1 (1,1,2,1) (Libeskind-Hadas 2015b), default costs schemes.

1as of Jane 3. Previously Jane used the Jungle cost scheme
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Figure 4.1: A simple (toy) tanglegram (left) and one of its optimal maps (right). This
example has been reproduced from the figure first presented in Chapter 2 (Figure 2.3).
This tanglegram and particularly the formulation of this optimal map, will be an impor-
tant driver for the asymptotic complexity improvements not only presented within this
chapter, but also in Chapters 6 and 7.

This map, however, is not optimal in all cases, such as under the cost scheme applied

by Page’s Reconciled Tree Analysis (Page 1990a), where host switch events are not

permitted. Therefore the analysis considered within this chapter aims to evaluate the

new formulation of the node mapping algorithm not only under event cost schemes

which treat the associated cost of each evolutionary event in a similar manner, such as

the Jungle cost scheme, but also consider the extremes, such as those applied in Page’s

Reconciled Tree Analysis (Page 1990a).

The new formulation of the node mapping algorithm considered in this chapter is

designed specifically for the dated tree reconciliation problem, unlike the original node

mapping algorithm which performs equally well for both phylogenetic networks and

phylogenetic trees. This analysis is in line with the focus of this chapter which aims

to deduce if there was a tree specific implementation of the node mapping algorithm

which has an asymptotic time complexity bound matching that of Edge Mapping (Yo-

dpinyanee et al. 2011) and Slicing (Doyon et al. 2010b). This model, however, may be

extended to the dated network reconciliation problem but this is outside the scope of

this thesis where only dated trees are considered.

4.2.1 Only holding on to O(n) sub-solutions

The node mapping algorithm is designed to map each parasite node into the host where

the set of optimal solutions for each parasite node, pi, is then used to infer the set of
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optimal locations in the host tree for its parent. This is iteratively built up until the

optimal positions may be inferred for p0, the root of P. Under this model the set of

optimal positions for each parasite node, pi, is formally defined as:

Definition 1. A sub-solution is the map, Φi, induced by the subtree Pi ∈ P, rooted at pi,

which is mapped into H.

The Node Mapping algorithm retains O(n2) sub-solutions for each node pi. These

sub-solutions are inferred through O(n4) comparisons of the sub-solutions retained for

pi’s children p j and pk. That is, all the sub-solutions for the left child (p j) must be

compared with those of the right child (pk) (Doyon et al. 2010b).

This work introduces a new technique which allows for the dated tree reconciliation

algorithm to be solved while only retaining O(n) entities, rather than retaining O(n2)

sub-solutions for each parasite node, pi. This reduction is possible by enforcing the

constraint that only a single sub-solution is retained for each host node. This is in

contrast to the original algorithm which maintained a list of O(n) potentially optimal

evolutionary events for each node. This list of O(n) events is often dominated by host

switch events, as each node has only a single optimal codivergence and duplication

event (Doyon et al. 2011).

Of the O(n2) unique evolutionary events that may be inferred when comparing all

the mapping locations retained for pi only O(n) minimal cost sub-solutions are required

to guarantee the optimal solution is recovered. The remaining (n2− n) sub-solutions

are discarded. This subset of mapping sites can still guarantee the optimal solution is

recovered, as all minimum cost sub-solutions are represented in this subset and only

sub-solutions with duplicate costs or solutions with worst costs are discarded. This is

an appropriate optimisation as the aim of this algorithm is to infer one optimal rec-

onciliation, not to infer the complete Pareto set. This optimisation is similar to the

precomputed reference tables applied within Yodpinyanee et al.’s (2011) edge mapping

algorithm, but unlike this approach the newly proposed method is able to reconcile an

optimal solution during the reconciliation phase rather than relying on lookup tables.

As a result the following definition may be inferred such that:

Definition 2. Only O(n) sub-solutions for each parasite node pi are required to infer

an optimal mapping for P into H. (Yodpinyanee et al. 2011)

By reducing the number of sub-solutions stored at each pass ensures that each node

only has O(n2) comparisons to process. As the O(n2) comparisons are run for each
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of the O(n) parasite nodes this algorithm requires O(n3) comparisons to reconcile the

parasite phylogeny into the host, where the set of sub-solutions retained at each step are

stored in a dynamic programming table of size O(n2). In this table the rows and the

columns represent parasite and host nodes, respectively. Each row of this table is con-

structed using the best sub-solutions of pi ∈ P. If pi does not have a valid mapping to a

node h j then this column entry is marked invalid and is not considered when processing

the parent of pi. The algorithm for the construction of this table is defined in Figure 4.2.

Algorithm 2 IMPROVEDNODEMAPPING(H, P, ϕ , V )
1: Φ is a two dimensional matrix
2: L← is a list of nodes in P
3: Sort the nodes in L by their distance from the root of P
4: for pi ∈ L do
5: if pi is a leaf then
6: Φ[pi]← leaf hi ∈ H which pi is associated with
7: else
8: p j, pk← the left and right children of pi
9: for hi ∈Φ[p j] do

10: for h j ∈Φ[pk] do
11: Φ[pi][hk]← minimum cost event for pi at node hk
12: end for
13: end for
14: end if
15: end for
16: return Φ(P)

Figure 4.2: Pseudocode for the Improved Node Mapping algorithm which is capable of
constructing an optimal mapping of a parasite phylogeny into its host in O(n3). This
is achieved due to a preprocessing step that allows for the inference of a minimal cost
event as mapped in hk (line 11) for pi in O(1).

To recover the minimum cost mapping using the dynamic programming table re-

quires two O(n) algorithms. First, the minimum cost entry MIN(p0) must be recovered,

where p0 is the root of P. Starting with MIN(p0), the second algorithm makes n recur-

sive calls back to the leaves of P. This reconstruction runs after the O(n3) algorithm to

construct the dynamic programming table, and therefore does not impact on the worst

case number of comparisons.
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By applying the constraint that for each parasite node, pi, only a single element is

retained for each host node, provides a significant space complexity reduction compared

to the original formulation of the node mapping algorithm. This drastic reduction may

be seen in Figure 4.3 where a matrix where only 45 elements (5× 9) are required to

reconcile the host and parasites shared evolutionary history. This is in contrast to the

original node mapping formulation where each host node retained O(n) mappings, and

therefore a dynamic programming matrix with 225 elements (5×5×9) was required.
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Figure 4.3: A toy tanglegram instance (left) along with the dynamic programming ma-
trix (right) generated in the process of solving this instance using the Improved Node
Mapping algorithm.

This optimisation of the dynamic programming table in Figure 4.3 relies on the

assertion that the number of events considered is a constant factor. That is, the recovered

codivergence, duplication and host switch events must be bound to a constant number

of elements. It is shown in the following section that such a bound is possible, where

one such approach for limiting the number of evolutionary events is introduced.

4.2.2 Only considering a constant number of evolutionary events

The second optimisation that is applied to the node mapping algorithm is to reduce the

number of possible host switch events that are considered. This is to overcome the

exponential, O(2(n
2)), number of locations possible if no reduction is enforced.

Of this set of permutations, the original node mapping algorithm examines O(n2)

possible locations for host switches for every set of sub-solutions considered. Using this

reduced set of sub-solutions results in O(n5) comparisons to reconstruct the dynamic

programming table, which, although an improvement over the existing node mapping
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algorithms, is still significantly worse than O(n3) achieved by methods such as Edge

Mapping (Yodpinyanee et al. 2011).

To reduce the host switch location’s solution space for node mapping, a reduction

of the search space for optimal switch locations is required. The optimisation proposed

herein reduces the number of host switch events retained to a single optimal host switch

event for each node, where the optimal host switch is defined as follows:

Proposition 1. Suppose pi ∈ P has children ple f t and pright , with Φ(ple f t) = u and

Φ(pright) = v. Then the optimal host switch location for pi is a pair of edges ei and e j ∈
EH , where the total number of loss events between (ei,u) and between (e j,v) is minimal,

and where ei and e j are edges which share a common interval when considering their

distances from the root of H.

Proof. This can be proven by contradiction. Assume their exists a host switch event

for the parasite node pi with take–off edge ei and landing site e j which minimises

the number of loss events between (ei,u) and between (e j,v) which is non optimal.

This would require an alternate switch event for the same sub-solutions ple f t and pright

mapped into H with fewer loss events; as the number of loss events are the only variable

when selecting the optimal switch event for a fixed pair of sub-solutions. Therefore as

the switch between (ei,u) and between (e j,v) minimises the number of loss events there

is no cheaper solution and the host switch defined in Proposition 1 must be optimal.

It should be noted that this proposition does not allow for the recovery of all opti-

mal host switches but always uncovers an optimal host switch instance from the O(n)

possible optimal solutions. To ensure all optimal sub-solutions are considered, both

host switches where ei and e j are the take-off and landing edges must be retained. This

multiplies the solution space by only a constant factor, however, and therefore does not

increase the overall complexity.

Using this method it is possible to reduce the O(n2) set of host switch locations

considered using the previous implementation down to O(1). As a result of this optimi-

sation technique, only four items need to be retained for each node pi ∈ P: the optimal

codivergence, duplication, host switch from ei to e j, and that from e j to ei. Therefore,

the number of evolutionary events assigned to each node is constant, assuming each

event may be recovered in O(1). This results in a time complexity bound of O(n3); the

process of which is described in the following section.
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4.2.3 Optimal Caching

As previously noted, O(n3) comparisons are required for the construction of the dy-

namic programming table, but the actual time complexity of each comparison has not

yet been derived. In this section it is shown that all comparisons can be reduced to O(1)

by applying a series of preprocessing algorithms. The aim of these preprocessing algo-

rithms is to infer the minimum cost, codivergence, duplication and host switch events

for a pair of children (pi, p j)∈ P mapped to H using an O(1) query, along with an O(1)

method to recover the number of loss events between a pair of divergence events.

The minimal cost codivergence and duplication locations are the node and parent

edges respectively, of their children’s most recent common ancestor (Doyon et al. 2011).

These locations can be uncovered using an O(1) query provided preprocessing has been

performed. The most recent common ancestor preprocessing function allowing for an

O(1) query requires an O(n) preprocessing algorithm be applied over the tree requiring

O(n) space (Harel and Tarjan 1984). This preprocessing step matches the optimisation

proposed by Zhang (1997) for Page’s Reconciled Tree Analysis (Page 1990a).

The number of loss events between a pair of parasite nodes mapped into H is the

number of host nodes separating the pair. This can be queried in O(1) by storing the

number of nodes between each node ∈ H and its root node h0 ∈ H. These distances

are then subtracted when querying the number of loss events between two divergence

events mapped into the host. This only requires that a single value be stored at each

node, which therefore only requires O(n) values to be retained across the entire host

tree. Of note, the distance from the root is only considered in terms of nodes and not

the distance relative to the branch lengths of the tree. This may be inferred in O(n)

using an application of the pre-order tree traversal algorithm (Morris 1979) where this

technique is a modified implementation of the loss counting algorithm first applied in

Page’s Reconciled Tree Analysis (Page 1990a).

The optimal host switch location considered herein is the pair of edges that overlap,

such that the distance to their mapped children is minimised. To allow this edge pair

to be recovered for each edge pair ∈ EH in O(1), requires O(n) preprocessing. This

result is possible using Bender and Farach-Colton’s (2004) solution to the level ancestor

problem. This allows for an O(1) query for recovering the take-off and landing edges

for the host switch, as the level ancestor problem allows for a node to be recovered at a

set distance from the root of any subtree in O(1) giving rise to the following Theorem.
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Theorem 1. An optimal host switch event may be recovered in O(1) assuming an ap-

plication of the Bender and Farach-Colton’s (2004) O(n) solution to the level ancestor
problem is run as part of the preprocessing phase.

Proof. Consider a pair of edges ei =(a,b) and e j =(x,y) where a and x are the ancestral

nodes and a is the node of this pair which is closest to the root. Let the distance from

the root to node a be d, and the query node u be x. This construction provides the

query information in the form q(u,d) as required by the level ancestor problem (Bender

and Farach-Colton 2004). The node returned from the query is the parent of the edge

required to complete the (take-off, landing) edge pair and therefore the host switch

edge pair described in Proposition 1 may be recovered in O(1) by applying Bender and

Farach-Colton’s (2004) O(n) preprocessing algorithm.

As a result, to achieve the optimal caching of all four evolutionary events, codiver-

gence, duplication, host switch and loss, requires that three O(n) preprocessing algo-

rithms be executed. Each of these preprocessing steps are adapted from known O(n)

algorithms, where rather than creating a set of O(n2) preprocessnig tables such as those

applied in Yodpinyanee et al.’s (2011) implementation of edge mapping, this approach

stores all the necessary information within the host tree itself, using only O(n) space.

The values stored within each node of the host tree, in turn, allow for the recovery of

each evolutionary event using a O(1) query function.

By applying preprocessing, the time complexity of the proposed node mapping al-

gorithm is reduced to O(n3), and has a space requirement of O(n2), which matches the

running time and space requirement for the best known bottom up, taxa-to-root, algo-

rithms for the dated tree reconciliation problem (Yodpinyanee et al. 2011). Further, to

the authors’ knowledge, the solution described herein provides the first O(n) time and

space complexity method for the preprocessing of the dated tree reconciliation problem

input set. In fact this is the optimal bound for preprocessing, as all O(n) elements in the

host tree must be considered during preprocessing to infer, at the very least, the most

recent common ancestor which has been proven to be bound to O(n) (Zhang 1997).

Integrating these three new optimisation techniques gives rises to a new node map-

ping technique. This new method offers a theoretical complexity bound which is com-

parable to edge mapping as applied in Jane 4, and offers a significant asymptotic re-

duction compared to the previous implementation of node mapping in Jane 1, both of

which are used to evaluate the newly proposed algorithm in practice in the next section.
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4.3 Discussion and Analysis

The newly proposed node mapping algorithm was evaluated using the same data set

applied by Conow et al. (2010) to validate the original node mapping algorithm’s im-

plementation. This data set provides a high degree of confidence as it is known to

include a coevolutionary system where relaxed node ordering implementations may

produce less than optimal solutions; that is, solutions with weak timing incompatibili-

ties. Further, this data set represents a wide array of coevolutionary scenarios including

mutualism (Jackson 2004), mimicry between species (Sorenson et al. 2004), coevolu-

tionary dynamics between plants and fungi (Refrégier et al. 2008), and host-parasite

systems (Hafner and Nadler 1988).

As an extension to the evaluation run by Conow et al. (2010), each algorithm con-

sidered in this analysis was evaluated over three unique event cost schemes representing

varying views of coevolutionary analysis over the last three decades. This in-turn en-

sures that the newly proposed node mapping algorithm is able to recover Pareto optimal

solutions for more than just a single event cost scheme as tested by Conow et al. (2010)

where the three event cost schemes considered include:

1. Maximising Codivergence (-1, 0, 0, 0) (Ronquist 1998, 2003): Under this cost

scheme reconstructions match the solution set reported by cost maximization al-

gorithms such as the Three-Dimensional Cost-Matrix approach.

2. Jungle (0, 1, 2, 1) (Charleston 1998; Ronquist 2003): Under this cost scheme all

events are considered with varying penalty costs, where a codivergence event is

assigned a cost of 0 to promote codivergence events similar to the maximizing

codivergence approach, but in contrast, also assigns a penalty to other coevolu-

tionary events. The cost of a host switch event is assigned a cost of two, rather

than one similar to duplication and loss, as a host switch event is composed of

two separate events, the first is the independent divergence of the parasite lineage

and the second is the colonisation of a new independent host lineage.

3. Reconciliation (1, 1, ∞, 1) (Page 1990a, 1994a; Ronquist 2003) Under this cost

scheme the reconstruction recovered is the same as the Pareto Optimal solution

uncovered by Page’s Reconciled Tree Analysis (Page 1990a).

The algorithms which are leveraged to evaluate the performance of the newly pro-

posed implementation are firstly the existing node mapping algorithm implemented in
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Jane 1, which is expected to produce solutions of equivalent cost, although it is expected

that Jane 1 will require additional time due to its higher asymptotic complexity bound;

and secondly, the most recent implementation of edge mapping implemented in Jane

4, which once again is expected to produce solutions of equivalent cost, although it is

expected to converge in approximately the same period of time compared to the newly

proposed node mapping algorithm.
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Comparing Jane 1 (Node Mapping), Jane 4 (Edge Mapping) and the Improved

Node Mapping over six biological data sets using three different event cost schemes.
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Figure 4.4: Comparing Jane 1 (Node Mapping), Jane 4 (Edge Mapping) and the Newly
Proposed Node Mapping algorithm over six real data sets using three different event
cost vectors. The six biological data sets considered included Hafner and Nadler’s
(1988) analysis of gopher’s and their chewing lice, Paterson et al.’s (2000) analysis of
seabirds and their chewing lice, Jackson’s (2004) analysis of ficus trees and their polli-
nator wasps, Refrégier et al.’s (2008) analysis of anther smut fungi and their caryophyl-
laceous hosts, Sorenson et al.’s (2004) analysis of parasitic finch species and their re-
spective hosts, and Percy et al.’s (2004) analysis of legume-feeding psyllids.

The comparison of the six biological data sets using three event costs can be seen

in Figure 4.4. This figure shows that for all 18 test cases (six coevolutionary systems

× three cost schemes), that the newly proposed algorithm (Improved Node Mapping)

recovers a solution which is equal in cost compared to that which is inferred by both

Jane 1 and Jane 4. This result confirms that the Improved Node Mapping algorithm is

able to converge on the same set of optimal solutions as existing state of the art methods

which leverage the dated tree reconciliation problem.

Achieving parity with both Jane 1 and Jane 4 over this particular data set validates

that the Improved Node Mapping algorithm does in fact recover solutions which are

time consistent, unlike algorithms such as Tarzan (Merkle and Middendorf 2005) and

CoRe-PA (Merkle et al. 2010). Of note is that each method, Jane 1, Jane 4 and Improved

Node Mapping, all rely on a metaheuristic to infer the dating information for the host
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phylogeny which provides the minimum cost map. In the analysis considered within

Figure 4.4 all three methods were run within a metaheuristic framework running 100

iterations with a population size of 100, the default configuration in Jane 4, where the

median map costs for each method were recorded.

4.3.1 Running time analysis

In the previous section the Improved Node Mapping algorithm was shown to be as

accurate as both flavours of Jane over six well established biological data sets. In this

section the running time of each of these methods is examined to evaluate how the

theoretical time complexity improvements presented herein translate into practice. To

ensure a robust comparison of each approach, 100 replicates were run for each system

where the median running time is recorded (see Figure 4.5). The time complexity in

this case is not as comprehensive as the simulations run in Chapters 5, 6, 7 and 8 due to

the high computational complexity associated with Jane 1. If Jane 1 had been applied

to the 102 biological data sets applied in Chapter 3, it is expected that this experiment

would have required 46 days2, and similarly if it had been applied to the synthetic data

sets used for the time complexity analysis in Chapters 5 or 7, it is expected that just

solving the largest data set would have required 6.85 years 3.

The analysis that gave rise to the plot in Figure 4.5 was performed on a server

with 64 cores, to take advantage of the multithreaded architecture applied to each of

the methods considered herein. This was an important consideration to ensure that

this simulation could be completed in a reasonable period of time. Even with this

small data set of six biological systems a single threaded implementation of Jane 1

would have required almost 6 months. Therefore, although the analysis considered

herein is not as comprehensive as the later analysis undertaken within this thesis the

data plotted in Figure 4.5 still provides compelling evidence in regards to the asymptotic

complexity reduction achieved by the Improved Node Mapping algorithm compared

to Jane 1, and was the only conceivable experiment that could have been undertaken

with the computing resources available while undertaking the research presented in this

chapter.

Over the six data points recorded in Figure 4.5 a 41 fold reduction is observed in

2running on a server with 64 cores
3Note that this estimation is based on fitting the curve in Figure 4.5 and extrapolating out to trees with

2500 taxa, the largest data sets considered within Chapter 5 and 7
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relation to Jane 1 and a 7.5 fold reduction compared to Jane 4. That is the Improved

Node Mapping algorithm outperforms the fourth generation of Jane on its first pass and

in Chapters 6 and 7 additional improvements are proposed, which provide even further

efficiency gains. Of note is that there are two cases (the smallest two data sets) where

Jane 4 outperforms Improved Node Mapping. This may be due to each of these smaller

data sets having a polynomial number of unique timings and Jane tracks this and stops

once each of these timings has been explored.
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Figure 4.5: A running time comparison of Jane 1, Jane 4 and Improved Node Mapping.
Note that the plot has been produced twice. The first with a standard axis (left) and
the second with a log axis (right). The remaining running time comparisons considered
herein will apply a log scale to allow for larger data sets to be considered.

To test this hypothesis the running time experiment considered in Figure 4.5 was

repeated but this time only Jane 4 and the newly proposed algorithm were considered.

This allowed a larger data set to be considered, namely the 102 real data sets intro-

duced in Chapter 3, including a diverse range of coevolutionary systems of varying

sizes which provided a number of systems which were either smaller or larger than the

point at which Jane 4’s running time is observed to rapidly degrade relative to the newly

proposed algorithm.

In Figure 4.6 the median running time for Jane 4 and the Improved Node Map-

ping algorithm are recorded. Similar to the experiment considering Jane 1, Jane 4 and

Improved Node Mapping, 100 replicates were considered.
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Figure 4.6: A second running time comparison of Jane 4 and Improved Node Mapping
over a significantly larger data set, including 102 biological data sets.

These results demonstrate that in the majority of cases (58%) Jane 4 outperforms

Improved Node Mapping by a significant margin. However, this is due to a subset

of data sets where the number of taxa is less than 50. When the data sets considered

exceed this value this observed trend is reversed. Unfortunately due to Jane’s source

code not being freely available, it is difficult to ascertain the root cause for this phe-

nomenon, however these results provide further evidence for the hypothesis that Jane

tracks the timings which are evaluated and terminates once all timings have been con-

sidered. These results also demonstrate that as the data sets continue to grow the newly

proposed algorithm offers a significant running time advantage in practice, even if the

asymptotic time complexity of the two algorithms considered is equivalent.

4.4 Extending Node Mapping Further

The Improved Node Mapping algorithm introduced herein was derived through a series

of optimisations that provide an asymptotic reduction in the size of the dynamic pro-

gramming table. This reduction results in a quadratic space complexity bound in line

with the best known algorithms for the dated tree reconciliation problem. Of note how-

ever, is that it has been observed that in practice not all the quadratic space allocated

to solve this problem is required. In particular, the dynamic programming table first

presented in Figure 4.3 and reproduced below in Figure 4.7, required only 19 of the



106 CHAPTER 4. A REEXAMINATION OF NODE MAPPING

possible 45 elements to solve the dated tree reconciliation problem optimally.

a b c d e
z C(4) H(6) C(5) H(7) H(7)
y C(1) H(4) H(3) H(5) H(5)
w - D(1) - - -
v - - C(0) H(2) H(2)
u - L(0) - - -
t - L(0) - - -
s - - - L(0) -
r - - - - L(0)
x - - - - L(0)

Figure 4.7: Dynamic programming table first inferred in Figure 4.1.

What is of interest is if this trend is isolated to this example or if this is a trend

which grows asymptotically with respect to the data set considered. This was evaluated

by analysing the dynamic programming tables inferred when solving the six data sets

considered as part of the validation step discussed earlier in this chapter. Table 4.1

presents the observed distribution of elements retained.

Table 4.1: Number of elements retained in the dynamic programming table when ap-
plying Improved Node Mapping to the six data sets considered in Figure 4.4.

Data sets No of Elements retained % Of the Table Used
Data Set 1 (Hafner and Nadler 1988) 79 35
Data Set 2 (Paterson et al. 2000) 127 29
Data Set 3 (Jackson 2004) 136 14
Data Set 4 (Refrégier et al. 2008) 298 20
Data Set 5 (Sorenson et al. 2004) 234 6
Data Set 6 (Percy et al. 2004) 634 13

Table 4.1 demonstrates that as the size of the data set increases from data set 1 (15

nodes) through to data set 6 (71 nodes) that the percentage of the dynamic program-

ming table allocated decreases. This provides compelling evidence that there is a set of

optimisations that may lead to the first sub-quadratic space algorithm which can solve

the dated tree reconciliation problem optimally. This is even more apparent when Ta-

ble 4.1 is plotted such that the y axis is the percentage of the dynamic programming

table retained and the x axis is the size of the data sets considered; as seen in Figure 4.8.
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Figure 4.8: Percentage of the dynamic programming table which is populated when
solving the dated tree reconciliation problem using the Improved Node Mapping algo-
rithm over the six biological data sets considered within this chapter.

This potential complexity improvement is explored in more detail in Chapters 6

and 7, where the space complexity savings first observed in Figure 4.3 are realised.

In fact by incrementally building on the optimisations presented within this chapter it

is possible to provide an additional O(
√

n) reduction to the quadratic space complexity

bound presented in this chapter. This saving requires exploiting both the topology of the

bifurcating trees considered, along with the composition of the underlying data structure

used to store the dynamic programming table.

An area of further research beyond additional asymptotic complexity savings for

the Improved Node Mapping algorithm is expanding this algorithm to consider cases

where a parasite may inhabit more than a single host. The algorithm proposed within

this chapter may be used to handle this more generalised problem without expanding

the size of the dynamic programming table. This is due to the storage of only a single

element for each parasite leaf node, specifically the single mapping from the parasite

to the host node with which it is associated. This single element is stored within a row

in the dynamic programming table which may store up to O(n) elements and therefore

may be adapted to handle the case where a parasite inhabits up to O(n) host species.

In the case where parasites are permitted to have multiple associations these empty

entries may be populated with the additional associations, depending on the recoverable

events which are applied to interpret this permutation of the cophylogeny reconstruction

problem. It is this concept which is considered in detail in Chapter 9.
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Further, there is the potential to reduce the running time of this solution to an even

greater degree by reducing the sub-solution set. Consider the case where it is possi-

ble to reduce the size of the sub-solution set maintained to O(
√

n), O(logn) or O(1);

this would result in algorithms with respective running times of O(n2), O(n(logn)2) or

O(n). With the currently defined algorithm these sub-solution sets would no longer be

able to guarantee optimal solutions for the dated tree reconciliation problem, but by ap-

plying a heuristic sampling technique in the selection of sub-solutions, it is possible that

the respective algorithms may recover good solutions in many biological cases where

standard algorithms have been observed to perform too slowly.

This approach, although not guaranteeing optimal solutions, would in principle with

high probability be able to recover optimal solutions provided enough random replicates

were performed. It therefore would be worth evaluating within a meta-heuristic frame-

work, in particular to evaluate if the observed running time reduction offered by such

a sampling method is worth any possible reduction in accuracy which such a method

may incur. This is the basis for the algorithm RASCAL introduced in Chapter 8, which

provides the fastest and most accurate linear time algorithm for solving the dated tree

reconciliation problem released to date. Before describing the methodology applied in

constructing RASCAL however, another linear time algorithm is introduced in the fol-

lowing chapter called TreeCollapse, which while not as accurate as RASCAL is shown

to recover maps from the Pareto front which are missed by existing algorithms.



Chapter 5

A new direction for an old heuristic

This chapter is based on a set of algorithms which were first presented at the 17th An-

nual New Zealand Phylogenomics Meeting held at Mount Ruapehu in February 2013

(Drinkwater and Charleston 2013). Based on the valuable feedback received during

this workshop a revised version of these algorithms were published in a special issue

of BMC Bioinformatics (Drinkwater and Charleston 2014b), which contained selected

publications from the Asia Pacific Bioinformatics Network (APBioNet) Thirteenth In-

ternational Conference on Bioinformatics (InCoB) held in Sydney Australia (Drinkwa-

ter and Charleston 2014c). This work includes a new approach for handling the recon-

ciliation of a pair of incongruent phylogenetic trees with the aim of addressing three key

areas. The first is to provide a sub-quadratic time solution for the dated tree reconcili-

ation problem which still ensures that the resultant map is time consistent. The second

is to reconcile the theories of Ronquist (2003), and Charleston (1998) in regards to the

degree in which parsimony analysis may complement cophylogeny mapping. Finally,

this work aims to provide a framework which allows for a greater region of the Pareto

front to be explored. My role in this work was the design and implementation of the

proposed algorithms introduced herein, along with the implementation of the validation

framework used for testing the newly proposed algorithms. This validation step revisits

the primate–malaria coevolutionary system introduced in Chapter 3, where the newly

proposed algorithm provides additional insights into this complex coevolutionary sys-

tem. Michael Charleston’s contribution was in the establishment of the broad context of

the initial line of enquiry, along with valuable guidance in the development of the final

set of algorithms and formalised complexity analysis presented as part of this work.

109
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5.1 The need for speed

Prior to the work presented within this chapter the fastest algorithm capable of solving

the dated tree reconciliation problem where all four evolutionary events are considered

required O(n2 logn) time and O(n2) space (Bansal et al. 2012). This method achieves

this complexity bound by relaxing the requirement that all resultant maps are time-

consistent, while the fastest algorithms that guarantee time consistency have a cubic

time complexity bound, including Slicing (Doyon et al. 2010b, 2011), Edge Mapping

(Yodpinyanee et al. 2011) and Improved Node Mapping (Drinkwater and Charleston

2014a).

As data sets continue to grow cubic time algorithms will quickly become infeasible,

just as current datasets such as Cruaud et al.’s (2012) fig trees and pollinator wasp

system were too large to be considered using the Jungle (worst case exponential time)

or the original implementation of Node Mapping used in Jane 1, O(n7). Considering

the largest published coevolutionary system with known associations contains 387 taxa

in both the host and parasite phylogenies (Baudet et al. 2015) and based on the rate of

growth over the last 27 years1 it is expected that significantly larger datasets will be

inferred as phylogenetic reconstruction techniques improve.

Rather than considering the rate of growth as a means to estimate the requirements

of future algorithms, an alternate approach is to develop algorithms which are capable

of handling the largest conceivable data sets. It is expected that Wolbachia infects 20%

of all insects which results in a data set of approximately 1.2 million unique species

(Novotny et al. 2002) and as such Wolbachia and their insect hosts (Hilgenboecker

et al. 2008) represent one possible candidate for the largest coevolutionary system. The

analysis of a coevolutionary system of this magnitude will require a significant asymp-

totic reduction to the state of the art algorithms. This requirement is largely due to the

time requirements for solving such data sets, although at this point the space complexity

also becomes an important consideration, as discussed in Chapters 6 and 7. Building on

the analysis performed in the previous chapter, most notably the running time analysis

of Jane 1, Jane 4 and Improved Node Mapping, it is possible to crudely extrapolate the

time required to solve the Insect–Wolbachia coevolutionary system using algorithms

with various worst case time complexity bounds. The results of such an extrapola-

tion is presented in Table 5.1, where it is shown that O(n3) algorithms would require

1as extrapolated in Chapter 1
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approximately 1.46 billion years to solve a data set of this size, algorithms which re-

quire O(n2 logn) require approximately 24,000 years and algorithms which only require

O(n2) still require 1220 years. As such only algorithms which are linearithmic or better

are feasible for data sets of this size.

Note that this assertion was made based on the results in Table 5.1 which provides an

extrapolation of the expected time required to solve a single instance, of the dated tree

reconciliation problem for the Insect–Wolbachia coevolutionary system. This system

would need to be subjected to a number of replicates within a metaheuristic to converge

on the optimal solution. In the case of the fig tree and pollinator wasp system, 30000

replicates were required to analyse a system with only 500 taxa, compared to the system

considered in this example which has 1.2 million taxa. It is expected that the number

of replicates will only grow for this case and therefore even an algorithm which is

linearithmic may be infeasible, resulting in the need for a linear time solution for the

dated tree reconciliation problem.

Table 5.1: Extrapolated expected running time for solving the dated tree reconciliation
problem for the complete Insect–Wolbachia coevolutionary system. The value of n con-
sidered within this analysis is 1.2 million and the expected running time is extrapolated
based on the performance of Jane 4 recorded in the previous chapter.

Asymptotic Running Time Expected Running Time
O(n7) 3.04 ×1033 years
O(n3) 1.46 ×109 years
O(n2.5) 1.34 ×106 years
O(n2 logn) 2.4 ×104 years
O(n2) 1220 years
O(n1.5) 1.1 years days
O(n logn) 7.4 days
O(n) 8.9 hours

It is with this goal in mind that the algorithms introduced within this chapter were

developed. As with all computational improvements which have been made within

this field since the introduction of the Jungle data structure (Charleston 1998), such

improvements have imposed some form of constraint, whether it be the possibility of

inferring time inconsistent solutions (Doyon et al. 2010b, 2011), only considering a

subset of the search space using metaheuristics (Conow et al. 2010), or considering
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only a subset of events (Page 1994b; Page and Charleston 2002).

Within this work the constraint when solving the dated tree reconciliation problem,

that the reconciled history between the pair of trees must be optimal, is relaxed. That

is to say, non-optimal reconciliations may be inferred. These reconciliations, however,

are guaranteed to be time-consistent where the resultant cost is only ever greater than

or equal to that of the optimal (minimum cost) map. This is in a similar vain to Page’s

(1994b) model integrated into the original version of TreeMap, although the model pre-

sented herein does not attempt to impose additional constraints on host switch events.

Relaxing this constraint in turn has the potential of providing an alternate approach

for biologists who wish to analyse larger data sets, while insuring that the reported

solutions are biologically feasible, something which cannot be achieved at present once

n reaches a certain threshold. This approach complements existing algorithms such as

CoRe-PA and Jane, as it provides an alternative for the cases where CoRe-PA is unable

to reconcile a time-consistent map and cases where Jane’s high asymptotic complexity

limits its applicability. This third approach for coevolutionary analysis which is referred

to herein as TreeCollapse, is the focus of this chapter.

5.2 Pattern based analysis

In 2003 Ronquist proposed a novel pattern based algorithm for the reconciliation of a

pair of phylogenetic trees (Ronquist 2003). This approach derived a series of patterns

which were then integrated into a history classification framework, which was shown

to be able to, with a high probability, infer the shared coevolutionary history between a

parasite and its host. This model was noted for its high degree of accuracy even though

it did not directly rely on an event cost vector.

This model relies on topological patterns rather than assigning a penalty to evolu-

tionary events. Under Ronquist’s (2003) model specific topological traits formed be-

tween the host and parasite phylogenies based on their extant taxa are considered as

representing certain evolutionary events. Therefore, rather than inferring the cheapest

evolutionary event, specific evolutionary events are inferred based on the topological

structure of a tanglegram. It is this model first proposed by Ronquist (2003) which is

extended within this chapter.

Ronquist (2003) used the apparent success of his history classification framework
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to argue for the continued research and development of pattern / parsimony analysis as

opposed to strictly focusing on the development of event driven / cophylogeny map-

ping methods. This argument followed from the observation that while event-based

algorithms remain the only approach that can guarantee recovered solutions are opti-

mal, pattern-based algorithms can produce robust approximations that can be as good

as event-based methods, which impose a set of constraints to traverse the exponential

search space in a reasonable period of time. As discussed in detail in Chapters 2 and 3,

and highlighted again in Chapter 4, imposing constraints on the problem instance is

required for all but the most trivial of cases, due to the computational intractability of

this problem, and therefore Ronquist’s (2003) pattern-based methods have the potential

to offer comparable precision to event-based methods in some cases.

What is of note is that while Ronquist’s (2003) model was observed to perform

well, little to no research has followed on from this work. This may in part be due to the

contention between the supporters of parsimony and event based methods during this

period (Veller et al. 2002; Dowling 2002, 2003; McLennan and Brooks 2002; Brooks

and McLennan 2002, 2003; Page 2003a,b; Dowling et al. 2003; Siddall and Perkins

2003; Brooks et al. 2004; Siddall 2004, 2005), as discussed in detail in Chapter 2.

Ronquist’s (2003) history classification framework is derived from a set of patterns

which are integrated into a global search technique and shares a number of similarities

with Brooks’s (1981; 1990; 1991) earlier parsimony methods. The validation of Ron-

quist’s (2003) framework mirrored much of the work within the field of cophylogeny

mapping and as a result this work is representative of one of the few approaches which

leverage aspects of both cophylogeny mapping and parsimony analysis as a means to

produce a coevolutionary analysis framework. This may be in part as Ronquist (2003)

was one of the few major contributors to this field who avoided being drawn into sup-

porting either parsimony or event based methods, and utilised both approaches during

his long association with the field of coevolutionary analysis (Wanntorp et al. 1990;

Ronquist and Nylin 1990; Ronquist 1994a,b, 1996, 1997a,b, 1998; Nylin et al. 2001;

Ronquist 2003).

While Ronquist’s (2003) model was shown to have a high degree of accuracy, it

suffers from one of the major drawbacks of BPA, in that it is unclear how Ronquist’s

(2003) model handles cases where branch length information in the host phylogeny

contradicts the evolutionary events inferred from the history classification framework.

This has been shown to be one of the major limitations of a global search method
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compared to approaches which incrementally build up solutions, such as the dynamic

programming solutions (Charleston 2002b, 2003).

In this chapter Ronquist’s (2003) model is reexamined in the context of the dated

tree reconciliation problem. Within this context it is observed that Ronquist’s (2003)

model may be reimplemented as a series of local search algorithms. That is, rather

than attempting to reconcile all the observed patterns within the entire coevolutionary

system, it is possible to consider each pattern locally, and incrementally build up to

a global reconciliation. By incrementally applying the patterns in this manner, it is

possible to derive a linear time heuristic where all reconciliations are guaranteed to be

time consistent. The trade off for this linear runtime, however, is that the optimality of

the reconciled history is not guaranteed, although it is shown that the proposed algo-

rithm does provide a high degree of recall, considering the significant reduction in the

asymptotic complexity that is achieved.

5.3 Introducing TreeCollapse

The algorithm proposed herein incorporates a number of techniques which have been

applied successfully in their own right for coevolutionary analysis, and in turn utilises

them in a novel manner to tackle the problem of recovering biologically feasible recon-

structions for large coevolutionary systems. The resultant algorithm referred to herein

as TreeCollapse, applies a combination of both pattern and event-based reconstruction

techniques, to provide a fast and scalable method for solving the dated tree reconcil-

iation problem. This algorithm is then integrated within a metaheuristic framework,

similar to the dynamic programming algorithm leveraged by Jane (Conow et al. 2010).

This research does not consider any potential improvements to the search strategies

applied by the metaheuristic for traversing the exponential search space, but rather, aims

to exclusively minimise the time spent evaluating each instance. Unlike the dynamic

programming algorithm used by Jane 2, and subsequent releases which require cubic

time (Yodpinyanee et al. 2011; Fish 2013) to infer the fitness cost of the order consid-

ered, TreeCollapse performs a comparable reconciliation step in linear time2, allowing

for a quadratic number of cases to be considered for each case considered by Jane.

The proposed algorithm extends the pattern detection methodology first proposed

2Proof is provided in Section 5.3.4
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by Ronquist (1997a; 2003) by leveraging local pattern detection rather than applying a

global search technique. Shifting the context considered by the pattern detection frame-

work, allows for a bound to be enforced on the search space of each pattern considered.

The bound enforced in this case is constant, which is achieved by considering only a

constant number of cherries at each step, where a cherry (C) is defined as:

Definition 3. In a bifurcating tree a cherry (Ci) is a pair of leaf nodes (ile f t , iright) each

of which is adjacent to a common ancestor (iparent).

in line with McKenzie and Steel’s (2000) previous definition.

Cherries are a property of trees which will be revisited throughout this thesis, where

the exploitation of their unique topology is applied to minimise the asymptotic com-

plexity of existing algorithms (Chapter 6), minimise the memory footprint associated

with existing algorithms (Chapter 7), provide a topological analysis of the tree shape of

certain classes of bifurcating trees (Chapter 6), and in this chapter to formulate a new

algorithm capable of inferring a time consistent map in linear time.

By considering the constant size of a cherry (three nodes), the proposed framework

is able to constrain the pattern analysis to a constant in terms of both time and space.

This in turn results in the ability to formulate an algorithm which is capable of recon-

ciling the shared evolutionary history of a pair of phylogenetic trees in linear time and

space where the reported solutions are guaranteed to be time–consistent, and using the

trade-off that not all solutions recovered belong to the Pareto front.

5.3.1 Local pattern detection

The proposed algorithm reconstructs a reconciliation based on patterns formed by cher-

ries in both the host and parasite phylogenies. The eight patterns applied herein consist

of four base patterns, as can be seen in Figure 5.1, which are used to recover the four

recoverable events that can occur in a coevolutionary system. These patterns are derived

directly from the history classification framework proposed by Ronquist (2003). An ad-

ditional four patterns have been included to improve this framework’s performance at

handling the complexity of host switch events. These hybrid patterns extend the initial

base patterns to allow each hybrid pattern to detect two consecutive events. The hybrid

pattern set consists of codivergence–switch, duplication–switch, loss–switch and double

switch, all of which can be seen in Figure 5.2. By including these hybrid patterns this
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approach more accurately models host switch events, resulting in a reduction in the total

event cost. This is achieved by only considering an additional two cherries, maintain-

ing a constant search space. A further in-depth analysis on the accuracy improvements

achieved by the proposed hybrid patterns is discussed in Section 5.4.1.

The patterns are detected for each cherry in the host tree by executing a depth first

search algorithm. This technique is designed to traverse the tanglegram instance, start-

ing at the leaves of the host cherry and terminating once a path is found back to a leaf in

the host tree. To ensure that this algorithm runs in a constant period of time, the number

of levels which the depth first search algorithm may traverse through the parasite tree

is fixed to a constant factor. Once the process has terminated, the resultant path found

by the depth first search algorithm is compared to the permitted pattern set. This search

methodology is bound to O(1), as there is a constant number of levels searched and the

branching rate of a bifurcating tree is also constant. It is important to note that this is

only one approach to implementing this pattern detection algorithm in constant time,

and it may be possible to improve performance by a constant factor using an alternate

approach in the future.

Codivergence Pattern Duplication Pattern

Host Switch Pattern Loss Pattern

Figure 5.1: The basic four patterns which can be detected by TreeCollapse.

Each pattern recovered by the local pattern detection algorithm gives rise to one or

more cherries to collapse, hence the algorithm’s name TreeCollapse. This operation

is based on a bottom up iteration technique, where the cherries in the host tree are
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sequentially processed based on their distance from the root. As a result, this algorithm

continues until both trees consist of only a single node (the root of both the host and

parasite tree).

The TreeCollapse local pattern detection framework allows for three different col-

lapse functions. The first case is where both a host and parasite cherry are collapsed,

which indicates a codivergence event. The second case is where a cherry from the par-

asite tree is collapsed, indicating either a duplication or host switch event. Finally, if no

pattern is formed with the parasite tree, then a loss event is inferred, and the host cherry

is collapsed.

Codivergence–Switch Pattern Duplication–Switch Pattern

Double–Switch Pattern Loss–Switch Pattern

Figure 5.2: The four hybrid patterns which aim to combat the complexity of host switch
events.

There are three possible final states when this process is executed to completion.

The first is where the host tree and parasite tree are both collapsed up to their respective

root nodes. In this case there is a codivergence event at the root of the host tree. The

second case is where the host tree still has more than one node remaining after the

parasite tree is completely collapsed. In this case all remaining nodes in the host tree

may be ignored. Finally is the case where the host tree is completely collapsed before

the parasite tree resulting in the remaining nodes in the parasite tree being appended

before the root of the host tree as duplication events. As TreeCollapse handles all
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three scenarios, it is capable of recovering solutions for all instances of the dated tree

reconciliation problem.

5.3.2 Time-consistent guarantee

As introduced in Chapter 2 and then discussed in detail in Chapter 3, time inconsis-

tencies are one of the greatest challenges in the development of coevolutionary anal-

ysis algorithms arising in a number of popular coevolutionary analysis software tools

(Ronquist 2000; Durand 2003; Middendorf 2005, 2010; Bansal 2012; Libeskind-Hadas

2015a). One of the major benefits of TreeCollapse is that while it relaxes the optimality

constraint on the dated tree reconciliation problem, it can guarantee that the reported

map is time consistent. TreeCollapse’s time consistency guarantee relies on a series of

constraints in its formulation outlined within this section.

TreeCollapse requires that each cherry in the host tree be processed in decreasing

order based on the node’s depth. Depth is defined in this context as the distance to the

root as the sum of the branch lengths, where the depth of a node a is referred to as

d(a). To prevent timing inconsistencies, TreeCollapse requires that the edge weights in

the host tree be set in such a way that each internal node’s depth is unique and bound

between 0 and (n− 2), where the total number of the internal and leaf nodes in the

tree is (2n− 1). This approach has been previously applied by dynamic programming

approaches to ensure that recovered solutions are biologically feasible (Conow et al.

2010; Doyon et al. 2010b, 2011). The n leaf nodes are then assigned to a common

depth of (n−1), where under these constraints the following theorem may be derived:

Theorem 2. The TreeCollapse local pattern detection and collapse framework ensures

that no host switch event gives rise to time–inconsistent solutions.

Proof. By contradiction it will be shown that all reconciliations reported by TreeCol-

lapse are time consistent. Firstly, assume TreeCollapse is capable of recovering the

shared evolutionary history of a pair of phylogenetic trees which is time-inconsistent.

For this to occur requires that there exists a cherry in the host tree Ca which forms a

switch pattern with another host cherry Cb where d(bchild) < d(aparent), where bchild

represents either ble f t or bright as seen in Figure 5.3.
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aparent

bparent

aleft

aleft

bleft

bleft

Partially Collapsed
Host Tree

Partially Collapsed
Parasite Tree

Figure 5.3: A partially collapsed tanglegram which is in an inconsistent state as
d(ble f t) < d(aparent) and d(bright) < d(aparent) which should not occur if the TreeCol-
lapse patterns are applied based on the depth of each cherry’s position within the host.

There are two cases to consider to evaluate if such a pattern may occur, either, where

bchild is an internal node in the initial host tree or where bchild is a leaf in the initial host

tree. The case that bchild is an internal node in the host tree requires the cherry for

which bchild was previously a parent (Cbchild) to be collapsed before Ca. This violates

the condition that TreeCollapse must process the cherries in decreasing order based on

the distance from the root, which is clearly not true if (Cbchild) is processed before Ca.

Alternatively, the case where b is a leaf node from the initial host tree is also invalid

as the initial depths of all leaf nodes must be greater than the depth of all internal nodes,

which is not true if d(bchild) < d(aparent). Therefore, as d(bchild) ≮ d(aparent) for all

valid constructions of the host tree then Theorem 2 holds for all coevolutionary systems.

This result can be extended to all hybrid patterns as they are each derived from

the switch pattern, where in all cases the cherry whose parent has the maximum depth

is the next selected. Enforcing this restriction, however, results in an approach that

potentially over-counts the number of loss events. In the next section a linear time post

processing algorithm is introduced that aims to counterbalance this result by minimising

the number of loss events in the final reconstruction.
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5.3.3 Increasing accuracy further

While the TreeCollapse algorithm guarantees that all histories reported are time–consistent,

it does not give such a guarantee that reported solutions have a minimum cost. To

minimise the cost of the resultant solution, a post-processing algorithm, called Right

Push, is proposed to run after TreeCollapse. This post-processing step aims to infer

the optimum switch placement within an existing reconciled map. This is achieved by

minimising the number of loss events without introducing any time-inconsistencies.

Right Push is a greedy algorithm which runs bottom-up through the resultant map,

shifting the host switch take-off and landing edges to the optimum positions. The al-

gorithm was named Right Push as traditionally host trees are drawn with their root on

the left and their leaves on the right (Figure 2.1), where the purpose of this algorithm

aims to pull host switch events towards the leaves, that is, towards the “Right”. This

algorithm selects the optimal take-off and landing edges, while ensuring the resultant

solution is time–consistent by maintaining the properties set out in Definition 4.

Definition 4. Suppose p ∈ Φ has children ple f t and pright , with Φ(ple f t) = s and

Φ(pright) = t. Then the optimal host switch location is a pair of edges ei and e j ∈ EH

where the total number of loss events between (ei,s) and between (e j, t) is minimal, and

where ei and e j lie in the same time interval.

This definition is derived from the methodology presented in the previous chapter

where it was shown that an optimal host switch event may be recovered by selecting

the switch which is closest to the tips, that is the host switch that is furthest to the

right. Selecting the host switch position in this fashion results in a guarantee that an

optimal take-off and landing edge pair is selected, which may be recovered using an

application of the level ancestor problem (Bender and Farach-Colton 2004). This is

achieved by selecting a pair of children mapping locations s and t where d(s) < d(t).

Under Definition 4, d(s) is considered as the search candidate for the level ancestor

query function to find both ei and e j. In Chapter 4 it was proven that such a pair of

edges may be recovered in constant time, assuming a linear preprocessing algorithm

has been previously applied to the host tree.

The Right Push algorithm is therefore designed to iterate through the reconciled

map which consists of O(n) evolutionary events representative of each internal node

in that parasite phylogeny. For each internal node which corresponds to a host switch
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event, the take-off and landing sites are then evaluated to identify if a lower cost switch

location exists.

(a) (b)

Figure 5.4: Example of Right Push in action. In this example the single host switch
event has been shifted towards the leaves removing two loss events from the reconcilia-
tion. While two loss events are removed the relative order of the map remains consistent
as the host switch remains bound between the two codivergence events.

An example where such an event is located can be seen in Figure 5.4, where the

host switch is shifted to minimise the total number of loss events, while maintaining

the relative order of the current set of divergence events, which in turn ensures that the

current mapping remains time-consistent. In this example by shifting the host switch in

map (a) to the new position in map (b) 2 loss events are removed while maintaining the

relative order of the divergence events within the reconciled map.

5.3.4 Complexity analysis of TreeCollapse

Together TreeCollapse and Right Push provide a novel greedy algorithm to solve the

dated tree reconciliation problem. In this section the running time complexity of both

these algorithms is proven to be O(n). To assist with the complexity analysis, the num-

ber of nodes in the host tree is considered as O(m) and the number of nodes in the

parasite tree is considered as O(k), with the total number of nodes in both trees being

O(n), which is consistent with existing complexity analyses in this field (Libeskind-

Hadas and Charleston 2009; Ovadia et al. 2011; Doyon et al. 2010b, 2011; Conow et al.
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2010).

To compute the complexity of TreeCollapse’s local pattern detection algorithm, the

process is considered in three parts: firstly, setting and storing the order of cherries to

process; secondly, processing each cherry; and finally, the iteration over all current and

future cherries in the host tree.

The first step in the TreeCollapse algorithm requires the generation of a list of cur-

rent and future cherries in the host tree, which are sorted in descending order based on

their distance from the root. Generally sorting such an unordered list would require a

running time of O(m logm). In this case, however, certain properties may be exploited

due to the fixed node orderings, allowing for the following result:

Lemma 1. A list of current and future cherries in the order they will be processed can

be constructed in O(m), where the number of nodes in the host tree is O(m).

Proof. The input to this algorithm is a host tree where each of the internal nodes have a

set of unique indices (0, . . . ,m−2). Therefore, this step reduces to the creation of a list

of current and future cherries. The first step is to recursively set the distance to the root

for each node which is well established to take O(m) (Shapiro 1988). Using this result

one can then construct an ordered list using a bucket sort, where the number of buckets

required is bounded by the number of unique depths in the host tree, O(m). Therefore,

as the number of the buckets is bounded by O(m), the running time of the bucket sort is

also O(m) (Cormen et al. 2001).

The second stage requires the uncovering of all patterns for each cherry Ci, of which

there are up to O(k); as there is a pattern for each node in the parasite tree. Two possible

methods are considered to infer these patterns. The first, a brute force approach, which

uncovers all possible patterns for each event processed. This method requires O(k2)

time to process all the events for the cherry Ci. An alternative approach is that for each

cherry Ci, all patterns recovered are stored as a list of patterns to be processed. If Ci is

collapsed before this list of patterns is processed, then this list is allocated to its parent

for subsequent processing. This approach, unlike the previous brute force method, only

requires that each pattern be uncovered once for each node, and that the list of O(k)

patterns is sequentially processed. If the second approach is applied then the following

result may be inferred:
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Lemma 2. The number of patterns formed at each node in the host tree is Θ
( k

m

)
where

there are O(k) patterns allocated across O(m) nodes.

Proof. By only recovering each pattern once, the running time to detect all possible

patterns for each node is reduced to O(k), to process each cherry Ci. This running time

can in fact be considered as Θ
( k

m

)
, the average running time for each internal node. This

can be verified by considering the number of nodes in the parasite tree. Each pattern

formed by a parasite tree cherry requires at least three nodes. Of these three nodes

only one will be reused once the cherry is collapsed. As each cherry can only apply

one pattern, then the total number of patterns which can be formed by the parasite tree

is O(k). Therefore, the average number of patterns formed for each internal node on

average is Θ
( k

m

)
, even if it is possible for a single cherry in the host tree to have up to

O(k) patterns. In fact in the extreme case where one cherry has O(k) patterns all other

host cherries will have no patterns associated as there are only O(k) patterns across the

entire host phylogeny.

Lemma 1 and Lemma 2 give rise to the following result:

Lemma 3. The running time of the TreeCollapse Algorithm is O(k+m)

Proof. Lemma 2 establishes the number of patterns recovered for each cherry Ci in the

host tree. From Lemmas 1 and 2 the time required to construct a cophylogeny mapping

of the initial problem instance can therefore be derived as O(m× k
m +m) = O(k+m),

where k is the running time required to map the parasite tree into the host tree and m

is the time taken to collapse any sections of the host tree that do not share a common

coevolutionary history with the parasite tree.

The running time of TreeCollapse is also dependent on the running time of any

post processing algorithm. As a result the time complexity of Right Push is required

to establish the overall computational complexity of the TreeCollapse algorithm which

may be inferred as:

Lemma 4. The running time of the Right Push algorithm is O(k+m).

Proof. The Right Push algorithm is designed to iterate over the reconciled map. This

requires iterating over a list of size O(k). At each step the mapping instance is evaluated
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using an application of the level ancestor problem. The result of this query is used to

update the mapping, minimising the number of loss events in the current reconciliation.

The time complexity of a query made within the context of the level ancestor problem

is known to be O(1), when pre-processing has been applied to the query tree (Bender

and Farach-Colton 2004) (the host tree).

Therefore, the Right Push algorithm runs in O(pre-processing) + O(k). The pre-

processing step for Right Push is the time complexity of the pre-processing step of the

level ancestor problem. This has previously been shown to be bounded by the size of

the query tree, O(m), which gives rise to a time complexity bound for the Right Push

algorithm of O(k+m).

Therefore, based on Lemma 3 and 4 the time complexity of both TreeCollapse and

Right Push is bounded by O(k+m). As n = m+ k one immediately gets:

Theorem 3. The time complexity of the TreeCollapse’s Local Pattern Detection frame-

work and the post-processing algorithm Right Push is bounded by O(n).

Corollary 1. Therefore, as the space complexity of any algorithm is bounded by its time

complexity, the space complexity of TreeCollapse’s Local Pattern Detection framework

and the post-processing algorithm Right Push is also bounded by O(n).

5.3.5 Applying TreeCollapse in a metaheuristic framework

TreeCollapse and Right Push are algorithms designed to solve the dated tree reconcilia-

tion problem, a constrained version of the cophylogeny reconstruction problem, where

the internal node order in the host tree is fixed. Therefore, TreeCollapse, similar to

previous algorithms leveraging the dated tree reconciliation problem as a means of es-

timating the cophylogeny reconstruction problem, may be embedded in a metaheuristic

framework as a means to recover the minimum cost reconstruction.

The metaheuristic selected herein is a genetic algorithm which is used to traverse the

exponential number of node orderings. This approach was selected over particle swarm

(Kennedy et al. 1995) and ant colony optimisation (Dorigo and Birattari 2010), due to

genetic algorithms’ proven success for this problem, in particular the effectiveness of

the cross function proposed by Conow et al. (2010).

The chromosomes of the genetic algorithm represent each internal node within the

host tree, with the exception of the root which always has a depth of 0 (the distance to
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itself). The depth range [i, j] allocated for each internal node is bounded by the number

of ancestor nodes between the current node and the root (i), and the total number of

internal nodes minus the number of descendants between the current node and its leaves

( j). Therefore, i and j are constant values for each instance processed.

Following the allocation of depths for these chromosomes, an O(n) validation step

defined by Conow et al. (2010) is run to ensure that the numerical ordering maintains

a valid topological ordering. Further this process ensures that all internal nodes are

assigned unique node depths between 0 and (n− 2), and that all leaves are assigned a

timing of (n−1).

For this analysis the fitness function applied for the genetic algorithm was inferred

using the Jungle cost scheme (Charleston 1998), in line with the analysis undertaken

in Chapters 3 and 4. This fitness function was selected as it has been noted as offering

the best biological representation within a coevolutionary context (Ronquist 2003) It

should be noted, however, that any cost scheme may have been applied.

5.4 Results

The evaluation of the TreeCollapse framework offers a unique challenge both in the de-

sign and development of a comprehensive validation framework. This challenge arises

from the need to not only compare the framework against popular algorithms such as

Jane (Conow et al. 2010), but also to confirm that each additional pattern which is inte-

grated into TreeCollapse offers additional value. The design of such a framework must

not only consider each component within the proposed framework, but also consider an

appropriate set of metrics for evaluating these components.

To address these challenges TreeCollapse’s accuracy is evaluated in three stages.

The first stage evaluates the improvements offered by the newly proposed hybrid pat-

terns compared to the four base patterns, along with the improvement offered by the

post-processing algorithm Right Push. This evaluation step is designed to allow for

incremental testing of any additional hybrid patterns that may be applied in the future,

along with any additional post processing algorithms.

The second stage aims to establish a baseline measurement of TreeCollapse’s per-

formance by comparing its accuracy with two polynomial heuristic algorithms used

to solve this problem. These heuristics represent two polynomial time algorithms that
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similar to TreeCollapse ensure that the reported solutions are time-consistent, but unlike

TreeCollapse are unable to handle all four evolutionary events.

In the third stage TreeCollapse is compared to Jane, the most well established dy-

namic programming algorithm which leverages a metaheuristic for estimating the op-

timal reconciliation for a pair of phylogenetic trees based on the associations between

their extant taxa. This third stage was essential as a means to identify the accuracy trade

off required to produce a linear time algorithm for the dated tree reconciliation prob-

lem. In each of these stages a combination of synthetic and real data sets are leveraged

to evaluate TreeCollapse’s performance.

The metrics considered during the evaluation of TreeCollapse at each stage are two

fold. The first is to evaluate the accuracy of TreeCollapse against a series of existing

algorithms based on the reported costs for each coevolutionary system. To simplify the

reporting of this comparison, an aggregated view of these event costs is considered as

first defined in Equation (3.1). The resultant costs were derived across all three stages

using the Jungle cost scheme (Ronquist 2003), consistent with previous algorithmic

evaluations in this field (Merkle and Middendorf 2005; Conow et al. 2010). For the

pattern-based methods this required a post processing step to evaluate the total cost

while for the event-based methods the cost scheme is applied to the algorithm itself.

The second evaluation criteria considered is the frequency that TreeCollapse is able to

infer a solution within the Pareto front. It is the latter of the two criteria which is the

primary focus, and therefore will be given precedence if ties must be broken. This is in

line with the recent focus on exploring and inferring reconciliations within the Pareto

front (Libeskind-Hadas and Charleston 2009; Bansal et al. 2013; Libeskind-Hadas et al.

2014; Charleston and Libeskind-Hadas 2014; Baudet et al. 2014; Wu et al. 2014; Donati

et al. 2015; Martı́nez-Aquino 2016).

A large number of synthetic and real data sets were applied to the analysis of

TreeCollapse. This was an important component of this evaluation, as unlike Improved

Node Mapping considered in the previous chapter, a large number of systems are re-

quired to provide confidence in the observed accuracy trends uncovered, due to the

heuristic nature of the methodology considered.

The synthetic data set used for this analysis was constructed under a Yule process

(Steel and McKenzie 2001) and was previously generated during the development of

CoRe-Gen (Cophylogeny Generation Model) (Keller-Schmidt et al. 2011). Of the 1000

synthetic coevolutionary systems created in Keller-Schmidt et al.’s (2011) study, 47
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were removed as they included at least one tree with only a single node, which cannot

be processed correctly by some of the software tools included in this analysis, e.g. Jane.

As a result, the synthetic data applied in this study consisted of 953 instances3.

The real data set included in this analysis consists of 102 previously published

data sets. These test cases cover the full spectrum of coevolutionary instances in-

cluding pathogens and their hosts (Jackson 2005), mutualistic coevolution (Jackson

et al. 2008), plant-insect interactions (McLeish and Chapman 2007), mimicry between

species (Hoyal Cuthill and Charleston 2012), plant–fungi relationships (Refrégier et al.

2008), and host–parasite systems (Paterson et al. 2000)4.

As a further evaluation step, the topology of TreeCollapse’s reported mappings were

compared to that reported by Jane, to evaluate the similarity of the mappings produced

by each method. This acts as a further benchmark to evaluate how closely aligned the

newly proposed algorithm’s reported reconciliations are compared to those inferred by

Jane. This includes a comprehensive analysis of the primate–malaria coevolutionary

system (Mu et al. 2005), first introduced in Chapter 3 using TreeCollapse. In revisit-

ing this dataset a number of the areas considered in Chapter 3 are revisited and then

extended, with a particular focus on the exploration of the Pareto front achieved using

heuristics.

Finally, TreeCollapse’s running time is analysed to ensure that the asymptotic com-

plexity bounds introduced herein translate to a running time reduction in practice. This

required a larger data set, including cases with up to 5000 taxa compared to the two data

sets leveraged for the accuracy analysis which included data sets with up to 200 taxa.

The development of this new data set and the analysis which was performed using it, is

outlined in Section 5.6.

5.4.1 Evaluating TreeCollapse’s patterns

The model introduced in this chapter builds on Ronquist’s (2003) original hypothesis,

that pattern-based algorithms provide robust estimations for the cophylogeny recon-

struction problem. To evaluate each pattern’s additional contribution, TreeCollapse was

run such that the pattern detection framework consisted of the initial four base patterns

plus a single additional hybrid pattern, with the aim of identifying the benefit which

3This data set is discussed in detail in Appendix C.
4Further information on each of these biological systems is provided in Appendix A.
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was provided by each additional pattern in isolation.

The results for this analysis over both data sets can be seen in Figure 5.5. The

synthetic data highlights that all additional patterns in isolation decrease the total par-

simony score, and that the four hybrid patterns combined offer a significant decrease

to the overall parsimony score by 7.8%. Of note, however, is that the individual con-

tribution is not directly proportional to the reduction achieved when all four hybrid

patterns are combined. The biological data presents a similar trend, with the exception

of the marginal increase caused by the duplication–switch pattern. Regardless of this

increase, when all four hybrid patterns are combined the resultant score is reduced by

11.7%, even further than that achieved over the synthetic data set.
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Figure 5.5: The improvement offered by each of the four hybrid patterns considered
in the construction of the TreeCollapse framework. This plot considers the parsimony
score reduction offered by each pattern in isolation along with reduction achieved by
all four patterns combined.

Based on the marginal increase noted for the duplication–switch pattern, a more in-

depth analysis was undertaken. This led to an individual analysis of each coevolution-

ary instance to identify whether any benefits were provided by the duplication–switch

pattern, and therefore to ascertain if it should be removed from the TreeCollapse frame-

work. To achieve this result each biological system was evaluated in terms of their

distance to the Pareto front.

When leaving out the duplication–switch pattern a decrease in the parsimony score
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was observed due to the improvement in the parsimony score of systems with a signifi-

cantly higher cost than the Pareto optimal score. This reduction in the total parsimony

score in this case, however, comes at a cost, where the total number of reconciliations

which are recovered as optimal, also decreases. In fact when removing the duplication–

switch pattern from the TreeCollapse framework, the number of solutions that are re-

covered which lie on the Pareto front were observed to be reduced from 69 out of 102

(67.6%) to 67 of 102 (65.7%). As recovering Pareto optimal solutions is a primary

focus of this thesis, the duplication-switch pattern was retained as a default pattern

within the pattern detection framework. This result, however, highlights that further

work may be undertaken in the field of pattern analysis as a means of inferring alternate

or additional complementary patterns which may provide a more robust coevolutionary

analysis technique.

The analysis of the additional patterns integrated into Ronquist’s (2003) original

model demonstrates a significant decrease in the resultant cost of the inferred maps

compared to only using the base patterns. When the reported results of both the syn-

thetic and biological data sets are averaged such that each group is weighted equally,

the four hybrid patterns provide a reduction in the parsimony score of 9.7%. This is a

significant result considering this is achieved without any increase in the framework’s

computational complexity.

5.4.2 Improvements provided by Right Push

To evaluate the impact of Right Push, TreeCollapse was run with and without Right

Push enabled. When comparing the total parsimony scores for synthetic and real data

sets (Figure 5.6), it can be seen that there is a 6.6% and 5.4% decrease respectively

in the total parsimony score when Right Push is enabled. This result provides strong

evidence of Right Push’s ability to minimise the total parsimony score. This result

also demonstrates the potential that the Right Push algorithm offers to other greedy

algorithms which apply pattern-based methods to recover sub-optimal maps. Further,

while the reduction of 9.7% using patterns was achieved using all four possible events,

the 6% improvement offered by Right Push is achieved by only reducing loss events.

Figure 5.6 also provides the total improvement offered by combining both the hy-

brid patterns and the Right Push algorithm. Over the synthetic data set it can be seen

that by applying both the hybrid patterns and Right Push a decrease in the parsimony
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score of 9.8% is achieved. This trend continues when evaluating the performance of

both the hybrid patterns and Right Push over the real data set, showing a decrease of

16.1%. As a result, by applying both the hybrid patterns and the post processing algo-

rithm Right Push, an additional decrease in the parsimony score of 12.9% is achieved

compared to the original framework proposed by Ronquist (2003). This result is par-

ticularly significant considering that it is achieved without any increase in the computa-

tional complexity.
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Figure 5.6: Accuracy improvement provided when the Right Push post-processing al-
gorithm is enabled in the TreeCollapse pattern detection framework. The evaluation is
run on both Synthetic and Real Data Sets.

5.4.3 Establishing a baseline

Before comparing TreeCollapse against the cutting edge solutions for solving the dated

tree reconciliation problem, TreeCollapse was compared against two polynomial time

greedy algorithms to provide a baseline for TreeCollapse’s performance. These algo-

rithms were Page’s Reconciled Tree Analysis and Edge Only Mapping.

Page’s Reconciled Tree Analysis recovers a Pareto optimal solution which can also

be found by TreeCollapse in the case where host switch patterns are ignored. Page’s

Reconciled Tree Analysis recovers this mapping in linear time, as the order of internal

nodes does not impact on the final solution, as host switch events are not considered.
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The second method allows for only host switch and duplication events (Edge Only

Mapping), and is able to achieve a polynomial time complexity bound by avoiding the

computational complexity associated with internal node ordering. This is achieved by

reconstructing a reconciliation which is bounded by the final timing interval (the edge

set adjacent to the leaf nodes) of the host tree. A mapping bounded within this edge

set can be recovered using an existing fixed node ordering algorithm such as Improved

Node Mapping introduced in Chapter 4, where the values for codivergence and loss are

set to infinity and any random date range is applied to the host tree. Edge Only Mapping

is of interest as a dynamic programming algorithm, such as Jane, will never reconstruct

a map that is more expensive than the map recovered by Edge Only Mapping, and there-

fore it provides an excellent baseline for new algorithms, particularly greedy algorithms

that may not offer any accuracy guarantees.
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Figure 5.7: Total reported cost for TreeCollapse, Page’s Reconciled Tree Analysis and
Edge Only Mapping compared to the best known solution’s cost (as reported by Jane
and Improved Node Mapping).

Page’s Reconciled Tree Analysis and Edge Only Mapping both recover Pareto op-

timal solutions, which are generally considered excessively expensive when applying

cost schemes that assign approximately the same cost to each event5. Although known

to often report solutions with a high global cost, these algorithms do offer a strong pre-

liminary baseline for the performance of TreeCollapse, which is designed to recover
5such as the Jungle cost scheme (Ronquist 2003)
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solutions using all four recoverable events.

The results for this analysis can be seen in Figure 5.7. These results show that

for both synthetic and real data sets, TreeCollapse’s performance is significantly better

compared to Page’s Reconciled Tree Analysis and Edge Only Mapping. If the distance

from the best solution recovered i.e. the assumed Pareto Front is calculated, then it can

be seen that over the synthetic data set that TreeCollapse is 11% more expensive com-

pared to 31% additional expense for Page’s Reconciled Tree Analysis and 50% for Edge

Only Mapping. This is compared to the real data set where TreeCollapse is 6% more

expensive compared to 54% for Page’s Reconciled Tree Analysis and 45% for Edge

Only Mapping. As an average, this shows that TreeCollapse is 8% more expensive than

the optimal compared to 42% and 48% respectively for these two baseline algorithms.

5.4.4 Comparing TreeCollapse against Jane

In this section TreeCollapse is compared against Jane 4 (Libeskind-Hadas 2015b), a

popular technique for estimating the cophylogeny reconstruction problem. Jane was se-

lected, as the metaheuristic framework leveraged by TreeCollapse is derived from Jane’s

genetic algorithm (Conow et al. 2010), and therefore it is expected that the optimal node

ordering arrangement will be converged upon by both algorithms at approximately the

same rate; if the number of iterations and population size are consistent. As a result,

the genetic algorithms for both methods were configured to run for 100 iterations with

a population size of 100; the default configuration for the current version of Jane.

Table 5.2: Performance of the TreeCollapse Pattern Detection Framework compared to
Jane over both Synthetic and Real Data sets

Algorithm Total Parsimony Score
(Synthetic Data Sets)

Total Parsimony Score
(Real Data Sets)

TreeCollapse 14443 1574
Jane 12869 1481

Table 5.2 demonstrates that Jane offers an accuracy improvement of 8% compared

to TreeCollapse. This is a significant result considering TreeCollapse offers a quadratic

running time reduction compared to Jane. An 8% reduction, while demonstrating
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TreeCollapse is quite accurate on average, over the 1055 coevolutionary instances con-

sidered, does not provide any indication on the rate in which both Jane and TreeCollapse

converge on solutions with equivalent cost. Further analysis was undertaken to evalu-

ate such a convergence rate, with Figure 5.8 summarising this analysis where it can be

seen that in the majority of cases TreeCollapse converges on the optimal map under the

Jungle cost scheme relative to Jane.

Further, it can be identified from Figure 5.8 that in 83% of cases (84% for real

data) that the cost of the recovered map using TreeCollapse is within 2 of the optimal

cost. This is a significant result as it demonstrates TreeCollapse’s ability, with a high

frequency, to recover solutions which are approximately equal to those recovered by

Jane, in only a fraction of the time.
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Figure 5.8: Distance (the difference in parsimony score) that each of TreeCollapse’s
reported solutions cost is from that which was reported by Jane.

It is important to note, however, that while TreeCollapse and Jane may recover

mappings with an equivalent cost in 65% of cases, that the actual configuration of the

mapping may not always be identical. In a number of examples TreeCollapse and Jane

reported unique mappings, which are both optimal. An example of such a case is the

Primate–Malaria coevolutionary system (first introduced in Chapter 3).
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5.5 Primate Malaria Co–adaptation revisited

The Primate–Malaria data set was first introduced in Chapter 3 where it was shown to

be a biological case which induces time–inconsistencies under the Jungle cost scheme.

This system is revisited as part of the evolution of TreeCollapse, as not only is this sys-

tem representative of a select number of biological cases which induce time–inconsistent

switch events, it also gives rise to variation within the Pareto front as reported by Jane

and TreeCollapse.
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Figure 5.9: The Primate / Malaria tanglegram used for this evaluation.

The mappings recovered for the Primate–Malaria tanglegram by both TreeCollapse

and Jane can be seen in Figures 5.10, and 5.11 respectively. The parsimony scores for

each of these mappings was 24; under the Jungle cost scheme. Both Jane and TreeCol-

lapse are able to infer a time-consistent solution for this system, unlike methods such

as CoRe-PA6, but portray contrasting views of the origin of the parasite’s divergence

within the host phylogeny. The reconciliation inferred by TreeCollapse posits a longer

evolutionary history between primates and malaria compared to that which is inferred

by Jane. Providing this alternate view is of value as providing additional optimal solu-

tions from the Pareto front assists in the inference of the consensus map.

6for more detail see Section 3.3.3 in Chapter 3.
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Figure 5.10: The mapping produced by TreeCollapse. This map includes 3 codiver-
gence events, 6 duplication events, 8 host switch events, and 2 loss events and has a
total resultant cost of 24 under the Jungle cost scheme.

The unique map recovered for this coevolutionary system by TreeCollapse demon-

strates its value as a complementary mapping algorithm for coevolutionary analysis. In

this instance, by using both TreeCollapse and Jane, a larger sub-set of the Pareto front

could be recovered compared to what was achieved by using either method alone. This

result affirms the value of TreeCollapse, not only as a faster way to approximate the

cophylogeny reconstruction problem compared to approaches such as Jane, but also as

it may potentially provide further insight into the coevolutionary instances considered.
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Figure 5.11: The mapping produced by Jane first presented in Figure 3.6. This map
includes 2 codivergence events, 7 duplication events, 8 host switch events, and 1 loss
event and has a total resultant cost of 24 under the Jungle cost scheme.
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5.6 Running time comparison

TreeCollapse is an algorithm designed to handle larger data sets. While a linear time

algorithm, it does incur a high constant factor due to the number of patterns (8) con-

sidered and the number of nodes explored (16) locally7. Therefore, the running time of

TreeCollapse’s pattern detection phase is at least 16×8×n. This results in the potential

that for small values of n, that is those where n ≤ 16, that TreeCollapse’s performance

will be comparable to the cubic time algorithms which may solve this problem opti-

mally.

TreeCollapse, however, is expected to dominate these algorithms as n grows, in

particular for values where n ≥ 1000. To test this hypothesis required the creation of

larger data sets than have previously been published or created. At the time that this

experiment was first performed in 2015 (Drinkwater and Charleston 2015a), there was

a limited number of synthetic generation tools capable of creating coevolutionary sys-

tems of this size. CoRe-PA (Merkle et al. 2010) for example was only able to support

synthetic models with up to 1000 taxa8. CoRe-Gen (Keller-Schmidt et al. 2011) how-

ever, was able to support larger data sets assuming the Java stack was increased beyond

its default.

Further, CoRe-Gen offers a significant benefit to the synthetic generation model

which is integrated into CoRe-PA, as not only does it support larger data sets but it con-

structs synthetic evolutionary histories under a biological model rather than applying a

purely random model. For this experiment such synthetic coevolutionary data sets are

highly valued as the aim is to examine the performance of TreeCollapse over expected

evolutionary systems.

The data sets created using CoRe-Gen were bound such that they did not exceed

5000 taxa shared between the host and parasite phylogeny. In the extreme case this

could result in systems where the host may have 4999 taxa and the parasite may have

only a single taxa, that is the parasite may only be a single species. Such a system was

avoided by configuring CoRe-Gen to provide relatively similar sized host and parasite

trees, with the most extreme variation between the trees applied to this experiment

differing by only 32% (2927 taxa in the host and 1993 taxa in the parasite). On average,

however, the variation was significantly less. Across the 250 data sets the observed

7this includes two cherries and their parent(s) in each tree
8This has subsequently been resolved as of March 2015
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variation between the host and parasite phylogenies was on average only 7%.

To minimise the variation in the size of the host and parasite phylogenies CoRe-Gen

was configured to execute 100 simulations using the following configuration:

java -Xss16m -jar CoRe-Gen.jar -c100 -f1 -X1 -l <NumberOfLeaves>

where the data set retained was the system where the number of taxa was most similar.

Producing data sets in this manner allowed for the data sets applied to this experiment to

best represent expected coevolutionary systems where the host and parasite phylogeny

are often of equivalent size (Conow et al. 2010; Baudet et al. 2015).

CoRe-Gen was executed in this fashion 250 times to produce 250 data sets ranging

from 20 taxa shared between the host and parasite trees through to the largest data

set which shares 5000 taxa between the host and parasite. This data set along with

the Yule and Uniform data sets produced for the analysis in Chapter 7, represent the

largest coevolutionary systems leveraged to analyse coevolutionary algorithms. For

further details on the data sets produced by CoRe-Gen from the running time analysis

considered herein see Appendix D.

To evaluate the potential running time reduction offered by TreeCollapse, it was

compared against a Java implementation of Bansal et al.’s (2012) DTL reconciliation

algorithm. This algorithm was selected as it was expected that the number of replicates

performed within this experiment would have been too computationally expensive if

Jane was included. In fact the difference if Jane was included compared to Bansal

et al.’s (2012) DTL reconciliation algorithm was 5 months compared to 9 hours9.

Each algorithm was run 100 times over the 250 data sets, where the median running

time was recorded on the plot in Figure 5.12. This plot over a log scale demonstrates

that Bansal et al.’s (2012) DTL reconciliation algorithm requires a significantly longer

period of time compared to TreeCollapse, and that its running time grows at a faster

rate compared to TreeCollapse.

What is of interest is that while TreeCollapse’s running time is 33 times faster on av-

erage than that of Bansal et al.’s (2012) DTL reconciliation algorithm, in the case where

n≤ 20 Bansal et al.’s (2012) algorithm is actually more efficient, aligning with the ex-

pectation discussed above. This smaller subset is highlighted in the plot in Figure 5.12

(right), which only considers the cases where n≤ 100.

9This is an estimation based on the worst case running time and therefore Jane may complete faster,
particularly if it was optimised as discussed in Chapter 7
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Figure 5.12: A comparison of the running time of TreeCollapse and Bansal et al.’s
(2012) DTL algorithm. This includes an analysis over the 250 synthetic systems ranging
from 20 to 5000 taxa (left) and only for the data sets with 100 or less taxa shared
between the host and parasite phylogenies (right).

Even in this smaller subset it is clear that Bansal et al.’s (2012) DTL reconciliation

algorithm is growing at a faster rate. In fact this result validates the complexity analysis

performed within this chapter which argued that while TreeCollapse has a high con-

stant factor, that is seen here to dominate its running time initially, that as the data sets

continue to grow this constant factor is itself dominated.

5.7 Further avenues for linear time DTR algorithms

This chapter reintroduced pattern analysis as a means to reconcile the incongruence

between a pair of phylogenetic trees. Unlike previous attempts, the pattern analysis

approach considered within this chapter was constrained to only considering the case

where the internal node ordering of the host tree has been previously determined. This

ordering may have been reconciled during the phylogenetic reconstruction process (Bar-

raclough and Vogler 2002), using molecular clock dating techniques (Yoder and Yang

2000), estimated through the analysis of the fossil record (Pagel 1999) or inferred from

within a metaheuristic framework (Conow et al. 2010).

By constraining the application of pattern analysis to this simpler problem, it has

been shown that it is possible to infer highly accurate solutions for the dated tree rec-

onciliation problem in a fraction of the time compared to what is required for the set of

dynamic programming algorithms such as Node Mapping, Edge Mapping, Slicing and

Bansal et al.’s (2012) DTL reconciliation algorithm. What is even more significant is
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that this improvement only grows as n grows. For example when n is 100 TreeCollapse

is observed to be twice as fast, while it is observed to be almost 52 times as fast when

n is 5000. This is significant considering Bansal et al.’s (2012) DTL reconciliation

algorithm cannot guarantee time consistency while TreeCollapse can.

The results achieved herein are of particular note as they were achieved using only a

simple set of heuristics. This leaves the door open for a more comprehensive analysis of

other potential patterns not considered herein. More promising still is the development

of a set of patterns targeted for specific coevolutionary systems. Such a framework

would preference certain patterns which are known to more accurately and parsimo-

niously explain certain systems. The benefits of such an extension to the TreeCollapse

framework can be seen when considering two different coevolutionary systems, one

which is a host-pathogen system and the other a biogeographical analysis. In this case it

is highly probable that the host-pathogen system would present a higher rate of switch-

ing activity compared to the biogeographical system where migration events are less

common (Mu et al. 2005). A targeted set of patterns could be designed to account for

this known behaviour. A host switch orientated set of patterns could be applied to the

analysis of the host pathogen system, potentially even introducing additional switch

focused patterns, while when handling the biogeographical analysis, the pattern set ap-

plied could be implemented such that it takes a conservative view of switch events.

This technique also has the potential to be applied within customised frameworks for

the analysis of preferential host switching where customised patterns may be applied,

or supressed to model this biological phenomena. TreeCollapse’s extensible design of-

fers great potential in this field as the rate of preferential host switching has been shown

to vary across biological systems (Hoyal Cuthill and Charleston 2013), and therefore

the ability for custom patterns sets would be highly advantageous compared to tradi-

tional event based models which are unable to capture this biological process correctly

(Charleston and Robertson 2002).

The success of TreeCollapse does not only open the possibility for further develop-

ment in the field of pattern analysis but also demonstrates that a highly accurate heuristic

is possible using a careful selection of constraints. This topic is revisited within Chap-

ter 8, where the work presented within this chapter along with Chapters 4, 6, and 7 are

aggregated to construct an alternative linear time algorithm for the dated tree recon-

ciliation problem, which is then compared and contrasted with TreeCollapse offering

additional insights into this pattern detection framework.



Chapter 6

Exploiting Tree Topology

This chapter presents a time and space complexity reduction for the dated tree rec-

onciliation problem, extending the Improved Node Mapping algorithm introduced in

Chapter 4. This work was first presented at the Asia Pacific Bioinformatics Conference

(APBC2015) held in HsinChu, Taiwan in January 2015 (Drinkwater and Charleston

2015e), and was later published in Computational Biology and Chemistry (Drinkwa-

ter and Charleston 2015d). My role in this work was the design, implementation and

validation of the proposed data structure presented herein, along with completing the

tree topology analysis which gives rise to the time and space complexity reduction in-

troduced in this chapter. Michael Charleston’s contribution was the establishment of

the broad context of the initial line of enquiry along with guidance during the develop-

ment of the framework applied to the evaluation of the newly proposed algorithm and

data structure. This work also greatly benefited from the insightful conversations with

Anastasios Viglas during the formulation of the mathematical proofs presented herein.

This chapter provides the foundations for deriving a sub-quadratic space solution for the

dated tree reconciliation problem, which will be further extended in Chapter 7, where

together these two chapter derive the most efficient solution to the dated tree reconcil-

iation problem for evolutionary trees derived to date. The work presented in these two

chapters has also been aggregated within a later publication published in Algorithms for

Molecular Biology (Drinkwater and Charleston 2016b) as an journal publication which

provides a more in-depth analysis of the results presented in both conference papers and

matches most closely with the results presented in these chapters.

140
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6.1 Background

Improved Node Mapping introduced in Chapter 4, along with Edge Mapping (Yod-

pinyanee et al. 2011) and Slicing (Doyon et al. 2010b) represent the three bottom up

(taxa-to-root) dynamic programming algorithms capable of solving the dated tree rec-

onciliation (DTR) problem in cubic time. They achieve this complexity bound by ex-

ploiting certain topological properties of bifurcating trees. Improved Node Mapping

for instance, infers host switch events in constant time due to an application of the level

ancestor problem1, which is only achievable due to a set of topological constraints that

may be applied to the structure of a tree. Node Mapping, Edge Mapping and Slicing

all exploit the fact that phylogenetic trees, unlike phylogenetic networks, have a single

optimal codivergence event, the most recent common ancestor (MCRA), which allows

for the inference of the optimal codivergence and duplication events to be inferred in

constant time (Page 1994b; Doyon et al. 2010b). Bansal et al.’s (2012) Duplication

Transfer Loss (DTL) top down (root-to-taxa) dynamic programming algorithm also re-

lies on tree topology by exploiting that nodes in a tree have a single parent. This is not

true for phylogenetic networks where each node may have up to O(n) parents.

The value of exploiting topological properties of bifurcating trees when solving

the dated tree reconciliation problem is best observed by considering the fall in the

asymptotic complexity for the case where the phylogenies considered are trees rather

than networks. Libeskind-Hadas and Charleston (2009) considered the more difficult

case where the host is a phylogenetic network and this lead to the first formulation

of an algorithm to solve this problem by Conow et al. (2010). This method’s time

complexity of O(n7) is a significant limitation compared to Bansal et al.’s (2012) DTL

algorithm which is capable of solving the special case where the phylogenies are trees

in O(n2 logn); the sub-problem considered in detail herein.

A number of properties of bifurcating trees have been applied that reduce the com-

putational complexity for a number of coevolutionary analysis algorithms, such as the

applicability of the level ancestor problem to infer optimal host switch events, exploit-

ing constant time queries for recovering the most recent common ancestor, or utilis-

ing that the number of edges in a tree is O(n). To this author’s knowledge, however,

the methodology proposed herein outlines the first algorithmic formulation where tree

shape is exploited as a means to decrease its associated computational complexity.

1as was proven in Chapter 4
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6.2 The unbalanced nature of phylogenetic trees

Phylogenetic trees have long been identified as holding an unbalanced structure (Gre-

gory 2008). Modelling this unbalanced nature has been a long standing field of research

in phylogenetics and dates back to at least Yule’s (1924) proposed model. While a num-

ber of models have built on Yule’s initial model including: Harding (1971), Raup et al.

(1973), Rosen (1975), Gould et al. (1977), and Aldous (1991; 2001), to date no syn-

thetic tree generation model has been able to capture the diversity of the evolutionary

process and the phylogenetic trees which this process gives rise to; although significant

progress has been made recently such as the introduction of the age dependent model

by Hagen et al., (2015). While no single model captures nature’s diversity, it has been

proven that the topology of trees produced by the evolutionary process converges be-

tween the topology of trees produced by the Yule and Uniform models (Moran 1958;

Mooers and Heard 1997; Steel and McKenzie 2001).

The Yule model, also known as the equal-rates-Markov model (Cavalli-Sforza and

Edwards 1967; Harding 1971), is named after Yule’s (1924) analysis of tree shape,

which aimed to replicate the observed imbalance noted within phylogenetic trees. A

representation of this imbalance can be seen in Figure 6.1, where a perfectly balanced

tree with 32 nodes would have a height of 5, while in this example the bifurcating tree

produced under a Yule model has a height of 10.

Figure 6.1: An example of a tree produced under a Yule process with 32 taxa (the
original tree was produced using CoRe-PA, and was reproduced using TikZ)

The unbalanced nature of trees produced under a Yule model is due to the applica-

tion of a continuous-time pure birth process starting with a single node, where each node

has a random probability of speciation regardless of the length of time it has existed.
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That is, under a Yule process the branch lengths have no bearing on the probability of

speciation. It is this property that leads to a less balanced bifurcating tree under a Yule

process (Steel and McKenzie 2001). While the Yule model does induce tree imbalance,

this model is actually representative of the most balanced evolutionary trees within the

biological tree of life, and as such, this synthetic model is most often postulated as a

null hypothesis for phylogenetic tree shape (Blum and François 2006).

The Uniform model, also known as the proportional-to-distinguishable arrange-

ments (PDA) model, is a synthetic tree generation model which produces trees through

uniform sampling of all possible tree topologies (Rosen 1978). A representation of the

imbalance of trees produced under a Uniform process can be seen in Figure 6.2 where

a perfectly balanced tree with 32 nodes would have a height of 5, while in this case the

inferred tree has a height of 11.

Figure 6.2: An example of a tree produced under a Uniform process with 32 taxa (the
original tree was produced using CoRe-PA, and reproduced in TikZ)

The imbalance present in trees produced under a Uniform model is correlated with

the diverse tree topologies which exist for all bifurcating trees. In the case where the

bifurcating trees in question are labelled, it is known that there are n! unique labelled

balanced bifurcating trees with n leaves. There are, however, 1
n+1 ×

(2n
n

)
× n! labelled

trees with n taxa (Felsenstein 2004). If this is plotted, as shown in Figure 6.3, it is

clear that the probability of sampling a perfectly balanced tree from this sample is quite

low. For example for n = 10, there are 16795 tree topologies which are unbalanced for

every perfectly balanced tree, and this value will only continue to grow as the number

of leaves grows.

Although the Uniform model has been shown to capture the behaviour of a number
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of biological processes such as explosive radiation (Steel and McKenzie 2001) and mul-

titype branching processes with species quasi stabilisation (Pinelis 2003), this model

does not directly model any evolutionary process, nor does this model in its purest

sense grow trees (Mooers and Heard 1997). Rather, synthetic evolutionary trees gener-

ated under a Uniform model are constructed by uniform sampling from all trees with n

leaves (Aldous 2001). While this model may not simulate the evolutionary process, it

provides a bound for the most unbalanced phylogenetic trees (Aldous 1991, 1993).
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Figure 6.3: The number of possible labelled bifurcating trees (ρ(n) = 1
n+1 ×

(2n
n

)
×n!)

compared to the number of balanced binary trees (ρ(n) = n!).

What is of note is that trees produced under the Yule and Uniform models represent

only a fraction of all conceivable trees. The size of this subset relative to the entire tree

space is highlighted in Figure 6.4 (left), where the heights of a series of synthetically

generated trees produced under the Yule and Uniform models are plotted between the

two boundaries formed by the expected height of the most balanced and unbalanced

binary trees (logn and n−1). Using least-square function approximation it is possible to

provide a crude estimation of the heights of the trees produced under these two synthetic

models as is displayed in Figure 6.4 (right), where the points plotted are fitted with

the curves κ(n) = 4.11n0.23 and κ(n) = 4.68n0.41 for the Yule and Uniform models

respectively.
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Figure 6.4: The heights of trees produced under a Yule and Uniform models bounded
between the maximum and minimum heights of all possible bifurcating trees (left) and
the heights of trees produced under the Yule and Uniform models compared against
the fitted curves for this specific data set inferred using least-squares function approx-
imation (right). Note that these synthetically generated trees were produced using a β

splitting model (Aldous 1996) using CoRe-PA’s nexus tree generation framework.

Using these approximate bounds the fraction of the search space that is of interest

within the context considered herein, S∗(n), may be extrapolated relative to the en-

tire tree space, ST (n). When constraining the integral to only compare trees produced

between 10 and 2500 taxa, those which were considered in Figure 6.4, the region of

interest is only 4.99% ( 154632
3097866 ) of the possible tree heights.

S∗(n) = 4.68
∫ 2500

10
(n0.41)dn−4.11

∫ 2500

10
(n0.23)dn

= 154632 (6.1)

St(n) =
∫ 2500

10
(n−1)dn−

∫ 2500

10
(log2 n)dn

= 3097866 (6.2)

One may argue that this is a very crude estimation, however, it does demonstrate that

the set of trees corresponding to the heights of expected evolutionary trees represents

only a very small fraction of all tree topologies. This may be extended where it is
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observed that this fraction of tree topologies only decreases in size relative to the search

space encapsulating all conceivable trees, through the application of L’Hôpital’s rule.

lim
x→∞

S∗(n)
St(n)

= lim
x→∞

∫ x
10(4.68n0.41−4.11n0.23)dn∫ x

10(n− log2 n−1)dn

= 0 (6.3)

This result therefore demonstrates that expected evolutionary data has a unique

structure relative to the entire tree space, and that algorithmic design may potentially

benefit from exploiting this unique structure; rather than designing algorithms for the

general case. Therefore having a pair of synthetic tree generation models which bound

the topology of both the most balanced and unbalanced evolutionary trees, allows for

targeted complexity analysis. It allows for the potential of an in-practice time and space

complexity improvement for algorithms which process phylogenetic trees, particularly

if the improvement exists for tree topologies at both ends of this spectrum. This is

the premise of the work presented within this chapter, where a formulation of an algo-

rithm which is asymptotically faster for both these synthetic tree generation models is

presented. The asymptotic complexity reductions presented herein provides a frame-

work which will be extended in Chapter 7 providing the most time and space efficient

in-practice algorithm for solving the dated tree reconciliation problem optimally devel-

oped to date.

6.3 Quadratic space complexity

A number of heuristics such as Page’s Reconciled Tree Analysis (Page 1990a, 1994a,b)

and TreeCollapse introduced in Chapter 5, are able to infer the evolutionary history, of

a parasite phylogeny with respect to its host using only linear space. These algorithms

while capable of reconciling an evolutionary history, are unable to guarantee that they

will infer the minimum cost evolutionary history for all possible event cost vectors.

To reconcile the optimal shared evolutionary history between a pair of phylogenetic

trees where the internal node ordering of the host is known, the dated tree reconciliation

problem has previously required at least quadratic space. This space complexity bound

is due to the size of the dynamic programming table which stores linear sub-solutions,
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where each sub-solution consists of up to a linear number of sites where the parasite is

mapped into the host, referred to herein as a set of mapping sites. Of note is that this

quadratic space bound holds for both top–down and bottom–up dynamic programming

algorithms (Yodpinyanee et al. 2011; Bansal et al. 2012).

In this chapter it is proven that the traditional dynamic programming table can be

replaced with an array of lists which gives rise to a space complexity reduction for tan-

glegrams composed of trees produced under a Yule or Uniform model. In particular, it

is proven that when the host and parasite phylogenies’ structure, in the sense of balance

and height, is bound between the topology of trees produced by the Yule and Uniform

models that the proposed method provides a logarithmic factor reduction of the space

required to solve the dated tree reconciliation problem optimally. This result, in turn,

provides a logarithmic reduction in the time complexity as well.

While this proposed data structure has only been integrated into the Improved Node

Mapping algorithm2, it has the potential to be extended to other bottom-up dynamic

algorithms, such as Edge Mapping at a later date. This was not considered herein, as

Edge Mapping also requires quadratic storage for preprocessing (Yodpinyanee et al.

2011), which negates the space efficiency gains in terms of a worst case space complex-

ity bound. This is not the case for the Improved Node Mapping algorithm due to its

linear time and space preprocessing requirement.

While this result holds the potential of a space complexity improvement for all al-

gorithms, the time complexity improvement only holds for the current set of proposed

bottom–up dynamic programming algorithms. This is due to Bansal et al.’s (2012) pro-

posed top–down algorithm’s time complexity bound being derived from the number of

nodes in the host and parasite trees rather than the number of sub-solutions required at

each iteration of the algorithm.

6.3.1 A new way to store the DP table

Improved Node Mapping in its current form incrementally maps each parasite node into

the host phylogeny from the taxa up to the root. Under this approach the first pass of

the algorithm maps the parasite leaves to their respective host leaves based on the input

association set, ϕ . Following this step the internal parasite nodes are incrementally

mapped into the host, if and only if, their children have already been mapped.

2introduced Chapter 4
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This approach therefore lends itself to being implemented where all the nodes from

each level of the parasite tree are processed before progressing to the next level (Conow

et al. 2010). A node’s level, in this context, is the height of the node in the tree if all

branch lengths are considered a uniform length, that is, the length of the longest path

between the current node and its descendants, where the leaves are therefore initialised

at level 0. It has previously been shown that the sub-solutions constructed for the leaves,

the nodes at level 0, require only a single mapping site3. As the algorithm continues

to map parasite nodes into the host tree, the required space incrementally increases for

each level of the parasite tree retained, until it will require O(n) space for the set of

mapping sites for each sub-solution.

An example of the distribution of elements retained can be seen in Figure 6.5, which

presents the dynamic programming matrix (right) used to solve the dated tree reconcili-

ation problem for a specific tanglegram instance (left). Of particular interest is that more

than half of the elements in the matrix are empty. The proposed data structure takes ad-

vantage of this as well as the rate at which the number of mapping sites increases, to

allow for a sub-quadratic space solution for the dated tree reconciliation problem.
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Figure 6.5: The tanglegram instance (left) first presented in Figure 4.1, along with the
dynamic programming matrix (right) generated when solving this instance using the
Improved Node Mapping algorithm. What is of interest is that only 19 of the possible
45 (42%) elements in the matrix are populated to solve this particular example. It is this
gap, the number of unpopulated elements, which is exploited within this chapter.

The proposed data structure replaces the currently favoured two dimensional matrix

for storing each sub-solution with an array of lists. The array itself is O(n) in size, where

each element represents a single parasite node. The lists stored in each array element
3see Chapter 4 or (Drinkwater and Charleston 2014a) for details
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consists of a list of unique mapping locations for the parasite node (pi) in the host,

which is bound by O(n), the number of internal nodes in the host tree. In the worst case

this data structure offers the same worst case space complexity bound as the dynamic

programming matrix used by both Edge Mapping and Improved Node Mapping.

The unique aspect of this data structure compared to a two dimensional array (ma-

trix) is that each list stored in the array is not fixed to the size of the host tree (2n−1).

This follows from the differences between the representation of a graph as either an ad-

jacency matrix or an adjacency list. For sparse graphs an adjacency list has the potential

to offer a significant reduction in the space complexity, while the worst case complex-

ity bound in both cases is the same (Cormen 2009). Similarly, this work proves that

phylogenetic trees which are topologically bound by the Yule or Uniform models have

sufficiently many sub-solutions which require less than O(n) mapping sites, such that

the overall storage requirement is sub-quadratic.

p0 p1 . . . pn−1 pn . . . p2n−3 p2n−2

m0 m0 m0 m0

m1

m2

m0

m1

m2

...

m0

m1

m2

...

Figure 6.6: The proposed data structure. This data structure is designed to minimise the
space complexity of the Improved Node Mapping algorithm, by replacing the dynamic
programming matrix previously used.

Figure 6.6 is a visualisation of the proposed data structure where the sub-solutions

(p0, . . . , p2n−2) have been added to the array in increasing order based on their level

in the tree, where (p0, . . . , pn−1) are the sub-solutions for the leaves of the parasite tree

while p2n−2 stores the root’s sub-solution. What is important to note is that for the first n

(0, ...,n−1) sub-solutions only one mapping site is stored; the corresponding leaf node

in the host tree with which the parasite, pi, is associated. For the remaining (n− 1)

internal nodes there are up to O(n) possible mapping sites. Initially, however, the sub-

solutions will have fewer than O(n) mapping sites, such as the mapping sites generated
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for the parasite nodes at level one, which will only have three possible mapping sites,

as discussed in the following section. This is represented by the sub-solution stored at

index n, (m0,m1,m2).

6.4 Time and space complexity reduction

6.4.1 Counting the minimum number of mapping sites required

The recovery of a map where internal node ordering is fixed has previously required the

storage of linear sub-solutions, where each sub-solution consists of up to a linear num-

ber of mapping sites (Yodpinyanee et al. 2011). Although it was identified in Chapter 4

that mapping algorithms may not require linear mapping sites to be considered, no prior

analysis has proven any bound less than O(n).

To prove that the required number of mapping sites is less than O(n) for trees pro-

duced under the Yule and Uniform models, firstly the number of mapping sites required

at each level must be identified. To establish this bound the number of mapping sites

for the leaves of the parasite phylogeny must be considered. These mapping sites rep-

resent the direct mapping formed by the associations between the parasite and host

phylogenies. These are the first set of sub-solutions reconstructed as the Node Mapping

algorithm reconstructs an optimal map from the leaves to the root (Libeskind-Hadas

and Charleston 2009).

The next set of sub-solutions to recover are for the parasite’s internal nodes at level

one. These are the internal nodes where both children have previously been mapped.

These nodes have three possible mapping sites, which include the two minimum cost

host switch events (Bansal et al. 2012, 2013) and either a codivergence or a duplication

event (Doyon et al. 2010b, 2011). Only one of these two events needs to be considered,

as the optimal codivergence and duplication events both map to the same host node,

the most recent common ancestor (Doyon et al. 2011), and therefore only the most cost

efficient solution needs to be stored to recover an optimal map.

The trend identified for level one can be used to compute the storage requirement

for the nodes at level two. In this case, however, there may potentially be more than

one optimal mapping site for the left and right child of the parasite node in question,

and therefore each mapping site for the left child must be compared to all the mapping

sites associated with the right child. Each mapping site pair may have up to three
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possible mapping sites, giving rise to the recurrence relation, ai; the maximum number

of mapping sites required for the sub-solution of a parasite node at level i.

a0 = 1

a1 = 3

ai = 3× (ai−1)
2 for all i≥ 1 (6.4)

It is important to note that the recursive function in Equation (6.4) is the represen-

tation of the worst case, as it assumes that the children have an equivalent worst case

cost and that each mapping site pair gives rise to a unique set of mappings. This can

occur in the case where the host and parasite phylogenies are congruent balanced binary

trees. As a tree becomes more unbalanced, however, there will be an increased number

of cases where the left and right child will not have an equal number of mapping sites,

as there are fewer cases where both children reside at the previous level. This results

in a reduced number of mapping sites and a lower rate of growth for the function ai.

Therefore from Equation (6.4), a closed form representation of the worst case growth

for the number of mapping sites for all bifurcating trees may be inferred as:

Lemma 5. The storage requirement for each sub-solution corresponding to a parasite

node at level i is O
(
3(2

i−1)) ∀ i≥ 1.

Proof.

ai = 3× (ai−1)
2

ai = 33× (ai−2)
2

ai = . . .

ai = 32i−1a0

ai = 32i−1 (6.5)

Lemma 5 provides a closed form function for ai and can therefore be used to pro-

vide a tighter bound for the required storage, f (i), to solve the dated tree reconciliation
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problem. When combined with the existing worst case bound for the number of map-

ping sites required to solve this problem optimally, O(n) a new worst case complexity

may be inferred in the form:

f (i) =

{
1 if i = 0

min(3(2
i−1),n) if i≥ 1

(6.6)

This result is of more interest if there exists a set of values for i where 3(2
(i)−1)< n. If

this may be defined in terms of n then there may exist a sub-quadratic space formulation

of the Improved Node Mapping algorithm which is defined in Lemma (6) as:

Lemma 6. 3(2
i−1) ≤ n for all i≤ log2 (log3 n+1)

Proof.

3(2
i−1) ≤ n

2i ≤ log3 n+1

i≤ log2 (log3 n+1) (6.7)

Using Lemma 6 f (i) may be redefined as:

f (i) =





1 if i = 0

3(2
i+1) if 0 < i≤ log2 (log3 n+1)

n if i > log2 (log3 n+1)

(6.8)

To derive the total storage requirement for the proposed data structure requires not

only the storage requirement for a node at each level, but also the number of nodes at

each level. If g(i) is considered as the function defining the number of nodes at each

level and h is the height of the tree, then the storage requirement for solving the dated

tree reconstruction problem using the proposed data structure may be defined as:

h

∑
i=0

( f (i)×g(i)) (6.9)

To simplify the asymptotic analysis herein the height of the trees is considered as

(n−1), the maximum height of all bifurcating trees. This simplification is appropriate

as the analysis considered herein aims to infer the asymptotic complexity rather than a
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exact value of the space required for the Improved Node Mapping algorithm. This was

the same approach which is taken in applying the generalised form of f (i), which also

overcounts the number of mapping sites retained for all but the most balanced trees.

6.4.2 Defining the Shape of Yule and Uniform Trees

To derive a closed form function for g(i) for trees produced under both the Yule and

Uniform models requires the introduction of a random variable L and the function C( j).

Li is the number of nodes at a level i in a tree, where L0 is the number of taxa in the tree,

n, and C( j) is the number of cherries in a tree with j taxa, where a cherry is a pair of

leaf nodes which are adjacent to a common ancestor node (McKenzie and Steel 2000).

As trees produced under the Yule and Uniform models have previously been shown

to append levels within their respective models at a constant rate (McKenzie and Steel

2000), it is possible to construct a recurrence relation for the number of nodes expected

at each level within a constructed tree in terms of L and the function C( j) in the form:

L1 =C(L0)

L2 =C(L0−L1)

L3 =C(L0−L1−L2)

Li =C(L0−
i−1

∑
j=1

L j) (6.10)

Equation (6.10) is of particular value as the initial number of cherries for trees con-

structed under a Yule or Uniform model has been proven by McKenzie and Steel (2000)

to be n
3 and n

4 respectively. Using this result, the following two Theorems may therefore

be derived4 using the recurrence defined in Equation (6.10).

Theorem 4. The expected number of internal nodes at each level of a tree generated

under a Yule process is 2(i−1)n
3i , where n is the number of leaves in the tree and i is the

level for all i≥ 1.

Theorem 5. The expected number of internal nodes at each level of a tree generated

under a Uniform process is 3(i−1)n
4i , where n is the number of leaves in the tree and i is

the level for all i≥ 1.

4see proofs for Theorems 4 and 5



154 CHAPTER 6. EXPLOITING TREE TOPOLOGY

Proof. Theorem 4 is proven by induction as follows:

Prove true for i = 1

Li =
2i−1n

3i

L1 =
n
3

L1 =C(L0) (6.11)

Assume true for i = k

Lk =
2k−1n

3k (6.12)

Prove true for i = k+1

Lk+1 =C
(

L0−
k

∑
j=1

L j

)

E(Lk+1) = E

(
C
(

L0−
k

∑
j=1

L j

))

=
1
3
×
(

E(L0)−
k

∑
j=1

E(L j)

)

=
1
3
×
(

n−
k

∑
j=1

2 j−1n
3 j

)

=
n
6
×
(

2−
k

∑
j=1

(
2
3

) j
)

=
n
6
×
(

2−
(

1− 2
3

k+1

1− 2
3

−1

))

=
n
6
×
(

2−3+
2k+1

3k +1
)

=
2kn
3k+1 (6.13)

Therefore Li =
2i−1n

3i for all i≥ 1.
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Proof. Theorem 5 is proven by induction as follows:

Prove true for i = 1

Li =
3i−1n

4i

L1 =
n
4

L1 =C(L0) (6.14)

Assume true for i = k

Lk =
3k−1n

4k (6.15)

Prove for i = k+1

Lk+1 =C
(

L0−
k

∑
j=1

L j

)

E(Lk+1) = E

(
C
(

L0−
k

∑
j=1

L j

))

=
1
4
×
(

E(L0)−
k

∑
j=1

E(L j)

)

=
1
4
×
(

n−
k

∑
j=1

3 j−1n
4 j

)

=
n

12
×
(

3−
k

∑
j=1

(
3
4

) j
)

=
n

12
×
(

3−4+
3k+1

4k +1
)

=
n

12
×
(

3k+1

4k

)

=
3kn
4k+1 (6.16)

Therefore Li =
3i−1n

4i for all i≥ 1.
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6.4.3 Achieving a new lower bound for space complexity

From the prior results a pair of geometric series defining the space required to solve the

dated tree reconciliation problem for trees constructed under either the Yule or Uniform

model may be derived. These definitions provide a worst case bound for the space

requirements for both cases.

Definition 5. The number of mapping sites required to recover an optimal map, Φ,

for a tanglegram composed of trees constructed under an expected Yule process is

O
(

n
n−1
∑

i=0

2(i−1) f (i)
3i

)
, where f (i) defines the total number of nodes which need to be stored

at each level.

Definition 6. The number of mapping sites required to recover an optimal map, Φ,

for a tanglegram composed of trees constructed under an expected Uniform process

is O
(

n
n−1
∑

i=0

3(i−1) f (i)
4i

)
, where f (i) defines the total number of nodes which need to be

stored at each level.

As a closed-form solution exists for f (i) (see Equation (6.8)), the geometric series

from Definitions 5 and 6 can be expanded to provide a worst case space complexity

bound for a tanglegram composed of Yule (ϒ(n)) and Uniform (Ψ(n)) trees as follows:

ϒ(n) = O

(
n+n

blog2 (log3 n+1)c
∑
i=1

2(i−1)3(2
i−1)

3i +n
n−1

∑
i=blog2 (log3 n+1)c+1

2(i−1)n
3i

)
(6.17)

Ψ(n) = O

(
n+n

blog2 (log3 n+1)c
∑
i=1

3(i−1)3(2
i−1)

4i +n
n−1

∑
i=blog2 (log3 n+1)c+1

3(i−1)n
4i

)
(6.18)

By simplifying Equations (6.17) and (6.18) a new worst case complexity bound

for solving the dated tree reconciliation problem may be established giving rise to the

following two Theorems.

Theorem 6. The required space to solve the dated tree reconciliation problem optimally

for tanglegrams produced under an expected Yule process is bound by O
(

n2

(logn)0.58

)

Theorem 7. The required space to solve the dated tree reconciliation problem optimally

for tanglegrams produced under an expected Uniform process is bound by O
(

n2

(logn)0.42

)
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Proof. The worst case space complexity can be evaluated by simplifying the two geo-

metric series α(n) and β (n), first defined in Equation (6.17):

α(n) = n
blog2 (log3 (n)+1)c

∑
i=1

2(i−1)3(2
i−1)

3i (6.19)

β (n) = n
n−1

∑
i=blog2 (log3 (n)+1)c+1

2(i−1)n
3i (6.20)

Step One: Simplifying α(n)

Lemma 7. 2(i−1)3(2
i−1)

3i is super increasing.

For a function to be super increasing the following must be true:

an+1

an
> 2 (6.21)

From Equation (6.19) it may be shown that:

ai+1

ai
=

2i3(2
i+1−1)

3i+1 × 3i

2(i−1)3(2i−1)

=
2×3(2

i+1−1−(2i−1))

3

=
2×3(2

i)

3
which is greater than 2 if i≥ 0 (6.22)

As a result the geometric series can be approximated by only computing the final

term of the series and multiplying this result by 2. As the series is in terms of a super in-

creasing function, this result is guaranteed to be greater than the actual series, allowing

for a worst case bound for this series to be derived.
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α(n) = n
blog2 (log3 (n)+1)c

∑
i=1

2(i−1)3(2
i−1)

3i

=
n
2

blog2 (log3 (n)+1)c
∑
i=1

(
2
3

)i

×3(2
i−1)

≤ 2× n
2
×
(

2
3

)blog2 (log3 (n)+1)c
×32blog2 (log3 (n)+1)c−1

≤ n×
(

2
3

)blog2 (log3 (n)+1)c
×3(log3 n+1−1)

= n2×
(

2blog2 (log3 (n)+1)c

2(log2 3blog2 (log3 (n)+1)c

)

= n2×2blog2 (log3 (n)+1)c(1−log2 3)

≤ n2× (log3 (n)+1)1−log2 3

=
n2

(log3 (n)+1)log2 3−1 (6.23)

Step Two: Simplifying β (n)

β (n) = n
n−1

∑
i=blog2 (log3 (n)+1)c+1

2(i−1)n
3i

=
n2

2

n−1

∑
i=blog2 (log3 (n)+1)c+1

(
2
3

)i

=
3n2

2
×
((

2
3

)blog2 (log3 (n)+1)c+1

−
(

2
3

)n
)

as
b

∑
i=a

ri =
ra− rb+1

1− r

=
3n2

2
×
(

2
3
×
(

2
3

)blog2 (log3 (n)+1)c
− 2

3
×
(

2
3

)n−1
)

= n2×
((

2
2log3

)blog2 (log3 (n)+1)c
−
(

2
3

)n−1
)

≤ n2

(log3 n+1)log2 3−1 −n2
(

2
3

)n−1

≈ n2

(log3 n+1)log2 3−1 as lim
n→∞

n2
(

2
3

)n−1

= 0 (6.24)
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Step Three: Combining the result

O

(
n+n

blog2 (log3 (n)+1)c
∑
i=1

2(i−1)3(2
i−1)

3i +n
n−1

∑
i=blog2 (log3 (n)+1)c+1

2(i−1)n
3i

)

= O

(
n+

n2

(log3 (n)+1))log2 3−1 +
n2

(log3 n+1)log2 3−1

)
(6.25)

As log3 n is equal to log2 n
log2 3 by removing all constant factors the following worst case

complexity bound may be derived:

O

(
n2

(logn)log3−1

)
(6.26)

Proving Theorem 6.

Proof. The worst case space complexity can be evaluated by simplifying the two geo-

metric series γ(n) and δ (n), first defined in Equation (6.18):

γ(n) = n
blog2 (log3 (n)+1)c

∑
i=1

3(i−1)3(2
i−1)

4i (6.27)

δ (n) = n
n−1

∑
i=blog2 (log3 (n)+1)c+1

3(i−1)n
4i (6.28)

Step One: Simplifying γ(n)

Lemma 8. 3(i−1)3(2
i−1)

4i is super increasing.

For a function to be super increasing the following must be true:

an+1

an
> 2 (6.29)
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From Equation (6.27) it may be shown that:

ai+1

ai
=

3i3(2
i+1−1)

4i+1 × 4i

3(i−1)3(2i−1)

=
3×3(2

i+1−1−(2i−1))

4

=
3×3(2

i)

4
which is greater than 2 if i≥ 0 (6.30)

As a result the geometric series can be approximated by only computing the final

term of the series and multiplying this result by 2. As the series is in terms of a super in-

creasing function, this result is guaranteed to be greater than the actual series, allowing

for a worst case bound for this series to be derived.

γ(n) = n
blog2 (log3 (n)+1)c

∑
i=1

3(i−1)3(2
i−1)

4i

=
n
3

blog2 (log3 (n)+1)c
∑
i=1

(
3
4

)i

×3(2
i−1)

≤ 2× n
3
×
(

3
4

)blog2 (log3 (n)+1)c
×32blog2 (log3 (n)+1)c−1

≤ 2n
3
×
(

3
4

)blog2 (log3 (n)+1)c
×3(log3 n+1−1)

=
2n2

3
×
(

2(log2 3blog2 (log3 (n)+1)c

2(2blog2 (log3 (n)+1)c

)

=
2n2

3
×2blog2 (log3 (n)+1)c(log2 3−2)

≤ 2n2

3
× (log3 (n)+1)log2 3−2

=
2n2

3(log3 (n)+1)2−log2 3 (6.31)
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Step Two: Simplifying δ (n)

δ (n) = n
n−1

∑
i=blog2 (log3 (n)+1)c+1

3(i−1)n
4i

=
n2

3

n−1

∑
i=blog2 (log3 (n)+1)c+1

(
3
4

)i

=
4n2

3
×
((

3
4

)blog2 (log3 (n)+1)c+1

−
(

3
4

)n
)

as
b

∑
i=a

ri =
ra− rb+1

1− r

=
4n2

3
×
(

3
4
×
(

3
4

)blog2 (log3 (n)+1)c
− 3

4
×
(

3
4

)n−1
)

= n2×
((

2log2 3

22

)blog2 (log3 (n)+1)c
−
(

3
4

)n−1
)

≤ n2

(log3 n+1)log2 3−1 −n2
(

3
4

)n−1

≈ n2

(log3 n+1)log2 3−1 as lim
n→∞

n2
(

3
4

)n−1

= 0 (6.32)

Step Three: Combining the result

O

(
n+n

blog2 (log3 (n)+1)c
∑
i=1

3(i−1)3(2
i−1)

4i +n
n−1

∑
i=blog2 (log3 (n)+1)c+1

3(i−1)n
4i

)

= O

(
n+

2n2

3(log3 (n)+1))2−log2 3 +
n2

(log3 n+1)2−log2 3

)
(6.33)

As log3 n is equal to log2 n
log2 3 by removing all constant factors the following worst case

complexity bound may be derived:

O

(
n2

(logn)2−log3

)
(6.34)

Proving Theorem 7.
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6.4.4 A new running time complexity bound

Theorems 6 and 7 provide a new worst case bound for space required to solve the dated

tree reconciliation problem, which may be extended to provide an asymptotic reduction

to the cubic time complexity bound faced by the Improved Node Mapping algorithm.

The sub-quadratic space requirement was derived by reducing the number of mapping

sites stored for each sub-solution; such that the total number of mapping sites retained

for each sub-solution is sublinear in size. This in turn allows for the average number

of mapping sites stored for each sub-solution for trees produced by both the expected

Yule (ψ(n)) and Uniform (υ(n)) models to be inferred by dividing the total storage

requirement for each tree by n; the number of sub-solutions required to solve the dated

tree reconciliation problem using Improved Node Mapping algorithm.

ψ(n) =
n

(logn)log3−1 (6.35) υ(n) =
n

(logn)2−log3 (6.36)

Node Mapping solves the dated tree reconciliation problem by executing n steps,

where for each step a new sub-solution is constructed by considering all permutations

that may arise based on the mapping sites of both children. Therefore the expected

time complexity may be derived by multiplying the total number of parasite nodes (n)

by the average number of mapping sites (m) squared in the form nm2. Therefore, the

formulation for the expected time complexity for solving the dated tree reconciliation

problem for tanglegrams composed of trees produced under a Yule or Uniform model

may be inferred as:

n(ψ(n))2

=
n3

(logn)1.17 (6.37)

n(υ(n))2

=
n3

(logn)0.83 (6.38)

This result provides approximately a logn speed up for the Improved Node Mapping

algorithm. Unlike Bansal et al.’s (2012) DTL reconciliation algorithm however, this

time complexity reduction is achieved while still ensuring that the reported maps are

time-consistent. In the next section the theoretical improvements presented herein are

evaluated over a series of synthetic and real data sets.
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6.5 Discussion and Analysis

This section presents an analysis of how well the complexity reductions presented in

this chapter translate to actual running time reductions in practice. This section consid-

ers two implementations of the Improved Node Mapping algorithm, the first of these

applies the traditional dynamic programming matrix while the second is implemented

using the newly proposed data structure. These two methods are compared to ascertain

the running time reduction offered by applying the newly proposed model.

While tools such as Jane (Libeskind-Hadas 2015b) and MPR (Doyon et al. 2010a),

are also able to solve the dated tree reconciliation problem, this analysis was constrained

to only consider the Improved Node Mapping algorithm, as this simulation aims to eval-

uate the complexity improvements offered by the proposed data structure. Edge Map-

ping (Jane) and Slicing (MPR) are implemented in such a way that the newly proposed

data structure does not lend itself to reducing their worst case complexity, due to their

quadratic space preprocessing requirement, and therefore they were excluded from this

evaluation.

To provide a robust analysis of the running time performance both implementations

of the Improved Node Mapping algorithm were implemented using a common code

base, where the only differentiating feature was the underlying data structure applied.

Implementing both algorithms in this manner ensured that any observed differences in

the time complexity were strictly due to the data structure applied.

Both implementations of the Improved Node Mapping algorithm were evaluated us-

ing a combination of synthetic and biological data sets. The data sets selected are those

which were applied to both Chapters 3 and 5. As this evaluation aims to provide insights

into the expected in practice running time reduction, not only for the dated tree recon-

ciliation problem but also for solving the more difficult cophylogeny reconstruction

problem, the proposed analysis framework considered the running time reduction that

may be achieved where each method was implemented within a common metaheuristic

framework, in this case a genetic algorithm. This is the most common application of

the dated tree reconciliation problem, where it is used to infer the fitness function as

part of the selection criteria of the genetic algorithm, to locate robust estimations for

the cophylogeny reconstruction problem in a reasonable period of time.

The genetic algorithm was configured to perform 100 iterations, where each iter-

ation consisted of a population size of 100. This metaheuristic framework was then
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configured to perform 100 replicates for each coevolutionary system considered, with

the time required to complete each of these replicates being recorded individually. The

settings for the genetic algorithm applied in this study were selected in line with the

current configuration of Jane (Conow et al. 2010).

Figure 6.7 (left) is a plot of the running time required to estimate each of the 953

synthetic coevolutionary systems. Each data point in the plot is the median reduction

in running time over 100 replicates. The reported running time reduction for the newly

proposed model demonstrates that it is consistently faster than the previous implemen-

tation with a median reduction in the running time over 953 data sets of 46%.
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Figure 6.7: The running time reduction offered by the Improved Node Mapping algo-
rithm when implemented using the proposed data structure when run over the synthetic
data set which contains 953 coevolutionary systems (left), and the same set of data
points reproduced where all the synthetic data sets with less than five taxa in either the
host or parasite phylogenies are marked as a blue plus (+) rather than a black (×) (right).

The plot of all synthetic data sets as seen in Figure 6.7 (left) displays a number of

outliers which show little to no improvement (less than 20%). Further analysis of this

subset identified that in all cases these coevolutionary instances included a tree, either

the host or parasite, with fewer than five taxa, where Figure 6.7 (right) is updated to

indicate these cases in blue.

If these outliers are discarded from our analysis, as is the case in Figure 6.8 (left), it

may be observed that there is a 52% reduction on average in the total running time for

the filtered data set5 compared to only a 46% reduction on average when considering

5The filtered set consists of 748 synthetically generated coevolutionary systems.
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the entire data set. Both plots captured in Figure 6.8 provide a compelling argument that

as the number of nodes in a coevolutionary instance grows, so too does the reduction in

running time when applying the proposed data structure. Further evidence of this trend

may be observed from the linear regression analysis performed which clearly identifies

the trend that the rate of reduction increases as the size of the synthetic coevolutionary

systems grow. The differences in the number of outliers between Figure 6.7 and Fig-

ure 6.8 (left) demonstrate, however, that for sufficiently small trees the improvements

offered by the proposed data structure are potentially offset. That said in all 953 cases

the proposed update provides a reduction to the running time regardless of the number

of taxa present in the synthetic coevolutionary systems considered.
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Figure 6.8: The running time reduction offered by the Improved Node Mapping algo-
rithm when implemented using the proposed data structure when run over the filtered
synthetic data set (left), and the running time reduction offered by the newly proposed
data structure when run over the biological data set which contains 102 previously pub-
lished coevolutionary systems (right).

In the case of the biological data set, a similar trend to that observed in the filtered

set of synthetic data is evident; as shown in Figure 6.8 (right). As with the synthetic

data set, 100 replicates were run for each coevolutionary instance, where the median

running time was recorded on the presented plot. Over the 102 coevolutionary systems

a median running time reduction of approximately 48% was observed.

Due to the change in the underlying data structure of the Improved Node Mapping

algorithm, it is important to verify that the running time improvement has not come

at the expense of the algorithm’s accuracy. While it was proven that all mapping sites
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required to recover an optimal map are retained in the proposed data structure, it is

important that this be verified in practice, by comparing the resultant map costs gen-

erated for all biological and synthetic coevolutionary instances. As both algorithms

are run within a metaheuristic framework, a genetic algorithm for this experiment, it

is expected that there will be a slight variation in the cost of the recorded maps. Such

variation, however, is expected to be minimal as both algorithms were run for the same

number of iterations with equal population sizes.

These expected results were verified when comparing the reported costs of each

approach. Over the synthetic data set there was a 0.001% difference in the reported

costs across all 953 coevolutionary systems, while over the biological data set there

was a 0.003% difference in the reported costs across the 102 coevolutionary systems.

In both cases the newly proposed data structure performed marginally worse, although

this minimal difference showed no statistical significance. This demonstrates that both

algorithms consistently converge on reconciliations with an equivalent cost, while the

algorithm applying the newly proposed data structure runs in almost half the time. This

reduction grows as the coevolutionary systems considered grow in size, as was observed

when comparing the median running time reduction for the largest coevolutionary sys-

tems for both the synthetic and biological data sets. For the synthetic data set the median

decrease in the running time for all coevolutionary systems with at least 100 nodes was

78%. This subset of instances had a median size of 198 nodes. For the biological data

set the median running time reduction for all coevolutionary systems with at least 100

nodes was 63%. This subset of instances had a median size of 129 nodes. In both cases

this was a significantly larger reduction compared to the complete data sets, which only

showed a reduction of 46% and 48% respectively, providing further evidence of a log-

arithmic reduction in the running time of the Improved Node Mapping algorithm.

The approach presented within this chapter provides the first demonstration of the

potential time and space complexity reductions possible for the dated tree reconciliation

problem. In the next chapter this result is extended by considering a set of filters which

minimises the number of additional elements retained for each mapping site when con-

structing the dynamic programming table. By combining the topological analysis per-

formed within this chapter and these filters, a further reduction to the time and space

complexity bound for the dated tree reconciliation problem is achieved.



Chapter 7

Taking Tree Topology Further

This chapter continues the theme introduced in Chapter 6 where rather than reducing

the asymptotic complexity for all conceivable data sets, the analysis considered is con-

strained to expected biological systems. This work was first introduced at WABI2015

(Workshop for Algorithms in Bioinformatics) held at Georgia Tech, Atlanta, USA,

(Drinkwater and Charleston 2015c), and published in the subsequent conference pro-

ceedings (Drinkwater and Charleston 2015b). My role in this work was the design,

implementation, and validation of the additional set of filters which were applied to the

construction of the dynamic programming table when reconciling a pair of phylogenetic

trees. These additional filters along with the topology constraints introduced in the pre-

vious chapter, led to the time and space complexity reduction presented herein. Michael

Charleston’s contribution was in the establishment of the broad context of the initial

line of enquiry along with valuable guidance in developing the framework applied to

the evaluation of the newly proposed algorithm. This work also greatly benefited from

the insightful conversations with Anastasios Viglas during the formulation of the math-

ematical proofs presented within this chapter, and also would not have been possible

without Nicolas Wieseke’s assistance in extending CoRe-PA’s random nexus file gener-

ation toolkit to support coevolutionary systems with more than 1000 taxa, allowing for

the validation of this proposed methodology. This was particularly important as it was

not until data sets reached approximately 1500 taxa that the experimental results began

to converge on the theoretical complexity bounds presented herein.

167
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7.1 Exploiting Tree Topology

In the previous chapter the first algorithm capable of solving the dated tree reconcil-

iation problem optimally using sub-quadratic space was introduced. The formulation

of this algorithm was possible due to a new model for the construction of the dynamic

programming table used to solve this problem, in the form:

h

∑
i=0

( f (i)×g(i)) (7.1)

which considers the total space in terms of two closed form functions f (i) and g(i). The

first of these, f (i), describes the worst case number of dynamic programming elements

retained for each parasite node at a specific level i, in the parasite tree. Prior to the work

undertaken within this thesis it was assumed that f (i) was n ∀ 1≤ i≤ h. In the previous

chapter it was shown that there is a subset of 1 ≤ i ≤ h where f (i) is strictly less than

n. The second component, g(i), describes the number of nodes at level i, where in the

previous chapter two closed form equations were derived for g(i) for trees produced

under expected Yule and Uniform models (Equations (6.13) and (6.16)), and as such

represent the topological bound for expected evolutionary systems.

By combining the inferred values for f (i) and g(i) it was shown that a sub-quadratic

number of elements are stored within the dynamic programming table, where an array

of lists rather than a two-dimensional matrix is applied. Within this chapter this for-

mulation is extended, where rather than achieving a logarithmic space saving as was

derived in the previous chapter, a square root asymptotic reduction is achieved.

7.2 Adding Filters

Node mapping algorithms construct a dynamic programming table by mapping each

parasite node p into the host tree, from the taxa up to the root. This is in contrast to

Bansal et al.’s (2012) DTL reconciliation algorithm which maps each parasite node into

the host phylogeny starting at the root, moving down to the tips, resulting in a signifi-

cant reduction in the algorithm’s time complexity. This is possible due to the applica-

tion of a novel O(n logn) preprocessing step, executed for each parasite node (Bansal

et al. 2012). In Chapter 6 it was shown that while asymptotically slower, bottom-up,

taxa to root, approaches are capable of solving the dated tree reconciliation problem in
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sub-quadratic space, but this cannot be expanded to Bansal et al.’s (2012) DTL recon-

ciliation algorithm, however, due to its quadratic space requirement for preprocessing.

Previous approaches which solve the dated tree reconciliation problem using sub-

quadratic space have constructed their asymptotic space complexity bound by consid-

ering the number of mapping sites required at each level in the reconciliation process.

In Chapter 6 it was shown that the number of mapping sites required for a specific node

p at level i can be defined as:

f (i) =

{
1 if i = 0

min(3(2
i−1),n) if i≥ 1

(7.2)

The function f (i) considers two cases where i > 01: either the node p may be

mapped to all nodes in the host tree, that is there are n mapping sites required for node

p, or there is only a subset of the host tree where p is mapped; bound by 3(2
i−1) < n.

This subset may alternately be considered as the following series2:

a0 = 1

ai = 3× (ai−1)
2 for all i≥ 1 (7.3)

Under this model all host nodes contained within the subtree bounded by the child’s

mapping sites of ai, are considered possible mapping site candidates. This model is

in line with the original construction of the node mapping algorithm first proposed by

Libeskind-Hadas and Charleston (2009). The function ai was constrained by noting

that the number of mapping sites required does not exceed n, but did not consider any

filters to reduce the rate of growth of the recurrence relation, ai.

This chapter proves that it is possible to bound the rate at which ai grows by applying

two filters. The first filter is derived from noting that only one optimal location for a

codivergence or duplication needs to be retained for each parasite node p. This was

not considered in the original construction of the node mapping algorithm (Libeskind-

Hadas and Charleston 2009) but has been applied in subsequent methodologies (Doyon

et al. 2011; Bansal et al. 2012). By applying this filter only one additional, codivergence

or duplication, mapping site is considered for ai from its children, ai−1.

1of note is that i must be an integer as it is not possible to have a partial level
2which was previously derived in Chapter 6
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The second filter leverages the previous proof that while there are up to O(n2) op-

timal host switch locations for each parasite node p, only one needs to be retained to

guarantee that the reconciled map is optimal3. Therefore, when selecting a host switch

event only one additional mapping location needs to be retained for ai. This is the case

even though a host switch may be inferred in either direction during the construction of

the dynamic programming table, as at least one of those two host switch events will be

mapped to the same node as its child, ai−1. This is consistent with a number of alter-

nate methodologies for handling the computational intractability that may arise when

dealing with host switch events, such as Bansal et al.’s (2012) use of a range minimum

query to infer an optimal host switch event.

It is important to note that these two filters complement one another, and that by ap-

plying both filters it can be guaranteed that an optimal reconstruction will be recovered.

That is, retaining only two mapping sites, a single codivergence or duplication event

along with the ancestral host switch event for each parasite node p, ensures that the

resultant map will be optimal (Doyon et al. 2011; Drinkwater and Charleston 2014a).

By applying these two filters to the reformulation of ai, allows for the inference

of an additive growth function as opposed to the initial multiplicative function. This

drastically reduces the growth of ai, which has been redefined in Equation (7.4) as:

a0 = 1

a1 = 3

ai = ai−1 +ai−1 +2 for all i≥ 2 (7.4)

This translates to a significant reduction to the asymptotic space complexity bound

for the node mapping algorithm. Of note is that a1 is defined as 3 rather than 4 as on

level 1 both host switch events will always be mapped to the host leaves. This result

was also observed as part of the formulation of ai in the previous chapter, and may be

integrated with Equation (7.4) to provide a closed form function for f (i) as:

Theorem 8. The maximum number of mapping sites retained at each level, ai, is bound

by the function ai = 5×2(i−1)−2 ∀ i≥ 1

3For further details on this proof see Chapter 4 where it is derived
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Proof.

ai = ai−1 +ai−1 +2

= 2×2×ai−2 +4+2

= 2×2×2×ai−3 +8+4+2

= . . .

= 2(i−1)a1 +2× (2(i−1)−1)

= 5×2(i−1)−2 (7.5)

Using this result f (i) may be redefined as follows:

f (i) =

{
1 if i = 0

min(5×2(i−1)−2,n) if i≥ 1
(7.6)

This function can then be broken into three parts, where i = 0, and the values for i

for which 5×2(i−1)−2 < n and where 5×2(i−1)−2 > n, as:

Lemma 9. 5×2(i−1)−2 < n ∀ i < blg(n+2)c−1

Proof.

5×2(i−1)−2≤ n

2(i−1) ≤ n+2
5

i≤ lg(n+2)− lg5+1

i≤ blg(n+2)c−blg5c+1

i < blg(n+2)c−1 (7.7)

Using Lemma 9 f (i) may be redefined as:

f (i) =





1 if i = 0

5×2(i−1)−2 if 0 < i < blg(n+2)c−1

n if i≥ blg(n+2)c−1

(7.8)
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This new formulation for f (i), expressed in Equation (7.8), allows for a signifi-

cantly larger subset of the dynamic programming table, where strictly less than n sub-

solutions are retained compared with the equivalent functions for f (i) as defined in

Equation (6.8). A visual comparison of the two versions of f (i) as defined in Chapter 6

( f (i) 6) and within this chapter, ( f (i) 7) are represented in Figure 7.1.
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101600
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i

f
(i
)

Rate of growth of f(i)6 = 3(2
i−1) and f(i)7 = 5 × (2(i−1)) − 2

f(i)6 = 3(2
i−1)2(i−1))− 2

f(i)7 = 5× (2(i−1))− 2....

Figure 7.1: A comparison of the derived functions for f (i).

By applying the further constrained version of f (i) in the same fashion as the time

and space complexity analysis performed in Chapter 6, it will be shown that a further

reduction to the asymptotic time and space complexity bounds may be derived. Most

notably this new formulation is comparable in practice to the running time of Bansal

et al.’s (2012) DTL algorithm, while ensuring that reported solutions are time consis-

tent, something which Bansal et al.’s (2012) DTL algorithm has been unable to achieve

to date.

7.3 Space Complexity Reduction

The total storage required to solve the dated tree reconciliation problem is inferred by

multiplying the total number of mapping sites retained for each node, f (i), by the total

number of nodes at each level, g(i), as in Equation (7.1). Under this model h represents

the height of the parasite tree. To simplify this analysis the worst case height of both the
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Yule and Uniform trees is considered as the maximum height for all bifurcating trees,

(n− 1), in line with the analysis considered in Chapter 6. Therefore, the complexity

analysis considered herein over-counts the height of tree topologies considered, which

is appropriate as this analysis only aims to provide a worst case complexity bound rather

than the exact value for the number of elements retained in the dynamic programming

table’s construction.

If the newly derived function for f (i) as defined in Equation (7.1) is combined with

the known function for g(i), derived in the previous chapter, it is possible to extrapolate

the space required to solve the dated tree reconciliation problem, in the case where the

tanglegrams considered are composed of trees produced under a Yule (Equation (7.9))

or Uniform model (Equation (7.10)).

α(n) = O

(
n+n

blg(n+2)c−1

∑
i=1

2(i−1)(5×2(i−1)−2)
3i +n2

n−1

∑
i=blg(n+2)c

2(i−1)

3i

)
(7.9)

β (n) = O

(
n+n

blg(n+2)c−1

∑
i=1

3(i−1)(5×2(i−1)−2)
4i +n2

n−1

∑
i=blg(n+2)c

3(i−1)

4i

)
(7.10)

The simplification of these two Equations (7.9) and (7.10) may therefore provide a

new set of worst case space complexity bounds for solving the dated tree reconciliation

problem; where these simplified space complexity bounds give rise to the following two

theorems:

Theorem 9. The required space to solve the dated tree reconciliation problem optimally

for tanglegrams produced under an expected Yule process is bound by O(n1.42).

Theorem 10. The required space to solve the dated tree reconciliation problem op-

timally for tanglegrams produced under an expected Uniform process is bound by

O(n1.58).
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Proof. To infer the worst case space complexity bound required to solve the dated tree

reconciliation problem for coevolutionary systems composed of phylogenetic trees pro-

duced under an expected Yule model, requires that the set of geometric series defined

in

Equation (7.9) be simplified. This may be achieved as follows:

α(n) = n+n
blg(n+2)c−1

∑
i=1

2(i−1)(5×2(i−1)−2)
3i +n2

n−1

∑
i=blg(n+2)c

2(i−1)

3i

= n+n

(
5
4

blg(n+2)c−1

∑
i=1

(
4
3

)i

−
blg(n+2)c−1

∑
i=1

(
2
3

)i

+
n
2

n−1

∑
i=blg(n+2)c

(
2
3

)i
)

< n+n

(
5
4

blg(n+2)c−1

∑
i=1

(
4
3

)i

+
n
2

n−1

∑
i=blg(n+2)c

(
2
3

)i
)

= n+n

(
5
4
×
( 4

3 − 4
3
blg(n+2)c

1− 4
3

)
+

n
2
×
((2

3

)blg(n+2)c−
(2

3

)n

1− 2
3

))

= n+n

(
15
4
×
(

4
3

blg(n+2)c
− 4

3

)
+

3n
2
×
(

2
3

blg(n+2)c
−
(

2
3

)n))

≤ n+n

(
15
4
×
(

4
3

(lg(n+2))
− 4

3

)
+

3n
2
×
(

2
3

(lg(n+2))
−
(

2
3

)n))

= n+n

(
15
4
× 4

3

(lg(n+2))
+

3n
2
× 2

3

(lg(n+2))
−n×

(
2
3

)n−1

−5

)

< n+n

(
15
4
× 4

3

(lg(n+2))
+

3n
2
× 2

3

(lg(n+2))
)

= n+n

(
15
4
× (n+2)(2−lg3)+

3n
2
× (n+2)(1−lg3)

)

≈ n×n(2−lg3)

≈ n1.42 (7.11)
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Proof. To infer the worst case space complexity bound required to solve the dated tree

reconciliation problem for coevolutionary systems composed of phylogenetic trees pro-

duced under an expected Uniform model, requires that the set of geometric series de-

fined in Equation (7.10) be simplified. This can be achieved as follows:

β (n) = n+n
blg(n+2)c−1

∑
i=1

3(i−1)(5×2(i−1)−2)
4i +n2

n−1

∑
i=blg(n+2)c

3(i−1)

4i

= n+n

(
5
6

blg(n+2)c−1

∑
i=1

(
3i×2i

2i×2i

)
− 2

3

blg(n+2)c−1

∑
i=1

(
3
4

)i

+
n
3

n−1

∑
i=blg(n+2)c

(
3
4

)i
)

< n+n

(
5
6

blg(n+2)c−1

∑
i=1

(
3
2

)i

+
n
3

n−1

∑
i=blg(n+2)c

(
3
4

)i
)

= n+n

(
5
6
×
( 3

2 − 3
2
blg(n+2)c

1− 3
2

)
+

n
3
×
((3

4

)blg(n+2)c−
(3

4

)n

1− 3
4

))

= n+n

(
5
3
×
(

3
2

blg(n+2)c
− 3

2

)
+

4n
3
×
(

3
4

blg(n+2)c
−
(

3
4

)n))

≤ n+n

(
5
3
×
(

3
2

(lg(n+2))
− 3

2

)
+

4n
3
×
(

3
4

(lg(n+2))
−
(

3
4

)n))

= n+n

(
5
3
× 3

2

(lg(n+2))
+

4n
3
× 3

4

(lg(n+2))
−n×

(
3
4

)(n−1)

− 5
2

)

< n+n

(
5
3
× 3

2

(lg(n+2))
+

4n
3
× 3

4

(lg(n+2))
)

= n+n

(
5
3
× (n+2)(lg3−1)+

4n
3
× (n+2)(lg3−2)

)

≈ n×n(lg3−1)

≈ n1.58 (7.12)
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7.3.1 Space Saving in Practice

Between 2009 and 2012 the time required to solve the dated tree reconciliation problem

fell from O(n7) to O(n2 logn) due to a series of optimisations (Libeskind-Hadas and

Charleston 2009; Doyon et al. 2010b; Yodpinyanee et al. 2011; Bansal et al. 2012).

The space required to solve the dated tree reconciliation problem, however, has not

seen such a significant reduction as it is not the computational bottleneck faced by

the coevolutionary systems which have been considered to date. Space, however, will

quickly become the bottleneck in the future.

The largest data set analysed using algorithms which leverage the dated tree recon-

ciliation problem to date is the mutualistic coevolutionary dependence between fig trees

and their pollinator wasps (Cruaud et al. 2012), containing approximately 200 taxa in

the host tree and 300 taxa in the parasite tree. As the dated tree reconciliation problem

requires that each of the internal and external nodes be mapped into the host, the re-

sultant dynamic programming table of an algorithm applying a two dimensional matrix

requires 239,001 (399× 599) mapping sites compared to the model proposed herein

requiring only 19,319 (599∗3990.58) mapping sites.

The prior modelling of the mapping sites retained considered the number of nodes

in the form (2n−1) and (2m−1); where n and m are the number of taxa in the host and

parasite trees respectively. While comparing the number of elements retained in this

fashion is of interest, what is of more significance is how this translates to the hardware

requirements for the analysis of such systems. This may be extrapolated by multiplying

the worst case number of mapping sites by the memory requirement for each element

stored within the dynamic programming table. Based on prior algorithmic definitions

(Libeskind-Hadas and Charleston 2009; Doyon et al. 2010b; Yodpinyanee et al. 2011),

the minimal number of bytes which must be retained to reconstruct a single mapping

site element have been captured in the class definition in Figure 7.2, which requires 28

bytes of storage to retain the data which represents each mapping site, along with an

additional two 32 bit (8 bytes) words to store the class itself.

This class however only captures the space required for a single thread. When

solving the cophylogeny reconstruction problem using a metaheuristic framework, it is

often required that multiple instances be retained, often within a multithreaded envi-

ronment (Conow et al. 2010). This was the case in the analysis performed by Cruaud

et al. (2012) where 1000 parallel instances were required. Under this configuration the
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difference between a quadratic space solution and the newly proposed model is 8GB

compared to only 663 MB. Even when considering the 1000 parallel instances a coevo-

lutionary system of this size is not impacted by its space requirement as the most pow-

erful machines handling phylogenetic inference require significantly more than 8GB of

RAM. This changes significantly, however, as n and m grow.

public class MappingSite {

// 8 bytes

public long costToThisPoints;

// 4 bytes

public EventType eventType;

// 8 bytes (pair of 32 bit integers)

public int[] leftChildInd;

// 8 bytes (pair of 32 bit integers)

public int[] rightChild;

}

Figure 7.2: The member variables of a class representing the minimum number of bytes
required to store a mapping instance within the dynamic programming table.

Consider the case where both the host and parasite contain 5000 taxa. Such an ex-

ample is not beyond the scope of this problem by any stretch, with the Insect–Wolbachia

tanglegram expected contain over a million taxa (Novotny et al. 2002; Hilgenboecker

et al. 2008). Even under the modest extrapolation presented in Chapter 1, it is expected

within the next decade that data sets will arise approaching 5000 taxa. In such a case

at least 10000 parallel instances will be required if only linear scaling is applied. This

estimate is highly conservative considering to date the number of parallel instances re-

tained has grown quadratically (Conow et al. 2010; Cruaud et al. 2012). Taking only

this conservative view, however, results in quadratic space algorithms requiring 20 TB

compared to our newly proposed model only requiring 492 GB. While access to hard-

ware with up to 1 TB of RAM is often feasible, having access to machines with 20

TB of RAM is far less common (Zhang and Stamatakis 2012; Stamatakis et al. 2012;

Nordberg et al. 2013; Treangen et al. 2014). Of note is that this comparison is only rep-

resentative of the storage requirement for the dynamic programming table. Solutions

that require quadratic space will require additional memory for preprocessing tables.

These preprocessing tables will require approximately an additional 20 TB to cache the

optimal evolutionary event locations; however, this is not the case for the algorithm
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described herein, which requires only linear time preprocessing.

7.4 Time Complexity Reduction

Theorems 9 and 10 provide a new worst case bound for space required to solve the

dated tree reconciliation problem which is achieved by storing a sublinear number of

mapping sites for each parasite node. A sub-cubic time complexity bound may also

be inferred in this same manner, as the Improved Node Mapping algorithm considered

herein is constructed in terms of the total number of mapping sites. That is, the time

complexity for the Improved Node Mapping algorithm map may be defined as the total

number of parasite nodes, O(n), multiplied by the total number of mapping sites, m,

stored for each parasite node, squared, nm2, (Libeskind-Hadas and Charleston 2009).

From this formulation the average number of mapping sites, m may be defined as:

Lemma 10. The average number of mapping sites, m, that need to be retained for

each parasite node when solving the dated tree reconciliation problem for a tanglegram

composed of trees produced under a Yule model is n0.42.

Lemma 11. The average number of mapping sites, m, that need to be retained for

each parasite node when solving the dated tree reconciliation problem for a tanglegram

composed of trees produced under a Uniform model is n0.58.

Proof. These results may be inferred by considering that the total space requirement

n1.42 and n1.58 is representative of the total storage of n mapping sites and therefore on

average there must be n0.42 and n0.58 stored for each mapping site respectively.

Using Lemmas (10) and (11) the expected time complexity bounds for the dated

tree reconciliation problem may be inferred as:

Corollary 2. The expected time required to solve the dated tree reconciliation problem

for trees constructed under the expected Yule process is n1.84.

Corollary 3. The expected time required to solve the dated tree reconciliation problem

for trees constructed under the expected Uniform process is n2.17.

While exceeding the time complexity of Bansal et al.’s (2012) DTL reconciliation

algorithm in the case where the trees considered are constructed under a Uniform pro-

cess, in practice the newly proposed model is more efficient where n is less than 353
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million, which is an order of magnitude greater than the current largest estimates of

the number of species on our planet (Mora et al. 2011). Further, the newly proposed

algorithm provides the additional guarantee that all solutions reported are biologically

feasible. Compared to algorithms which are able to provide an equivalent guarantee,

such as Doyon et al.’s (2010b) slicing model, the time complexity reduction is even

better, offering almost an O(n) reduction in the overall time complexity.

It is important to note that this argument is based purely on the complexity bounds of

each algorithm, which may poorly represent each algorithm’s in practice performance.

This discussion, however, is important as it provides further insight into the subset of

tree topologies that are of interest for coevolutionary analysis, and the potential benefits

that may exist when developing targeted algorithms for these data sets. In the next sec-

tion it is demonstrated that the theoretical time and space complexity bounds presented

herein translate to in-practice improvements, and that not only does the newly proposed

algorithm outperform Bansal et al.’s (2012) DTL reconciliation algorithm in theory, but

it is shown to run in less than half the time on average, using a fraction of the space.

7.5 Results and Discussion

The analysis of how the theoretical complexity bounds presented herein perform in

practice is broken into three parts. The first presents the space complexity reduction

offered by the proposed model over synthetic data sets constructed under both the Yule

and Uniform models. Following this the running time of the proposed method is com-

pared against Bansal et al.’s (2012) DTL reconciliation algorithm over the same data

sets.

In both cases the synthetic coevolutionary systems were constructed using CoRe-

PA’s random nexus file generator (Merkle et al. 2010), allowing a larger number of taxa

to be considered. To allow for this study to be undertaken CoRe-PA’s nexus file gener-

ator was updated by the Parallel Computing and Complex Systems lab at University in

Leipzig, allowing for larger synthetic coevolutionary systems to be produced, as prior

versions capped the number of taxa at 1000 taxa4. The data sets when first considered

(Drinkwater and Charleston 2015b) were at the time the largest published coevolu-

tionary data sets, where these systems represented a tenfold increase on the analysis

4update is available at http://pacosy.informatik.uni-leipzig.de/49-1-CoRe-PA.html

http://pacosy.informatik.uni-leipzig.de/49-1-CoRe-PA.html
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considered in the previous chapter and a forty fold increase compared to the analyses

considered prior to the research undertaken within this thesis5.

Finally, the time and space complexity of the proposed method is compared against

Bansal et al.’s, (2012), approach over 102 previously published biological systems, en-

suring the theoretical results introduced herein translate to a time and space reduction

for biological systems. This data set is the same as that used in the analysis of TreeCol-

lapse in Chapter 5 and Improved Node Mapping in Chapter 6.

In all three sections a Java implementation of the Improved Node Mapping algo-

rithm was compared against a Java implementation of Bansal et al.’s (2012) DTL rec-

onciliation algorithm. RANGER-DTL (Bansal 2012) was not used as the source code is

not freely available and the aim was to implement both algorithms using common code

wherever possible. Implementing both methods within a common framework resulted

in 97% (14259 / 14663 lines) of the code base shared between both methods, providing

a robust comparison of each method’s underlying algorithm.

7.5.1 Analysis of space complexity improvements (synthetic data)

The premise of the asymptotic reduction presented herein is that mapping a parasite

phylogeny into a host phylogeny is achievable using asymptotically less than O(n2)

mapping sites. Therefore it is important that this be validated before considering any

time reductions that may be observed due to such a result.

To validate that a space reduction was achieved required that the total number of

mapping sites retained when solving the dated tree reconciliation problem be recorded

over a range of tanglegrams of varying size. In this study 500 unique tanglegrams were

considered, including 250 tanglegram instances composed of trees produced under a

Yule model along with 250 tanglegram instances composed of trees produced under a

Uniform model, where in both cases the set of tanglegrams consisted of trees ranging

from 10 through to 2500 taxa. In all cases the host and parasite phylogenies were

constrained such that the number of taxa in the both phylogenies were equal.

The median space required for 100 replicates of each data set has been plotted in

Figure 7.3, where it can be seen that significantly less than O(n2) mapping sites are

retained. In fact the asymptotic bounds appear to grow at a rate slightly faster than the

5Note that a second data set of comparable size was generated by Drinkwater and Charleston (2016a)
using CoRe-Gen, which was is applied herein to analyse TreeCollapse and RASCAL in Chapters 5 and 8
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required space, meaning that an even lower complexity bound may be achievable.
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Figure 7.3: The space required to solve the dated tree reconciliation problem for systems
composed of trees produced under a Yule (left) or Uniform (right) model.

By applying least-squares function approximation it is possible to validate that this

observed phenomenon is correct (Charnes et al. 1976; Levin 1998). In this case the

least-squares analysis was constrained to only consider a power-law function, specifi-

cally what coefficients provide the best fitness for the power-law function κ(n) = anb,

for both a and b over both the Yule and Uniform data sets.

For this analysis a power-law function was the most appropriate function to fit to the

observed data set, as b is expected to lie between 1 and 2. This is due to the asymptotic

analysis derived herein considering a reduction from a previous quadratic bound, where

this reduction may not be reduced further than a linear threshold, as each parasite node

must be mapped to at least one host node. Therefore, attempting to fit a higher order

polynomial function would not have been appropriate in this case.

It can be seen in Figure 7.4 that for both the Yule and Uniform data sets the in-

ferred functions provide tighter asymptotic bound than the theoretical bounds derived

herein. In the case of the Yule data set the least-squares analysis inferred the function

κ(n) = 5.34x1.22, which provides a strong correlation to the observed distribution of the

synthetically generated data (R2=0.9977). A similar trend was observed for the Uniform

data set. In this case the least-squares analysis inferred the function κ(n) = 5.06x1.38,

which again provides a strong correlation to the observed distribution of the syntheti-

cally generated data (R2 = 0.9782).
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Figure 7.4: Fitted curves for the Yule (left) and Uniform (right) data sets using least
squares analysis. They have been overlaid over the observed distribution of the space
required to solve the dated tree reconciliation problem.

Over both the Yule and Uniform data sets least-squares analysis infers a power-law

function where the parameter b is approximately 0.2 less than the inferred asymptotic

complexity bound. This result demonstrates that there is potential for a slight improve-

ment in the space complexity bound presented herein, while demonstrating that this

space complexity bound provides a relatively tight bound for the space complexity re-

quired to solve the dated tree reconciliation problem, in turn providing further confi-

dence in the theoretical space requirement derived herein.

7.5.2 Analysis of time complexity improvements (synthetic data)

To ensure a robust comparison of the running time performance of Improved Node

Mapping and Bansal et al.’s (2012) DTL reconciliation algorithm, 100 replicates were

run for each of the synthetic systems applied in Section 7.5.1, and the median running

time was recorded for each system. The results from this experiment are recorded in

Figure 7.5, where the time recorded was constrained to only consider the time required

to map the parasite into the host. This constraint was enforced so as to observe each

algorithm’s running time variation for systems composed of specific tree topologies,

without any potential noise that its preprocessing may introduce6.

It can be seen in Figure 7.5 that Improved Node Mapping out performs Bansal

et al.’s (2012) DTL reconciliation algorithm in both cases, with a median reduction

6This did not assist the Improved Node Mapping’s observed improvement as it applies linear time
preprocessing compared to Bansal et al.’s (2012) quadratic preprocessing requirement.
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of 43% for systems composed of trees produced under the Yule model and a median

reduction of 62% for systems composed of trees produced under the Uniform model.
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Figure 7.5: A running time comparison using coevolutionary systems composed of trees
produced under a Yule (left) or Uniform (right) model.

7.5.3 Time and space complexity improvements for biological data

The time and space experiments presented in Sections 7.5.1 and 7.5.2 were repeated

over a set of biological data sets to ensure that the successful results observed over the

synthetic data sets translate to biological data. Over this data set the results were not

expected to present the same degree of convergence as was observed over the synthetic

data set as they are significantly smaller, with the largest containing 53 taxa compared

with 2500 in the synthetic data sets.

Even with the smaller biological data sets relative to the synthetic systems the space

required is generally less than O(n2). The exceptions seen in Figure 7.6 (left) are due

to larger parasite phylogenies, often twice the size of the host, which therefore require

more mapping sites as there are≈ 2n sub-solutions (parasite nodes). To verify this result

this experiment was rerun, where the space requirement was plotted against the size of

the tanglegram (total number of taxa in both trees) rather than the number of host taxa.

The result provides a clearer trend that as the number of taxa within the considered data

set continues to grow there are asymptotically fewer mapping sites required compared

to the quadratic number required by existing algorithms.
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Figure 7.6: The space complexity requirements for the Node Mapping algorithm in
reference to the number of host taxa (left) and in reference to the total number of taxa
(right). Note that both these plots are over the same data set.
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Figure 7.7: Comparison of running times of Bansal et al. (2012) DTL reconciliation
algorithm and the Node Mapping algorithm over a set of previously published biological
data. The plot on the left is each algorithm’s running time in reference to the number of
host taxa in each data set, while the plot on the right is each algorithm’s running time
in reference to the total number of taxa in the tanglegram considered.

In terms of running time the proposed algorithm is observed (see Figure 7.7 (left)) to

have a median reduction of 51%. This result is a comparable reduction to that which was

observed over the synthetic data set and it is expected, based on the analysis presented

herein, only to improve as n grows. The time required for both algorithms was also

rerun in reference to the size of the tanglegrams, in line with the space analysis, and once
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again the newly proposed model was shown to outperform Bansal et al.’s (2012) DTL

reconciliation algorithm, as seen in Figure 7.7 (right), this time by 57%. These results

are quite significant as the newly proposed algorithm is shown to outperform Bansal

et al.’s (2012) DTL reconciliation algorithm in practice, over a series of biological data

sets, while providing an asymptotic space complexity reduction of O(
√

n).

7.6 Further Work

The asymptotic analysis considered over the last two chapters presents a process to con-

strain the asymptotic time and space complexity requirements for the Improved Node

Mapping algorithm. This work has incrementally provided a space complexity bound

which is almost
√

n more efficient than any previous algorithm, and in practice is faster

than all previous algorithms for feasible biological data sets.

The asymptotic bound achieved within this chapter, however, while appearing to

capture the performance in practice quite well, appears to grow at a faster rate than what

is observed in practice. Therefore, it is expected that there exists a tighter asymptotic

bound for the Improved Node Mapping algorithm’s space requirement. To infer a tighter

asymptotic bound would require the inference of a function ai which is specific for trees

produced under a Yule or Uniform model, compared to current analysis which applies

a generalised function for ai. To achieve a tighter bound for ai would require further

analysis of the topology of trees produced under a Yule and Uniform model, specifically

the composition of trees which are representative of the worst case space requirement

for the dated tree reconciliation problem. This topic is not considered herein although

holds the potential of producing the first sub-quadratic time algorithm for the dated tree

reconciliation problem for all expected evolutionary data.



Chapter 8

A randomised approach

The algorithm presented in this chapter was first introduced at the 19th Annual New

Zealand Phylogenomics Meeting held in Portobello, in February, 2015 (Drinkwater and

Charleston 2015a). Based on the valuable feedback received during this workshop a re-

vised version of the proposed algorithm was published in the Journal of Computational

Biology (Drinkwater and Charleston 2016a). This work is an extension of the time and

space complexity analysis presented in Chapters 6 and 7 and in particular considers al-

gorithms which solve the dated tree reconciliation problem in linear time. Within this

chapter a new linear time algorithm, RASCAL, is introduced with a significantly higher

rate of convergence in practice than that achieved by TreeCollapse. This framework,

similar to TreeCollapse, is designed to allow for further extensions in the future, allow-

ing for customisation for specific evolutionary models. I was responsible for the design

and implementation of the proposed algorithm introduced within this chapter, along

with the corresponding accuracy and running time analysis. Michael Charleston’s con-

tribution was the establishment of the broad context of the initial line of enquiry, in

particular the need for fast heuristics for coevolutionary analysis, even if the trade-off

is a slight reduction in resultant accuracy.
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8.1 When time and space are in short supply

In Chapter 5 the time required to analyse the entire Insect–Wolbachia coevolutionary

system was extrapolated based on Jane’s running time over 102 previously published

biological systems. This extrapolation demonstrated the need to develop fast heuristics

for the dated tree reconciliation problem as a means to handle data sets of this size. In

Chapter 7, however, it was shown that space is also an important computational chal-

lenge which must be considered as part of the development of coevolutionary analysis

algorithms, and that quadratic space solutions will quickly become infeasible.

While space was considered in Chapter 7 in terms of coevolutionary systems with

thousands of taxa, systems with over 1 million taxa, such as the Insect–Wolbachia co-

evolutionary system (Novotny et al. 2002), were not considered. The results from Chap-

ter 7, in particular deriving the number of bytes retained for each mapping site, allows

for the space required to solve such a system to be inferred, where such an extrapolation

is considered in Table 8.1.

Table 8.1: Extrapolated space requirements for solving the dated tree reconciliation
problem for the complete Insect–Wolbachia coevolutionary system

Asymptotic space requirement Extrapolated space requirements (GB)
O(n4) 7.92 ×1021

O(n3) 1.47 ×1014

O(n2 logn) 6.97 ×107

O(n2) 2,715,736
O(n1.58) 1536
O(n logn) 1.29
O(n) 0.05

Table 8.1 provides further validation to the assertion made in Chapter 7 that space,

similar to time, is a limiting factor as coevolutionary systems continue to grow. When

considering data sets with a size similar to the Insect–Wolbachia system only algo-

rithms which require linearithmic and linear space are appropriate. This is due to the

requirement that multiple dynamic programming table instances may be retained at

each iteration which is not conceivable even for the algorithm inferred in the previous

chapter due to only a single matrix requiring 1.5 TB of memory, compared to requiring

only 50 MB to store a linear space dynamic programming table.
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It is for this reason that this chapter revisits the concept of linear time and space

heuristics for the dated tree reconciliation problem. In this case the linear time heuristic

is derived from an event based reconciliation method, the Improved Node Mapping

algorithm, unlike TreeCollapse which was derived from a parsimony based approach.

8.2 A randomised tree reconciliation solution

The algorithm which is proposed herein is a modification of the existing Improved Node

Mapping algorithm where only a subset of the dynamic programming table is retained;

where this subset is selected using random sampling. This approach referred to herein

as RASCAL (RAndomised Sampling for Cophylogenetic AnaLysis) is proven to offer

a significant time and space complexity reduction, where the development of RASCAL

can be considered as both a continuation of the theme introduced in the previous two

chapters, along with the development of TreeCollapse in Chapter 5.

To reconstruct the optimal mapping sites using the Improved Node Mapping al-

gorithm requires that O(n2) mapping sites be reconstructed for each parasite node pi,

where n in this context is the number of mapping sites stored for each of pi’s children.

Once the mapping sites are recovered only a subset is retained1. This subset of O(n)

mapping sites contains the minimum cost sub-solutions associated with each node in

the host tree (Libeskind-Hadas and Charleston 2009).

The recovery of all coevolutionary events retained within the dynamic programming

table may be inferred in constant time2. As a result, the time complexity of the Improved

Node Mapping algorithm is directly correlated to the number of mapping sites stored

for each node pi ∈ P. This result was the premise of the work presented in Chapters 6

and 7, demonstrating that for a subset of tree topologies, asymptotically less than O(n)

mapping sites are required to solve the dated tree reconciliation problem optimally. It

is this characteristic which is further exploited within this chapter to reduce the time

and space complexity bound for the dated tree reconciliation problem using random

sampling, however, in this context all tree topologies are considered.

Conversely, while this technique does offer the potential for a time complexity re-

duction for Improved Node Mapping, this technique cannot be applied to Bansal et al.’s

(2012) asymptotically faster algorithm. This is due to the O(n logn) preprocessing step

1see proof in Section 4.2.1
2see proof in Section 4.2.3
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required for each parasite node pi ∈ P which is independent of the number of mapping

sites stored, as this technique is bound by the size of the host tree. Therefore, while

Bansal et al.’s (2012) solution is more efficient when solving the problem optimally, its

design prohibits any asymptotic time complexity decrease by reducing the number of

sub-solutions which are retained at each iteration.

8.2.1 Using random sampling

The Improved Node Mapping algorithm’s computational complexity is directly propor-

tional to the number of mapping sites stored for each parasite node pi ∈ P (Drinkwater

and Charleston 2014a). Within this chapter the optimal set of sub-solutions retained

within a row of the dynamic programming table for a specific parasite node is con-

sidered as Φ(pi). The solution proposed herein may therefore be defined as a method

which only considers a subset of these mapping sites Φ(pi)⊆Φ(pi) which are retained

at each iteration where |Φ(pi)| ≤ k and k is asymptotically less than O(n).

Although there are many techniques that may be applied to the selection of the

subset, Φ(pi), the proposed method uses random sampling. This is due to three advan-

tages of random sampling compared to greedy approaches. The first is many greedy

algorithms require sorting as a prior, which would bound the sampling complexity to

O(k logk) compared to O(k) for random sampling. This approach would negate the

advantage offered by bottom up methods compared to top down approaches such as

Bansal et al.’s (2012) DTL reconciliation algorithm. Secondly, greedy algorithms have

the potential of being trapped in local minima. This is a particular risk in this case as

there is no evidence that the selection of the minimum cost solution at point pi will give

rise to the optimal mapping at p0 (the root). In fact, the example in Figure 8.1 provides

evidence that the local minimum cost event for the parasite node v is non optimal in

terms of the global optimal reconciliation. Finally, random sampling has the advantage

that while offering no guarantee that recovered maps are optimal, it can in principle

ensure with high probability, that all optimal solutions can be recovered provided suf-

ficient repetitions are performed (Solis and Wets 1981; Back 1996; Niederreiter 2010).

This in turn complements its use within a metaheuristic framework which involves re-

peated executions of an underlying algorithm in an attempt to infer the global optima,

the most popular approach when leveraging the dated tree reconciliation problem for

coevolutionary analysis.
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Figure 8.1: An example of the difference between solving the tanglegram presented in
Figure 4.1 using Improved Node Mapping (left) and RASCAL (right) where the sample
rate, k, is set to 2. In this case Improved Node Mapping recovers a map which costs 4
while RASCAL recovers a map which costs 5, where each map is evaluated under the
Jungle cost scheme (Ronquist 2003).

Note that the reconciliation recovered by RASCAL in Figure 8.1, while a sub opti-

mal solution under the Jungle cost scheme (Ronquist 2003), is optimal under the default

Jane cost scheme (Libeskind-Hadas 2015b), the case where codivergence events are as-

signed a penalty cost of one rather than zero. This is one of the major advantages of this

newly proposed algorithm compared to TreeCollapse, as it retains many of the benefits

of the dynamic programming methods from which it is derived, compared to a purely

greedy approach applied within TreeCollapse.
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8.2.2 Storing k random samples

The selection of a random subset of mapping sites, Φ(pi), requires an update to the

Improved Node Mapping algorithm, in particular providing an adaptive data structure

which allows for a random subset of size k to be retained for each node pi, along with

a method to procure the random subset at each iteration. This functionality has been

integrated into RASCAL’s algorithm as seen in Figure 8.2.

Algorithm 3 RASCAL(H, P, ϕ , V , k)
1: Φ is an array of lists which is worst case O(|P|× k)
2: L← is a list of nodes in P
3: Sort the nodes in L by their distance from the root of P
4: for pi ∈ L do
5: if pi is a leaf then
6: Φ[pi]← leaf hi ∈ H which pi is associated with
7: else
8: l,r← the left and right children of pi
9: for hi ∈Φ[l] do

10: for h j ∈Φ[r] do
11: Φ[pi][hk]← minimum cost event for pi at node hk
12: end for
13: end for
14: Randomly shuffle list Φ[pi]
15: while |Φ[pi]|> k do
16: remove first element of list Φ[pi]
17: end while
18: end if
19: end for
20: return Φ(P)

Figure 8.2: An updated version of the Improved Node Mapping algorithm first pre-
sented in Chapter 4 (see Figure 4.2). The RASCAL algorithm adds lines 14 and 17 to
the Improved Node Mapping algorithm. This ensures only k mapping sites are retained
for each parasite node, resulting in a reduced asymptotic time complexity for lines 9
to 13 of only O(k2) compared to O(n2) in the Improved Node Mapping algorithm. It
is important to note that the data structure, Φ, is indexed first on the parasite node and
then secondly on the host node. The array (indexed by parasite nodes) is always size |P|
with the list (indexed by host nodes) of mapping sites being bound to size k. Finally, the
random shuffle step on line 14 is implemented using the Fisher-Yates shuffle algorithm
(Fisher et al. 1949), to ensure that Φ[pi] can be procured in O(n).
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Node Mapping algorithms have traditionally stored the minimum cost mapping sites

in a two-dimensional matrix of size O(n2) (Libeskind-Hadas and Charleston 2009).

RASCAL may be implemented using a two-dimensional matrix, in this case of size

O(kn), however, for this analysis an array of lists was applied as the underlying data

structure in line with the complexity analysis undertaken in Chapters 6 and 7. This

approach was taken as while the magnitude of improvement offered by the array of

lists in this case will not be as pronounced, it is expected that applying an array of lists

will provide an in practice running time improvement compared to a traditional two

dimensional matrix, although no such complexity analysis is considered herein.

The newly proposed update to the Improved Node Mapping algorithm ensures that

only k items are retained for each node pi ∈ P and that this subset may be procured in

linear time in terms of the number of mappings sites infered for pi, k2 (see lines 14-17

in Figure 8.2). Therefore RASCAL’s time complexity bound to infer a time-consistent

map for the dated tree reconciliation problem is O(k2n) ∀ k ≥ 1, requiring only O(kn)

space.

8.3 Results and Analysis

To evaluate the accuracy and running time improvements offered by RASCAL it was

compared to Bansal et al.’s (2012) DTL reconciliation algorithm, Improved Node Map-

ping as defined in Chapter 7, and TreeCollapse introduced in Chapter 5, over a catalogue

of previously published biological data sets, along with two synthetically generated data

sets produced using CoRe-Gen (Keller-Schmidt et al. 2011). All existing algorithms in-

corporated in this analysis were implemented in Java to allow for a consistent evaluation

in line with the analysis undertaken in Chapters 4, 5, 6 and 7.

Comparing the running time performance of both RASCAL and the previously pub-

lished algorithms included in this analysis required large (> 1000 taxa) coevolutionary

systems to validate that RASCAL is significantly faster over such systems, as it is these

systems which it is designed to handle. The data set selected for this analysis was

the synthetically generated data set applied in Chapter 5 to compare the running time

performance of TreeCollapse and Bansal et al.’s (2012) DTL reconciliation algorithm.

This set includes coevolutionary systems with up to 5000 taxa compared with the data

set applied to evaluate the accuracy of each of the algorithms considered herein, which
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only includes systems with up to 200 taxa. While ideally this data set would have

been applied to the accuracy comparison as well as the time complexity analysis this

was infeasible as it is expected that such an experiment would have required 28 years of

computation for the slower algorithms included in this study to converge when executed

within a metaheuristic framework.

The analysis of RASCAL’s performance in terms of accuracy and running time in

practice is broken into three sections. The first compare’s RASCAL’s accuracy using

three random sampling parameters; d√ne, dlogne and 4, against algorithms which solve

the dated tree reconciliation problem optimally. RASCAL’s linear time implementa-

tion is then compared against TreeCollapse, the most accurate linear time algorithm

for solving the dated tree reconciliation problem. Finally, RASCAL’s running time is

compared against these previously published algorithms, listed in Table 8.2, providing a

comprehensive analysis of how the theoretical time complexity bound of each algorithm

compares to their running time performance in practice.

Table 8.2: The worst case asymptotic complexity of the algorithms considered herein.
Algorithm Worst Case Asymptotic Complexity

Bansal et al.’s (2012) DTL O(n2 logn)
Improved Node Mapping Θ(n2.17)

RASCAL (k = 4) O(n)
RASCAL (k = logn) O(n log2 n)
RASCAL (k =

√
n) O(n2)

TreeCollapse O(n)

Considering the analysis of RASCAL in this manner allows for a comparison of a

number of quadratic and sub-quadratic heuristics using the sampling parameters d√ne,
and dlogne, while also considering an alternate to the linear time algorithm TreeCol-

lapse. The framework applied for the analysis of these three permutations of RASCAL

represents a more generic evaluation framework compared to the accuracy analysis con-

sidered in Chapter 5, and may be extended to future heuristic solutions to provide a

balanced view of accuracy when solving the cophylogeny reconstruction problem.

8.3.1 RASCAL’s accuracy

RASCAL is designed to run within a metaheuristic framework similar to other methods

which estimate the cophylogeny reconstruction problem (Libeskind-Hadas and Charleston
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2009; Conow et al. 2010; Yodpinyanee et al. 2011; Fish 2013). The metaheuristic ap-

plied within this evaluation was a genetic algorithm applying a population size of 100

and executing 100 iterations for each problem instance in line with the analysis under-

taken in Chapters 4, 5 and 6.

Each method was executed 100 times for each problem instance to provide a robust

set of replicates to evaluate RASCAL’s accuracy. The distribution of these replicates is

recorded in Table 8.3 and Figure 8.3.

Table 8.3: The rate at which RASCAL converges on the best known solution for both
the synthetic and biological data sets. As 100 replicates were undertaken for each co-
evolutionary system there were 95300 samples for the synthetic data set and 10200
samples for the biological data set. It is important to note that the optimal dated tree
reconciliation algorithms did not always converge on the optimal, as a metaheuristic
only searches a subset of the exponential search space.

Frequency that RASCAL reported the optimal solution
Sampling Rate Synthetic Data Biological Data

Optimal DTR algorithm 95243 (99.94%) 10018 (98.22%)
k = d√ne 94084 (98.72%) 9530 (93.42%)

k = dlogne 93737 (98.35%) 9327 (91.44%)
k = 4 91915 (96.44%) 8666 (84.96%)
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Figure 8.3: RASCAL’s accuracy degradation for three different values of k (
√

n, logn
and 4) for both the synthetic (left) and biological (right) data sets. Of note is that while
for the synthetic data there is a higher rate at which RASCAL converges on the optimal
(best known) solution, it also has the largest variation in accuracy with a number of
reported maps costing twice that of the optimal. This is compared with the biological
data set where RASCAL, while reconciling fewer optimal solutions, is always able to
ensure that it never reported a map which cost more than 40% that of the optimal.
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These results, in particular Table 8.3, demonstrate that RASCAL is able, with a high

degree of accuracy, to converge on solutions which are optimal. Over the biological data

set RASCAL is observed when k is a constant to converge on the optimal solution in

85% of cases, where even algorithms which solve the dated tree reconciliation problem

optimally converge on only 98% of cases3. This performance is even more impressive

when considering RASCAL’s performance over the synthetic data set where it was able

to infer the optimal reconstruction in 96% of cases compared with algorithms which

optimally solve the dated tree reconciliation problem which are still unable to recover

all the optimal solutions when executed within a metaheuristic framework, even with

an additional order of magnitude increase in their asymptotic complexity. These results

therefore demonstrate the potential of random sampling as a means to extend Improved

Node Mapping to handle significantly larger data sets in the future.

8.3.2 Comparing RASCAL and TreeCollapse

The second validation step for RASCAL’s accuracy consisted of a comparison with

a linear time flavour of RASCAL and TreeCollapse, the only other linear time algo-

rithm capable of reconciling time consistent reconciliations for the cophylogeny recon-

struction problem where all four evolutionary events are considered4. This approach is

known to not always recover an optimal solution; however, it can provide robust esti-

mations in a short period of time. RASCAL, when k is set to a constant value, such

as 4 within the analysis considered herein, is the second algorithm capable of infer-

ring time consistent solutions to the cophylogeny reconstruction problem where all four

evolutionary events are considered. In this section these two methods are compared

to identify which of these methodologies provides the most accurate underlying linear

time approach for solving the cophylogeny reconstruction problem within a metaheuris-

tic framework, using the same data sets leveraged in the previous section.

Similarly to the analysis considered in the previous section (presented in Table 8.3

and Figure 8.3) 100 replicates were performed for each of the synthetic and biological

data sets considered within this analysis. The distribution of these replicates has been

recorded in Table 8.4 and Figure 8.4.

3when leveraging metaheuristic frameworks to solve the cophylogeny reconstruction problem
4which was first introduced in Chapter 5
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Table 8.4: The rate at which RASCAL and TreeCollapse converge on the best known
solution for both the synthetic and biological data sets. As 100 replicates were under-
taken for each coevolutionary system for each data set there were 95300 samples for the
synthetic data set and 10200 samples for the biological data set in line with the results
presented in Table 8.3.

Frequency that algorithm reported the optimal solution
Synthetic Data Biological Data

RASCAL (k = 4) 91915 (96.44%) 8666 (84.96%)
TreeCollapse 54564 (57.26%) 6978 (68.41%)
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Figure 8.4: A comparison of the accuracy of TreeCollapse and RASCAL where k is
a constant. Of note is that not only does RASCAL find significantly more optimal
solutions over both data sets (as also seen in Table 8.4) but the distribution of solutions
is skewed far more favourably to the left for RASCAL, demonstrating a significant
accuracy increase when using the linear time version of RASCAL.

It is clear from Table 8.4 and Figure 8.4 that RASCAL out performs TreeCollapse

over both the biological and synthetic data sets. RASCAL converges on almost 40%

more optimal solutions over the synthetic data set and almost 18% more optimal so-

lutions over the biological data set compared to TreeCollapse. These results in turn

argue strongly that RASCAL is the most accurate linear time algorithm for solving the

cophylogeny reconstruction problem which has been formulated to date.

8.3.3 RASCAL’s running time in practice

The data set used to evaluate the running time improvements provided by RASCAL

was generated using CoRe-Gen (Keller-Schmidt et al. 2011) and included tanglegrams
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with up to 5000 taxa. This data set was first introduced in Chapter 5 where it was used

to compare the running time performance of TreeCollapse compared to Bansal et al.’s

(2012) DTL reconciliation algorithm. Using a data set of this size was required to

examine how the asymptotic complexity improvements offered by RASCAL translate

into actual running time improvements.
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Figure 8.5: The running time of two optimal algorithms, Bansal et al.’s (2012) DTL rec-
onciliation algorithm, O(n2 logn), and Improved Node Mapping, Θ(n2.17), compared
against three flavours of RASCAL (

√
n, logn and 4) (left), along with a comparison of

TreeCollapse and RASCAL’s linear time implementation, k = 4, (right). These results
show that compared to the best known algorithms which solve the dated tree reconcil-
iation algorithm optimally that RASCAL provides a significant running time improve-
ment in practice. Further, these results demonstrate that the RASCAL implementation,
where k is assigned a cost of 4, is the fastest algorithm which can estimate the cophy-
logeny reconstruction problem in linear time, while still guaranteeing that solutions are
time-consistent.

Figure 8.5 demonstrates the significant reduction in running time possible when us-

ing RASCAL. The results highlight that not only is RASCAL asymptotically faster, but

in practice provides a significant running time reduction. Consider the case where there

are 5000 taxa. In this case RASCAL, configured where k = 4, is able to reconcile a

solution 155 times faster than Bansal et al.’s (2012) dated tree reconciliation algorithm.

In practice when integrated within a metaheuristic framework, this translates to recon-

structing a solution which has a 91% chance of being optimal in 5 minutes compared to

having a 99% chance of being optimal in 12 hours. Further, this running time analysis

demonstrates that RASCAL not only outperforms TreeCollapse in terms of accuracy

but that it is also approximately 3 times faster, in practice.
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8.4 Further inroads for sub-quadratic time solutions

In this chapter a new approach, RASCAL, has been introduced to solve the dated tree

reconciliation problem. RASCAL, has been shown to perform particularly well when

applied to the more complex case of solving the cophylogeny reconstruction problem.

In fact this method has been shown to have an accuracy degradation of only 8% while

reducing the asymptotic running time by more than a factor of n. Further, RASCAL’s

accuracy, when configured to only retain a constant number of sub-solutions at each

iteration, is the best known linear time algorithm capable of solving the dated tree rec-

onciliation problem, recovering almost 20% more optimal solutions compared to prior

linear time implementations. What is even more impressive is that while prior linear

time algorithms, such as TreeCollapse, are unable to solve certain problem instances

due to being trapped in local optima, RASCAL is able to infer the optimal coevolu-

tionary interrelationships for any system provided sufficient replicates are run, proving

itself a valuable tool to assist in the inquiry of larger coevolutionary data sets that have

previously been impossible to analyse.

All this success has been achieved by simply considering a constant number of ran-

dom samples from the linear number of elements at each step of the Improved Node

Mapping algorithm. As discussed during the introduction to this chapter however, a

linearithmic space solution is also feasible even for the largest coevolutionary data sets

with one such solution using this space requirement being RASCAL where k = logn

which is shown to offer a 6% improvement over its respective constant sampling equiv-

alent over 102 biological data sets.

In both cases, however, Random Sampling was applied rather than considering the

selection of the retained subset in an intelligent manner. If a randomised approach

may provide 6% accuracy using linearithmic space, an extension worth considering is

how close to optimal a sampling algorithm which makes selections using a targeted

evolutionary model may be able to achieve. Such an algorithm is outside of the scope

of this thesis, however, preliminary analysis suggest that this model may be able to

improve on the model presented in this chapter.



Chapter 9

Dealing with widespread parasites

This work outlines a new approach for analysing widespread parasites, in particular

reconciling a number of theories for handling the additional complexities which arise

when parasites are associated with more than one host. It is based on a paper currently

under review (Drinkwater et al. 2016). Unlike the last few chapters which have focused

on reducing the computational complexity of the dated tree reconciliation problem, this

chapter considers the case where the time and space complexity is increased as a by-

product of providing more biologically representative solutions. This is important, as

to date, widespread models have been heavily constrained, significantly impacting the

accuracy of the resultant maps. I was responsible for the design and implementation of

the proposed algorithm introduced in our paper, along with undertaking the analysis of

a number of coevolutionary systems using this technique. This included the analysis of

the Jane software tool methodology for handling widespread parasitism, and its noted

weaknesses, which inspired the proposed model. Angela Qiao’s contribution to this

work was the analysis of the spread evolutionary event and its applicability within a

cophylogeny mapping framework, which has been integrated into our model. Her anal-

ysis culminated in an exponential running time solution similar to the Jungle approach

(Qiao 2012). Angela’s algorithm may be considered as a precursor to the model intro-

duced in this chapter, although the methodology presented herein is capable of handling

significantly larger data sets due to its polynomial running time for dated trees. Michael

Charleston’s contribution was in the establishment of the broad context of the initial

line of enquiry, driving a number of individual research projects which has culminated

in the development of a unified widespread model presented in our paper and discussed

in detail within this chapter.
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9.1 The need for a more flexible framework

To date there have been two proposed widespread evolutionary events to deal with the

incongruence that may arise due to widespread parasitism, as introduced in Chapter 2.

The first of these, failure-to-diverge, considers the case where a parasite maintains gene

flow between the two host species following the divergence of the host lineage as rep-

resented in Figure 9.1 (left). Alternately, the spread event represents the case where

the parasite species is able to colonise an independent host species without the require-

ment that the parasite species diverges. In this case the parasite is able to maintain gene

flow between the two host lineages following the colonisation of the second host as

represented in Figure 9.1 (right).

Parasite

Host

Parasite

Host

Figure 9.1: The failure-to-diverge (left) and spread (right) evolutionary events.

In current widespread models only the first of these two evolutionary events, failure-

to-diverge, is applied to handling widespread parasitism (Fish 2013; Wieseke et al.

2015). The spread event although considered a widespread evolutionary event since at

least the introduction of SBPA (Brooks 1991), has to date not been included within an

automated process, having only been considered within manual reconciliation frame-

works. There is however strong support for the inclusion of the spread evolutionary

event within all widespread models, based on a number of laboratory experiments which

have proven the potential for widespread colonisation after gene-flow is broken, which

was summarised in Chapter 2 and discussed in further detail in Evolutionary Ecology

of Parasites (Poulin 2011).

Without the inclusion of spread events there is the potential that a poor biological

representation of the shared coevolutionary history may be inferred. Consider the co-

evolutionary system in Figure 9.2 (left). In the first reconstruction, Figure 9.2 (centre),

the parasite has had O(n) opportunities to infect a new host species but failed to do so
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in all cases. Alternatively, Figure 9.2 (right) considers a coevolutionary system which

is reconciled using the spread event which presents a much more likely biological so-

lution compared to failure-to-diverge, where the parasite had a number of opportunities

to infect a new host species but failed to do so in all cases.

O(
n)
Lo
ss
Ev
en
ts

Failure to Diverge

Spread
Host Tree (H) Parasite Tree (H)

Associations (ϕ)

Figure 9.2: A tanglegram and its two Pareto optimal solutions.

The alternative map which uses spread, Figure 9.2 (right), is significantly more par-

simonious for cases where the spread event is assigned a penalty cost similar to that

of failure-to-diverge. In fact spread would need to be assigned a cost n times that of a

loss event for the solution to be considered more expensive. This crafted example rep-

resents the worst case for models which exclusively use failure-to-diverge over spread.

Ignoring spread is not the only weakness of existing widespread analysis models such

as those integrated into Jane, which also apply a further set of bounds on the position of

a failure-to-diverge event in relation to the set of divergence events. These constraints

only allow for divergence events to occur following a subset of the total number of

widespread events, which is represented in Figure 9.3.

Associations (ϕ)

Host Tree (H) Parasite Tree (P)

Figure 9.3: Example of two optimal maps (centre and right) for a simple tanglegram
instance (left) which demonstrates the failure of the current widespread model applied
in Jane 4 (Libeskind-Hadas 2015b).



202 CHAPTER 9. DEALING WITH WIDESPREAD PARASITES

In Figure 9.3 the tanglegram (left) includes a single widespread parasite which has

two optimal solutions, where only failure-to-diverge events are considered. The true op-

timal representation of this coevolutionary system (centre) contains 2 failure-to-diverge

events and 1 codivergence event. Jane, however, is unable to reconcile this map and

instead infers the second map (right) which contains 2 failure-to-diverge events, one

host switch and 1 loss event. This map is inferred due to Jane’s inability to reconcile

divergence events after multiple widespread events (Fish 2013). This inability is due to

an optimisation introduced by Fish (2013), to reduce the asymptotic complexity of this

difficult problem.

While for much of this thesis the focus has been on reducing the computational

complexity of algorithms, it appears to be a premature point in the development of

widespread parasitism models to consider algorithmic optimisation. Rather in this con-

text, as a unified algorithmic model still eludes biologists, the priority should be the

development of such a model first, before optimising the asymptotic complexity of

such a model. Within this chapter it will be shown that by increasing the asymptotic

complexity by a factor of n, it is possible to provide solutions to the cophylogeny recon-

struction problem where widespread parasites are permitted, the widespread parasites

problem, which considers both failure-to-diverge and spread, along with resolving the

observed issues with Jane’s modelling of widespread parasitism. An implementation of

this model is shown to be able to, in some cases, recover reconciliations which are twice

as parsimonious, and capable of inferring a larger number of codivergence events.

9.2 A new method for inferring Widespread Events

The widespread model presented herein introduces a series of amendments to the Im-

proved Node Mapping algorithm, allowing for both failure-to-diverge and spread events

to be recovered optimally when reconciling a pair of phylogenetic trees. These amend-

ments described herein provide support for both widespread events and resolve the

problems associated with algorithms such as Jane, which were discussed in the pre-

vious section. The updated version of the Improved Node Mapping algorithm, which

will be referred to herein as WiSPA (WideSpread Parasitism Analyser), is a two step

process. The first reconciles all optimal widespread events based on an event costs vec-

tor associated with the penalty cost of these two widespread evolutionary events, that
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is a reconciliation step which recovers all feasible widespread events, while the second

step recovers the optimal set of divergence events based on the costs and mapping sites

for the previously derived set of widespread events. By handling these two complex sets

of operations in series, it is possible to ensure that a polynomially bound algorithm may

be derived for solving the widespread parasites problem where dated information exists

for the host phylogeny. In the case where such information is not available, WiSPA

is applied within a metaheuristic framework in the same fashion as Improved Node

Mapping, TreeCollapse and RASCAL.

To reconcile the optimal set of widespread events the proposed model constructs a

set of widespread association trees, a process which is derived from an earlier method

proposed by Page (1994b). These association trees are then leveraged to recover the

optimal set of widespread events, mirroring much of the work proposed by both Page

(1994b) and Siddall and Perkins (2003), although unlike their previous attempts to solve

the widespread parasitism problem which applied a greedy algorithm, the model pro-

posed herein applies a dynamic programming algorithm to ensure that all feasible states

may be considered, avoiding the potential problems that may arise due to local minima

or excluding large subsets of the problem space.

9.2.1 Reconstructing Widespread Associations as Trees

Page (1994b) proposed a novel method to handle widespread parasites by constructing

a phylogenetic tree to capture the multiple associations of each parasite and then ap-

pending this tree into the original parasite phylogeny. This model in essence expanded

the phylogenetic tree until each parasite taxa only infected a single host species. A sim-

ilar model is proposed herein, but rather than extending the original phylogenetic tree,

these additional trees are handled separately and then aggregated into the reconciled

map as a separate step. The trees which are constructed under this model are referred

to as association trees (ai), where the set of all association trees A = (a1 . . .an) may be

exploited to infer the optimal set of widespread events.

Lemma 12. An association tree, (ai), is a bifurcating tree constructed based on the

associations, ϕ , present for the parasite leaf node pi, which mirrors the topology of the

host phylogeny such that ai may infer the maximum number of widespread events.

Proof. Consider the parasite leaf node pi with k widespread associations. The maxi-

mum number of possible widespread events is the case where k failure-to-diverge events
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may be recovered. This is because for all cases it is possible to recover k spread events

for all trees, due to the construction of the host tree such that all leaves share a com-

mon timing interval (the present) (Conow et al. 2010). Therefore an association tree,

ai, which maximises the number of failure-to-diverge events will maximise the total

number of possible widespread events.

A mirrored tree constructed in line with Fahrenholz’s Rule (1913) will always per-

mit k failure-to-diverge events, as each internal node in the mirrored tree corresponds

to an internal node in the host tree (Paterson and Banks 2001). Therefore if ai mirrors

the host phylogeny based on the associations, ϕ , then it will maximise the number of

widespread events which may be recovered, in line with Page’s (1994b) generalised

reconciliation model implemented in TreeMap 1.0 (Page 1995).

Maximising the number of possible events recovered ensures that the optimal set

of widespread events may be inferred (Page 1994b). Therefore this approach while

ensuring that an optimal set of widespread events is recovered, does not guarantee the

order of the widespread events inferred is correct, as there is no information in the initial

problem instance to provide such an inference1.

In order to construct the association trees in line with Fahrenholz’s (1913) Rule re-

quires the inference of a subtree where each leaf in ai corresponds to one of the host taxa

for which the widespread parasite pi is associated. The recovery of an association tree

may therefore be reduced to the recovery of the homeomorphic subgraph for the host

phylogeny which is inhabited by the widespread parasite pi (Lozano et al. 2007). The

homeomorphic subgraph ai in this context is a subgraph that preserves all the topologi-

cal properties of the subset of the host inhabited by the parasite pi. Under this proposed

process a copy of the host phylogeny is made where only the host leaves inhabited by

pi are retained. This algorithm is applied for each widespread parasite which gives rise

to the association tree set, A = (a1 . . .an).

9.2.2 Recovering Widespread Events

Widespread events are derived from existing divergence events and therefore the pro-

posed model leverages existing techniques for the recovery of divergence events to re-

cover the optimal set of widespread events. This approach has been used previously by

1To infer this ordering information would require additional information such as the geographical his-
tory of both host and parasite which is a topic to be considered in later revisions of the WiSPA algorithm.
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Page (1994b) to infer failure-to-diverge events, but to date, to this author’s knowledge,

it has not been applied to reconcile multiple widespread evolutionary events within a

single common framework. To achieve this, each widespread event is considered as

the divergence event that most closely matches its behaviour, which is possible as both

the optimal codivergence and failure-to-diverge events occur at the most recent com-

mon ancestor of their children (Johnson et al. 2003), while the optimal host switch and

spread events may be recovered using an implementation of the level ancestor prob-

lem; using the process defined in Chapter 4. This is permissible due to the creation of

pseudo-divergence events in line with Siddall and Perkins’s (2003) proposed reconcili-

ation model.

Algorithm 4 RECONCILEWIDESPREADPARASITE(H, P, ϕ , V , p)
1: Φ is an array of lists which is worst case O(|P|× |H|)
2: p′ is a homeomorphic sub-graph of h including the host leaves ∈ ϕ[p]
3: L← is a list of nodes
4: Sort L based on the distance from the root of a in descending order
5: for p′i ∈ L do
6: if p′i is a leaf then
7: Φ[pi]← leaf hi ∈ H which p′i is associated with
8: else
9: l,r← the left and right children of p′i

10: for hi ∈Φ[l] do
11: for h j ∈Φ[r] do
12: Φ[p′i][hk]← minimum cost event for p′i at node hk
13: end for
14: end for
15: end if
16: end for
17: return Φ

Figure 9.4: The ReconcileWidespreadParasite subroutine which defines the process for
inferring the optimal set of widespread events for an association tree, ai. This algorithm
needs to be executed for each association tree ai ∈ A with two or more taxa.

Due to the construction of association trees in this manner, existing solutions to

the dated tree reconciliation problem may be applied to recover the optimal set of

widespread events. This is possible as each association tree, ai, is constructed with

a one-to-one mapping mitigating the need for duplication events if host switch events
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are permitted. This is important as there is no widespread equivalent for a duplication

event. Exploiting this imposed property allows for a reconciliation to be inferred using

only codivergence, host switch and loss events; that is by running the existing Improved

Node Mapping algorithm with a cost vector, V = (F,∞,S,L), where the costs for failure-

to-diverge (F) and spread (S) replace the costs for codivergence (C) and host switch

(W ) respectively, as is defined in Figure 9.4.

The widespread events are inferred from the recovered mappings by relabelling each

codivergence as a failure-to-diverge and each host switch as a spread. The inferred

widespread events are then retained within a dynamic programming table, di, which

contains all the optimal widespread events for the parasite pi. Therefore the result of

mapping the complete set of association trees A into the host phylogeny, gives rise

to a set of dynamic programming tables ω = (d1, . . .dn), containing all the optimal

widespread events for the parasite phylogeny.

9.2.3 Recovering Divergence Events

The recovery of the divergence events using WiSPA is derived from the Improved Node

Mapping formulation defined in Chapter 4. This approach reconciles the incongruence

displayed for each parasite node by reconciling the optimal divergence event based

on the set of mapping sites for its children. As was defined in Figure 4.2, this pro-

cess requires a set of nested loops so that every mapping site for the left child may be

compared with every mapping site for the right child. The WiSPA algorithm unlike

Improved Node Mapping, considers multiple optimal locations for each parasite node

rather than a single optimal mapping site, which has been the premise of all cubic time

solutions to this problem (Doyon et al. 2010b). In this more complex case, however,

optimal mapping sites may occur at any location within the widespread mapping’s sub-

solution. Initial analysis may suggest that this additional complexity induces a second

set of nested loops. This, however, can be mitigated by exploiting a number of topolog-

ical properties of the underlying dynamic programming table and the topology of the

resultant map, both of which are considered within this section.

As discussed in detail in Chapters 4, 6 and 7, only a single mapping site is retained

for each parasite leaf node. It is possible, however, to retain multiple mappings for

each parasite leaf without increasing the asymptotic complexity of the Improved Node

Mapping algorithm. This is due to the Improved Node Mapping model allowing each
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sub-solution corresponding to a parasite node (both internal or leaf) to include up to

O(n) mapping sites. Therefore under the proposed model, all the widespread evolution-

ary events defined by ai corresponding to the parasite node pi may be retained within

the dynamic programming table. Under this model, the sub-solutions stored in the dy-

namic programming table for the parasite leaf node pi are the optimal mapping sites for

the root of ai, the association tree which corresponds to pi.

Although applied within the dynamic programming table as a standard mapping site,

widespread parasite evolutionary events induce additional complexity, as the optimal

mapping location for such an event may not be recovered in constant time. Therefore the

Improved Node Mapping algorithm has been updated to handle the additional complex-

ity which arises due to multiple widespread parasite events by considering three possi-

ble states (see Figure 9.5): (i) the case where the left child is treated as a widespread

parasite, (ii) the right child is treated as a widespread parasite and (iii) neither child

is treated as a widespread parasite. These three states are considered within the evolu-

tionary event selection step defined between lines 15 - 30 of the WiSPA algorithm in

Figure 9.5.

In the case where the left or right child is retained as a widespread event (lines 15

- 26, Figure 9.5), the divergence event may be placed at an earlier time period to the

root of the widespread event (either a failure-to-diverge or a spread event), as long as

the relative order of the parasite phylogeny is preserved. That is, while a divergence

event may be placed following multiple widespread events, it may never be placed at a

position following one of its descendants. To provide this additional degree of flexibility

when reconciling the incongruence between the parasite and its host, requires that all

positions within the host be considered as a possible mapping site for each pair of points.

To accommodate for this process requires that an additional nested loop (on lines 16-

19 and 22-25 in the case where the left or right child are widespread respectively) be

applied, increasing the computational complexity of this algorithm. This process shares

a number of similarities to Bansal et al.’s (2012) DTL reconciliation algorithm, where

the parasite mapping is inferred using a top down search. Unlike this method, however,

the optimal mapping sites are inferred using the preprocessing applied by the Improved

Node Mapping algorithm using Bender and Farach-Colton’s 2004 solution for the Level

Ancestor Problem, rather than an application of a range minimum query.
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Algorithm 5 WISPA(H, P, ϕ , V )
1: Φ is an array of lists
2: ω is an array of dynamic programming tables
3: L← is a list of nodes in P
4: Sort L based on the distance from the root of P in descending order
5: for pi ∈ L do
6: if pi is a leaf AND pi is widespread then
7: ω[pi]← ReconcileWidespreadParasite(H, P, ϕ , V , pi)
8: Φ[pi]← ω[pi][pi]
9: else if pi is a leaf then

10: Φ[pi][hi]← leaf hi ∈ H which pi is associated with
11: else
12: l,r← the left and right children of pi
13: for hl ∈Φ[l] do
14: for hr ∈Φ[r] do
15: if hl is a widespread mapping then
16: for h′l ∈ AllFeasibleMappingSites(H, P, Φ, Φ[hl]) do
17: hp← minimum cost mapping site for pi
18: Φ[pi][hp]← minimum cost event for pi at node hp
19: end for
20: end if
21: if hr is a widespread mapping then
22: for h′r ∈ AllFeasibleMappingSites(H, P, Φ, Φ[hr]) do
23: hp← minimum cost mapping site for pi
24: Φ[pi][hp]← minimum cost event for pi at node hp
25: end for
26: end if
27: if hl and hr are not widespread mappings then
28: hp← minimum cost mapping site for pi
29: Φ[pi][hp]← minimum cost event for pi at node hp
30: end if
31: end for
32: end for
33: end if
34: end for
35: return Φ(P)

Figure 9.5: The WiSPA algorithm which outlines the process for reconciling the optimal
set of evolutionary events for a pair of phylogenetic trees based on their association set.

Handling widespread parasitism in this fashion results in either a widespread event
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being the root of a sub-solution, such as a failure-to-diverge event occurring prior to any

divergence events (see Figure 9.6 (left)), or a divergence event occurring as the root of

a sub-solution (see Figure 9.6 (right)). In the latter case this sub-solution is, from this

point onwards, considered as a standard mapping site, in line with previous models,

while in the case where the root is a widespread event, the additional traversal step is

required to map its parent into the host.

pi

hj

hi
pi

hj

hi

Figure 9.6: Two possible sub-solutions for the subclade pi of the parasite tree P. The
first sub-solution (Φ(pi)) (left) is rooted at node hi as a failure-to-diverge event which
occurs prior to the codivergence event (at h j) while the second sub-solution (Φ(p j))
(right) is rooted at node h j as a codivergence event where the widespread event occurs
after the codivergence event as a spread event. WiSPA is the first method that considers
both possible states during the reconciliation of a coevolutionary system presenting
widespread taxa.

The benefit of this approach is that in the case where both the left and right children

are widespread it is possible to abstract away any possible compounding complexity by

considering each widespread parasite in series. This reduces the need for an additional

increase in the computational complexity of the proposed model by noting that a diver-

gence event may not occur following the root of both widespread events as this reflects

the occurrence of two divergence events, and therefore either one of the two widespread

events is considered as the root, or the divergence event is considered the root of both
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lineages; in line with Fish’s (2013) widespread parasitism model implemented in Jane.

In the final case (lines 27 - 30 in Figure 9.5), neither the left or right child are rooted

by widespread events. In this case the complexity of widespread parasitism is already

fully explained within the sub-solution or it does not contain any widespread events.

In either case such a sub-solution is processed in line with the existing Improved Node

Mapping algorithm. Therefore by considering widespread and divergence events in se-

ries it is possible to handle both multiple widespread evolutionary events and overcome

the limitations identified within current widespread models. In the following section

the asymptotic complexity of the algorithm introduced herein is considered, where it

is proven that the additional accuracy provided by the proposed model is achieved by

adding only an O(n) increase in the complexity of the Improved Node Mapping algo-

rithm. This results in a time complexity bound which is comparable to software tools

such as costscape and eventscape (Libeskind-Hadas et al. 2014), and is significantly

more efficient than Jane 1 (Conow et al. 2010) and the Jungle method (Charleston

1998, 2002a), all of which are popular coevolutionary analysis methods which have

been applied to numerous coevolutionary systems.

9.2.4 Complexity Analysis

WiSPA is designed using a series of underlying algorithms to infer the most accurate

reconciliation of a pair of phylogenetic trees where widespread parasitism is permitted.

For the complexity analysis considered herein the number of nodes in the host tree is

2n−1, and conversely, the number of nodes in the parasite tree is 2m−1. This approach

is in line with the modelling of Doyon et al. (2011). Unlike prior analysis considering

the case where a parasite may only infect a single host, the analysis of widespread

parasitism models also requires the introduction of a third variable, specifically the

maximum number of associations for an individual widespread parasite k, where k≤ n.

The WiSPA algorithm is composed of two computationally expensive steps. The

first is handling the parasites that inhabit more than one host, specifically construct-

ing and solving the association trees (lines 7-8 in Figure 9.5), and the second step is

processing the divergence events, (lines 12-32 in Figure 9.5). Each of these processes

occur in series and therefore their complexities are independent of one another.
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Processing the leaves in the parasite tree requires the construction of O(m) associ-

ation trees which are of size O(k). The association trees are constructed using an ap-

plication of Lozano et al.’s (2007) homeomorphic subgraph pruning algorithm, which

runs in O(kn) for each of the O(m) widespread parasites. Therefore the time required

to construct the set of association trees is O(kmn). The solutions for each association

tree are stored within an array of dynamic programming tables, ω , where each table

is of size O(kn), which may be constructed using a modified version of the Improved

Node Mapping algorithm using an input cost vector, V = (F,∞,S,L), which has a time

complexity bound of O(kn2), based on the analysis outlined in Chapter 4. Therefore as

ω contains O(m) elements, a table for each parasite, the total space requirement for this

step is O(kmn) and the total time complexity bound is O(kmn2).

Reconciling the divergence events (lines 12-32 in Figure 9.5) requires mapping each

parasite into the host phylogeny based on the additional information retained within the

dynamic programming tables list, ω . As the additional widespread information is re-

tained within ω , no additional space is required compared to the original dynamic pro-

gramming table construction, and therefore the space required is O(mn). The running

time however requires an additional step of iterating over all the possible widespread lo-

cations of which there may be O(k) for each mapping site considered, and therefore the

running time is extended from O(mn2), as defined within the original implementation

of the Improved Node Mapping algorithm, to O(kmn2) for WiSPA.

This time complexity result represents a linear growth in the number of additional

widespread associations that are added to the tanglegram. That is, while the Improved

Node Mapping algorithm runs in cubic time when considering only O(n) associations,

the proposed algorithm runs in quartic time when handling O(n2) associations. This is

significant as the number of widespread associations for each parasite will never be of

size O(n) under any realistic biological scenario. For example, the 15 previously pub-

lished biological data sets introduced in the following section to validate the proposed

model, are observed to have an average infection rate of approximately 7%, where

O(n2) associations represents an infection rate of 100%, which considering the size of

these systems is representative of a value of k which is less than logn. This demon-

strates that while the worst case running time for the proposed algorithm is quartic,

the actual running time in practice is actually more comparable to existing cubic time

algorithms.
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9.3 Discussion and Analysis

The evaluation of our new model is broken into two parts. The first considers Jane

and WiSPA’s accuracy over 500 synthetic data sets which display varying degrees of

widespread parasitism. Following the evaluation over the synthetic data sets both Jane

and WiSPA are evaluated over 15 previously published biological systems. In both

sections two key metrics are considered. The first is the total cost of the reconciliation

inferred by each model, and the second is the total number of codivergence events

present in the inferred reconciliation. Each of these two values represent the degree

of congruence represented by the reconciled map, where the aim for coevolutionary

analysis is to infer the minimum cost map with the maximum number of codivergence

events (Littlewood 2003). Therefore each model will be validated on how well they

meet these criteria. These two key metrics align with prior analysis of coevolutionary

models (Page 1994a, 2003b; Ronquist 1998; Conow et al. 2010; Wieseke et al. 2015)

and are considered the best two signals for recovering biologically relevant maps. Jane

is considered as the best candidate to evaluate WiSPA as both methods leverage an

underlying algorithm to solve dated phylogenies as a means to inform their respective

metaheuristic frameworks, and Jane has been shown to outperform both CoRe-PA and

CoRe-ILP, the other two methods which handle widespread parasitism for data sets of

the size considered within this analysis (Wieseke et al. 2015).

Along with demonstrating the effectiveness of the generalised model applied within

WiSPA, this analysis also aims to infer the significance of the inclusion of the spread

evolutionary event. This was achieved by considering three different costs for the evo-

lutionary event spread, a cost of one, which is equal to the cost of a failure-to-diverge

event, a cost of two, the same cost as a host switch, the evolutionary event which is most

similar to spread, and finally the case where a spread event is not permitted, in essence

assigned a cost of ∞.

Following this analysis WiSPA and Jane are applied to the Primate–Enterobius evo-

lutionary system. This system has long been considered a likely coevolutionary candi-

date, however, the inability of prior models to handle the widespread parasitism present

has resulted in no prior methods providing a statistically significant model for the sub-

clade considered herein. Within this analysis the contrasting maps for Jane and WiSPA

are compared along with an evaluation of their significance using an application of

Bernoulli trials (Klotz et al. 1973).
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9.3.1 Evaluating WiSPA’s Accuracy (Synthetic Data)

The synthetic data sets used to evaluate WiSPA were previously constructed using the

Cophylogeny Generation Model (CoRe-Gen) (Keller-Schmidt et al. 2011), specifcally

from the data sets applied in Chapters 3, 5, 6, 7 and 8. As CoRe–Gen can only generate

coevolutionary systems where each parasite infects a single host, the existing data sets

needed to be modified to include widespread parasitism. Due to the computational

cost of handling widespread parasitism, only 50 synthetic coevolutionary systems were

randomly selected from the 953 original systems to provide a baseline for this analysis.

From each of the 50 synthetic systems initially selected, nine additional systems

were created by randomly applying additional widespread associations. These addi-

tional data sets present a varied degree of widespread parasitism with the aim to model

a decreasing rate of host specificity, where additional widespread events were added

such that the maximum rate of additional widespread parasitism was 10%, 15%, 20%,

25%, 30%, 35%, 40%, 45%, and 50% of the total available host species for each of the

nine data sets respectively. This was applied by selecting each parasite node and allow-

ing the parasite to infect a random number of additional host species which were bound

between (0 and p× n); where p is the rate of widespread parasitism for the specified

synthetic system and n is the number of host taxa available for infection.

It should be noted that this model is a crude representation of widespread parasitism

in nature, however, it provides a robust set of synthetic data sets to compare Jane and

WiSPA over varying degrees of widespread parasitism, and to date no alternative model

of synthetic widespread parasitism has been proposed. This technique is also advan-

tageous as it provides a baseline of the number of codivergence events present in the

original tanglegram which can be compared to the recovered number of codivergence

events of each technique as the rate of widespread parasitism increases.

This is captured in Figure 9.7, where the total event cost (left) and total number of

codivergence events (right) are recorded for the ten data sets (including the baseline)

for the four models2 considered. These two plots provide the best insight to date in

regards to the benefits of the spread event, particularly in increasing the total number

of codivergence events compared to using failure-to-diverge exclusively. Each of the

500 synthetic coevolutionary systems considered within this analysis were run within a

metaheuristic framework configured to run 100 iterations over a population size of 100,

2WiSPA (spread = 1), WiSPA (spread = 2), WiSPA (spread = ∞) and Jane
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in line with the analyses considered throughout this thesis.

In the case where spread is set to one a reduction of more than 50% is achieved in

the parsimony score, with this reduction only improving as the rate of widespread para-

sitism increases. This reduction is complemented by a nine fold increase in the number

of codivergence events recovered over the 10 data sets. A similar trend is observed

where spread is set to two, where a reduction of more than 35% is achieved in the parsi-

mony score with this reduction also only improving as the rate of widespread parasitism

increases. The reduction in this case is complemented by an eight fold increase in the

number of codivergence events.
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Figure 9.7: The results for the synthetic data sets. The first plot (left) considers the
rate at which the total cost over 50 synthetic coevolutionary systems increases as the
rate of widespread parasitism is increased, where the second plot (right) considers the
rate at which the total number of codivergence events over 50 synthetic coevolutionary
systems decreases as the rate of widespread parasitism is increased.

In the case where spread is not permitted the same trend was not observed, however,

there was a marginal improvement compared to Jane, with a 1% decrease in the total

parsimony cost and an increase in the number of codivergence events by 2%. While

nowhere near as impressive as the case where spread is permitted, this improvement is

important as it represents WiSPA’s performance in the worst case, where WiSPA still

outperforms Jane and only improves as the cost of spread is decreased.

An alternate model for the generation of synthetic data where widespread para-

sitism is present would be to apply a preferential host switching model such as those

considered by Hoyal Cuthill and Charleston (2013) for the allocation of the additional

widespread associations applied to each synthetic system. The allocation of widespread
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associations in this fashion has the potential to provide more biologically representative

synthetic data. This model is not considered herein although would offer further valida-

tion of both WiSPA and future solutions which solve the widespread parasitism model.

9.3.2 Evaluating WiSPA’s Accuracy (Existing Biological Data)

The performance over the synthetic data sets demonstrates the value of both the gen-

eralised model applied within WiSPA along with the advantage of applying the spread

event for the analysis of systems presenting widespread parasitism. As noted, however,

the model applied to generate the synthetic data sets does not provide the best repre-

sentation of widespread parasitism within a biological system. Therefore, our analysis

also compares the performance of Jane and WiSPA over a number of biological systems

displaying varying degrees of coevolutionary dependence.

For this analysis 15 biological systems were selected to compare the latest version

of Jane and WiSPA. This set of systems considers 10 various biological phenomena,

including but not limited to parasitism (Hafner and Nadler 1988), plant–insect interac-

tions (Gómez-Acevedo et al. 2010), coevolutionary dynamics between a virus and its

host (Jackson and Charleston 2004), mutualism (McLeish and Van Noort 2012), para-

sitoidism (Murray et al. 2013), and plant–fungal coevolution (Refrégier et al. 2008)3.

It should be noted that while 15 data sets is much less than the 500 data sets consid-

ered in the previous section, this selection of biological systems represents the largest

collection of coevolutionary systems displaying widespread parasitism which has been

catalogued to date. It should also be noted that this set of systems will continue to re-

main small until a unified model such as WiSPA is adopted to allow for biologists to

analyse such systems, aligning with the rapid expansion of coevolutionary analysis fol-

lowing the release of the Jungle data structure (Charleston 1998) in TreeMap 2β (Page

and Charleston 2002), the development of fast heuristics such as Tarzan (Merkle and

Middendorf 2005), its revised form CoRe-PA (Merkle et al. 2010), and the integration

of Libeskind-Hadas and Charleston’s (2009) model into Jane (Conow et al. 2010).

The results of this comparison are displayed in Table 9.1 and indicate a significant

improvement, both in terms of the reconciliation’s cost and the total number of codiver-

gence events when including the spread event. In all cases where spread was assigned

3The complete list of biological systems included in this analysis and the coevolutionary interrela-
tionships each system expresses is described in further detail in Appendix B.
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a cost of one, the newly proposed model was able to recover a solution that was at

least as parsimonious as Jane, with the majority of cases inferring solutions which were

significantly more parsimonious, with a higher number of codivergence events.

Table 9.1: WiSPA and Jane 4’s reported solution costs over 15 biological test cases. In
each case WiSPA is shown to report a reconciliation which has a reported cost less than
or equal to Jane.

Coevolutionary system Recovered event cost (# of codivergence events)
Jane Spread = 1 Spread = 2 Spread = ∞

Acacia / Pseudomyrmex 67 (0) 28 (2) 43 (2) 65 (0)
Aves / Syringophilopsis 17 (9) 17 (9) 17 (9) 17 (9)
Carex / Anthracoidea 73 (9) 59 (9) 65(10) 73 (9)
Caryophyllaceae / Microbotryum 33 (3) 26 (5) 30 (3) 33 (3)
Cichlidae / Platyhelminthes 40 (7) 34 (9) 39 (7) 39 (7)
Formicidae / Eucharitidae 12 (0) 8 (1) 9 (1) 9 (1)
Goodeinae / Margotrema 36 (2) 21 (4) 25 (4) 33 (2)
Ficus / Agaonidae 10 (3) 8 (4) 9 (4) 10 (3)
Gastropoda / Schistosome 122 (1) 54 (3) 77 (2) 120 (1)
Geomyidae / Mallophaga 9 (6) 8 (6) 9 (6) 9 (6)
Mycocepurus smithii / Fungi 42 (1) 21 (2) 28 (3) 41 (1)
Ramphastidae / Mallophaga 17 (2) 12 (2) 14 (3) 17 (2)
Sigmodontinae / Arenaviridae 15 (5) 15 (4) 15 (4) 15 (4)
Teleostei / Copepods 4 (1) 2 (2) 3 (2) 4 (1)
Tephritidae / Bacteria 29 (12) 29 (12) 29 (12) 29 (12)
Total 526 (61) 342 (74) 412 (72) 512 (61)

Over the 15 data sets where spread was assigned a cost of one there was an observed

reduction of 35% in the total cost and an increase in the number of codivergence events

of 21%. A similar trend was observed in the case where spread was assigned a cost of

2, where in all cases WiSPA was able to find a solution that was at least as parsimo-

nious in terms of the total cost, with a number of cases where WiSPA was able to infer

a reconciliation which was significantly more parsimonious with a higher number of

codivergence events. Over the 15 biological systems where spread was assigned a cost

of 2 there was an observed reduction of 22% in the event cost and an increase in the

number of codivergence events of 18%.

In the case where spread was not permitted, WiSPA was still able to outperform

Jane, although the improvement was not as pronounced as the case where spread was
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permitted. Overall in this case there was a 2% reduction in the total cost over the fifteen

maps with no difference in the total number of codivergence events inferred across the

15 systems. This is a significant result as even in the worst case the newly proposed

model offers an improvement. While in the case where spread is not permitted both

Jane and WiSPA often converge on the same solution, there is one particular system, the

Formicidae / Eucharitidae coevolutionary system, where WiSPA (9) infers a solution

which is significantly more parsimonious than that which is inferred by Jane (12).

While in all cases WiSPA was able to recover a map whose cost was less than or

equal to that which was recovered by Jane, it should be noted that there is a case where

Jane is able to outperform WiSPA. In this case Jane infers a map where the total number

of codivergence events is higher. In Sigmodontinae / Arenaviridae (marked as bold in

Table 9.1), it can be seen that Jane’s best reconciliation contains 5 codivergence events

while WiSPA infers a map with only 4. In both cases the recovered map has a cost

of 15 and as such current significance testing considers these two models equivalent.

However this example demonstrates Jane’s advantage at inferring a number of solutions

within the Pareto front rather than WiSPA selecting just one optimal solution.

The results over the biological systems provide a compelling case for the adop-

tion of the newly proposed model where a reduction in the parsimony score of 22% is

achieved even where spread is set to a cost of two, reducing a further 14% if spread is

assigned a cost of one. In the following section the significance of this improvement is

demonstrated further by comparing the recovered reconciliation of the proposed model

and Jane over a long studied biological system which is of public health significance.

9.3.3 Widespread parasitism plagues a coevolutionary consensus

Primate and Enterobius (Pinworms) have long been considered as a possible coevolu-

tionary system (Cameron 1929; Sandosham 1950; Sorci et al. 1997; Hugot 1999). This

hypothesis is due to the high degree of congruence which exists between the Primate

and Enterobius phylogenetic trees (Hugot 1999). Brooks and Glen (1982) identified

that while the observed congruence within this system strongly supports coevolution,

there remains a subset of the Primate and Enterobius tanglegram, as seen in Figure 9.8,

which does not appear to provide evidence of coevolution. In particular, it was noted

that the species E. vermicularies infection of both Hylobatidae (Gibbon) and Homo

sapien (Human) (marked in red) could not be explained by traditional coevolutionary
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models.

This failure by cladistic models was due to the inability of coevolutionary analysis

to reconcile widespread parasitism. This was later rectified as part of SBPA (Brooks

and McLennan 2003), although was still unable to reconcile the evolutionary dynamics

of E. vermicularies with respect to its primate hosts. This unexplained sub-clade has

also been considered by cophylogeny models, with Ronquist (1997b) proposing that

this inconsistency was due to a recent host switch event from gibbon to humans. One

weakness with this hypothesis, however, is that it assumes that E. vermicularies has

diverged during the infection of humans which evidence does not support (Brooks and

Glen 1982). As a result, a hypothesis which reconciles the observed incongruence of

this sub-clade using a widespread model has eluded coevolutionary analysis to date.
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Figure 9.8: Primate–Enterobius tanglegram adapted from the work of Brooks and Glen
(1982), and Ronquist (1997b) where the widespread associations have been marked in
red.

While initial coevolutionary analysis assumed widespread parasitism cannot occur

within a coevolutionary context, this has gradually become more accepted within coevo-

lutionary models depending on the nature of the system considered (Poulin 2011). Lab-

oratory experiments have shown that Enterobius is a genus which displays a low host

specificity with results as early as Sandosham (1950) noting that a number of species

of Enterobius infected phylogenetically distant primates held in captivity and which

would not associate with one another in the wild. From this evidence it does not seem
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infeasible that E. vermicularies may be able to infect multiple host species. Further,

the cross infection into humans has a higher probability due to humans no longer being

bound by their biogeographical environment, for example prior evolutionary modelling

has proposed a spread event to account for tapeworms’ colonisation of humans during

their dispersal from Africa 2.5 million years ago (Hoberg et al. 2001).

Therefore, this section evaluates this sub-clade in a widespread context using both

Jane and WiSPA. This analysis considers both the recovered maps from Jane and WiSPA,

discussing their inferred set of biological events and their implications. These maps are

then evaluated statistically to evaluate if either method rejects the null hypothesis that

these two phylogenetic trees are independent of one another. In both cases the Jungle

cost scheme (Ronquist 2003) is applied where spread is assigned a cost of either one or

two.

Due to the small size of the tanglegram considered as part of this analysis it is

possible to generate all possible random permutations. This is conceivable for a data

set of this size, where there are only 54 unique random assignments of the associations

in the case where a single association is assigned from each parasite node to any host,

which then needs to be multiplied by the total number of unique additional associations

that may be applied, which is 42. Therefore the total number of unique systems that may

be generated for the Primate–Enterobius system presented in Figure 9.8 is 10000 (54×
42). As this value is in line with the maximum number of Bernoulli trials which may

be applied in Jane (Libeskind-Hadas 2015b), this seems the most appropriate technique

to evaluate both Jane and WiSPA, as it eliminates any bias by ensuring that all random

tanglegrams are considered evenly.

Jane’s (Conow et al. 2010; Libeskind-Hadas 2015b) recovered map for the Jungle

cost scheme (Ronquist 2003) is visualised in Figure 9.9 (left), and consists of two co-

divergences, one host switch, three loss events and one failure-to-diverge, which has a

resultant cost of six. This map hypothesises that the species of pinworm which now in-

fects gibbons and humans had the potential of infecting all species with which humans

share a more recent ancestor than gibbons, but that this species failed to do so on all

occasions. This seems highly improbable as gibbon and human’s most recent common

ancestor is estimated to have lived over 14 million years ago (Carbone et al. 2014).

Further, while the initial parasite phylogeny appears to have a high degree of con-

gruence with its host, this apparent congruence is not well represented in the recovered

map. If Jane’s recovered map is compared to the inferred cost over the 10000 unique
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instances, it is observed, in Figure 9.10 (left), that its cost is relatively high compared

to what would be expected simply by chance. If the reported cost is evaluated using the

Wilson score interval, a confidence range of (0.760,0.795) is converged upon for this

reconciliation, and as such argues that these two sets of species are independent.
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Figure 9.9: Two optimal maps recovered for the Primate–Enterobius data set. The first
map (left) is the optimal reconstruction inferred using Jane while the second map (right)
is the optimal reconstruction inferred by WiSPA.

WiSPA’s recovered maps for the cost schemes V = (0,1,2,1,1,1) and

V = (0,1,2,1,1,2) are visualised in Figure 9.9 (right). In both cases, where V =

(0,1,2,1,1,1) and V = (0,1,2,1,1,2), the same map was inferred, where the only dif-

ference was that the associated cost of the spread event incurred a higher penalty in the

latter case. This map consists of three codivergences, one loss and one spread which

has a resultant cost of two or three respectively. This map provides the hypothesis that

this system has been coevolving throughout its evolutionary history with all divergence

events indicative of coevolution. The widespread event for E. vermicularies in this

map is explained using a recent spread event from gibbon to human. As previously

discussed, spread requires that the hosts are biologically collocated at the time spread

occurs. This collocation can be explained in this case as humans are no longer geo-

graphically bound and therefore spread’s potential is significantly higher than for other

geographically bound primates. The loss event in this reconstruction can be explained
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by integrating Ronquist’s (1997b) prior hypothesis, in particular where he noted that

the introduction of E. vermicularies into humans may have contributed to the observed

loss event.
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Figure 9.10: Results from the Bernoulli trials where 10000 replicates were run. Plot
(left) records the distribution of the optimal reconstruction inferred using Jane while
plot (center) and (right) record the distribution of the optimal reconstruction inferred by
WiSPA for the cost scheme V = (0,1,2,1,1,1) and V = (0,1,2,1,1,2) respectively.

When subjecting WiSPA’s recovered map to the same Bernoulli trials as Jane, a

strong case for coevolution is observed, as seen in Figure 9.10 (centre and right). The

confidence interval for the case where spread is a cost of one and two is (0.028,0.045)

and (0.044,0.069) respectively, when applying the Wilson score interval. In both cases

this presents a strong indication of coevolution, considering the size of the tanglegram

considered, where even a perfectly congruent tanglegram with four internal nodes in

the host and parasite tree (an additional node in the parasite compared to this example)

only offers a confidence value of (0.011,0.023).

9.4 Further work

This work presents the first unified model for the analysis of widespread parasitism

which runs in polynomial time using polynomial space. It presents a number of refine-

ments on the existing widespread model applied in Jane, along with integrating spread

into a cophylogeny mapping framework to complement the existing failure-to-diverge

evolutionary event. This in turn provides a significant improvement in the inferred par-

simony cost with a reduction of 21% where spread is assigned a cost of two, improving

further still if spread is assigned a cost of one, in line with the current cost of a failure-

to-diverge event.
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In the development of this model the primary focus has been on accuracy rather

than efficiency. The time and space complexity of this model, however, are limiting

factors for this model’s applicability. It can handle systems larger than those of Jane

1 or the Jungle data structure, but would be challenged by the largest data sets which

exist today, such as the recent analysis of Wollbachia’s exploitation of their insect hosts

by Baudet et al. (2015), which includes 387 taxa. Therefore ongoing development in

this space must focus on reducing this asymptotic complexity of the proposed model.

Early analysis indicates that the cubic space complexity bound currently faced by this

model due to the set of dynamic programming tables, ω , may be able to be offset by

considering a lazy initialisation approach for these tables, where they are only initialised

on a needs basis, and then are discarded when no longer required. It is unclear at this

early stage if this model will reduce the space complexity down to quadratic space or if

there is a floor to this approach between O(n3) and O(n2). As a secondary step, WiSPA

requires a visualisation technique for maps that have spread included. This thesis has

not considered the visualisation of maps, leaving this to the established software tools

of TreeMap, CoRe-PA and Jane, however, as these three tools do not include spread

such a user interface is required for the broad adoption of this model by evolutionary

biologists.
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Conclusion

The dated tree reconciliation problem has in recent years become a popular proxy for

the more complex cophylogeny reconstruction problem. One particularly popular tool

which leverages the dated tree reconciliation problem, Jane, has successfully been ap-

plied to numerous coevolutionary systems, including some with up to 200 taxa. Co-

evolutionary data sets, however, continue to grow exponentially, as they have over the

last three decades, and therefore this approach will quickly become infeasible without

significant improvements to its computational complexity.

Within this thesis a series of algorithms were introduced to offset the complexity that

arises due to larger biological systems by providing a more efficient optimal solution

for the dated tree reconciliation problem, along with providing a pair of linear time

heuristics for cases where the optimal algorithms become infeasible.

The new method introduced herein was evaluated by comparing its running time

in practice to Jane, where this evaluation considered each method’s running time per-

formance over 102 biological data sets. This comparison considered the first iteration

of Improved Node Mapping (presented in Chapter 4) and Jane 4 (the most recent im-

plementation in the Jane series), where the Improved Node Mapping algorithm was

integrated into a metaheuristic framework running 100 iterations with a population size

of 100, in-line with Jane’s default configuration. For each of the 102 biological data sets

100 replicates were performed where the median running time of these replicates was

recorded, as seen in Figure 10.1 (left). This experiment was then rerun to demonstrate

the additional improvements provided by the optimisations derived in Chapters 6 and 7,

as seen in Figure 10.1 (right).

The observed running time reduction, relative to Jane, is observed to become even

223
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more pronounced as the size of the coevolutionary system considered continues to grow.

While the total running time reduction offered by the third iteration of the Improved

Node Mapping algorithm is observed to only offer a median reduction of 14% across the

102 biological systems, if only the larger biological systems are considered, those with

at least 50 taxa, a reduction of 97% is observed. A reduction of this size is representative

of the case where the Improved Node Mapping algorithm is able to explore 50 times

the number of possible states (5000 iterations compared to just 100) in the same time

period, which in turn provides a significant increase in confidence of the reconciliation

which is inferred.
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Figure 10.1: A running time comparison of Jane 4 and the first iteration of the Im-
proved Node Mapping algorithm defined in Chapter 4 (left) over 102 biological data
sets, and a running time comparison of Jane 4 and the final iteration of the Improved
Node Mapping algorithm defined in Chapter 7 (right).

Although the newly proposed model is capable of handling larger evolutionary sys-

tems compared to the underlying algorithm applied in Jane, there is a point where this

model too will fail. At this point heuristics are the only means possible to handle the

computational complexity that this problem gives rise to. Two such heuristics, TreeCol-

lapse and RASCAL, were proposed herein, with the latter providing significant promise

due to its high convergence rate in practice (> 90%). In fact both heuristics have been

shown to provide significant value in this space, either in terms of handling signifi-

cantly larger data sets (RASCAL) or exploring additional regions of the Pareto front

(TreeCollapse).
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In both cases, either where the dated tree reconciliation problem is solved optimally

or a linear time heuristic is applied, the constrained case where a parasite may only

inhabit a single host was considered. In Chapter 9, however, the node mapping al-

gorithm refined throughout this thesis was turned to the more challenging problem of

handling widespread parasitism. This model aims to reconcile much of the work of

Brooks (1990; 1991), Page (1994a; 1994b; 1995), Siddall and Perkins (2003), Johnson

et al., (2003), Banks et al., (2005; 2005), Poulin (2011) and Fish (2013), and is shown

to provide a significant improvement over existing software tools such as Jane, where

for certain biological systems the newly proposed widespread model, WiSPA, provides

a more biologically representative solution for this challenging problem.

In all three areas considered within this thesis further work may be undertaken to

improve upon and extend the results achieved herein. This additional work may be un-

dertaken on a purely theoretical level, purely practical level or a combination of both.

One theoretical extension to the work considered within this thesis is the improvement

of the space complexity formulation articulated in Chapters 6 and 7. The experimental

results in Chapter 7 provide a compelling argument that the space complexity bound

derived herein, n1.58, may be reduced further still to a bound as low as n1.38. This

asymptotic space reduction would also represent a time complexity reduction as well,

in-line with the complexity analysis described in Chapters 6 and 7. From a practical

perspective, the TreeCollapse model may be extended by analysing the patterns applied

depending on the coevolutionary scenario considered. This work would be particularly

interesting to consider in the context of preferential host switching, where specific pat-

terns may be applied or suppressed to more aptly model this biological phenomena.

A similar analysis may be undertaken within the RASCAL framework, where rather

than considering patterns, alternate sampling methods may be applied depending on

the coevolutionary systems considered, where such a framework may provide an even

higher rate of convergence than that which is achieved by the current implementation

of RASCAL. Finally, an area which combines both theoretical and practical analysis is

the optimisations required for the WiSPA algorithm to allow for its application to even

larger coevolutionary systems. The model presented in Chapter 9 provides the first

generalised model for widespread analysis providing significant value for evolutionary

biologists. This model, however, is limited by its quartic time complexity and its cubic

space complexity bounds. The latter may be addressed in part using lazy initialisation

of the association trees, as discussed in Chapter 9, but the high time complexity bound
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is a significantly more difficult problem to address. Preliminary analysis, however, in-

dicates such a reduction may be achievable and if so would provide a truly unified

coevolutionary analysis framework.

The coevolutionary analysis framework constructed in conjunction with the work

presented within this thesis provides the implementation of a series of algorithms for

the analysis of dated coevolutionary systems, both where a parasite is bound to infect

a single host, or where they may infect multiple hosts. This framework has been de-

signed and implemented in a form which allows for rapid experimentation through its

decoupled design, robust testing framework, and its rich depth of algorithmic models

described throughout this thesis. It is this unique design that will allow any of the ex-

tensions described in this Chapter to be developed and tested in the future, with the

primary aim of providing biologists an even more robust and efficient solution to this

challenging problem. This in-turn will allow for more complex analysis to be under-

taken, where such analysis often will have significant implications on human health. An

example where such analysis may be applied is the evolutionary dependence between

Lentivirus (which includes HIV) and Primates (Charleston and Robertson 2002) which

is an example where preferential host switching of various strains of Lentivirus induces

additional complexity in what is already a complex biological problem. Therefore, this

framework represents an additional step towards the goal of a unified model of coevo-

lutionary analysis, which began over 150 years ago with Darwin’s (1862) observations

of the evolutionary dependence between pollinator insects and their orchid hosts.
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Biological Data Sets

The field of cophylogenetics has long suffered from a lack of real data sets to allow for

the analysis of new algorithms. Prior to the work considered within this thesis the largest

analysis using biological data sets considered only six systems (Conow et al. 2010)

and often studies have only considered one or two biological systems when evaluating

a new methodology (Charleston 1998; Legendre et al. 2002; Merkle and Middendorf

2005). The biological systems which are catalogued herein aim to prevent this practice

continuing moving forward, by providing a catalogue of various tanglegrams formatted

in a number of standardised ways.

This data set includes 102 real data sets which represent various coevolutionary

interactions. This set includes biological phenomena consisting of host–pathogen sys-

tems, plant–insect interactions, parasitism, mimicry between species, biogeography,

plant–fungi relationships and mutualistic coevolution. This data set has been recon-

structed from 50 different journal and conference papers, from virology through to in-

vertebrate systematics. It is important to note that this set of tanglegrams consists of

a large sample of host–pathogen systems, with a particular focus on mammals (40%).

This is due to the risk zoonoses pose to human health, with 75% of emerging deaseses

coming in the form of viruses which switch from other species (Taylor et al. 2001).

The aim of the data set is to complement existing synthetic data sets such as those

generated under a Yule process (such as those generated by CoRe-Gen (Keller-Schmidt

et al. 2011) when evaluating newly proposed algorithms for coevolutionary analysis.

The catalogued dataset is available for download at http://sydney.edu.au/engineering/

it/~mcharles/ in the standard nexus format (.nex), CoRe–PA Nexus format (.nex) and

Tree file format (.tree).
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Table A.1: A list of 102 coevolving systems.

No. Coevolving System System
1 Amphibian / Polystomatidae (Badets et al. 2011) Biogeography

2 Anolis / Plasmodium (Red) (Charleston and Perkins 2003) Host–Pathogen

3 Anolis / Plasmodium (White) (Charleston and Perkins 2003) Host–Pathogen

4 Anthophila / Nosema (Shafer et al. 2009) Parasitism

5 Aves (Seabirds) / Phthiraptera (Paterson et al. 2000) (A:B) Parasitism

6 Aves (Seabirds) / Phthiraptera (Paterson et al. 2000) (A:C) Parasitism

7 Aves (Seabirds) / Phthiraptera (Paterson et al. 2000) (A:D) Parasitism

8 Aves (Seabirds) / Phthiraptera (Paterson and Banks 2001) Parasitism

9 Aves (Seabirds) / Phthiraptera (Paterson and Banks 2001) Parasitism

10 Aves (Seabirds) / Ischnoceran (Page et al. 2004) Parasitism

11 Aves (Waterbirds) / Anaticola and Aquanirmus (Johnson et al. 2006) Parasitism

12 Aves / Avian Sarcoma Leucosis (Jackson and Charleston 2004) Host–Pathogen

13 Aves / Docophoroides (Page et al. 2004) Parasitism

14 Aves / Docophoroides (Page et al. 2004) Parasitism

15 Aves / Episbates, Harrisoniella, and Perineus (Page et al. 2004) Parasitism

16 Aves / Halipeurus (Page et al. 2004) Parasitism

17 Aves / Murine leukemia virus (Martin et al. 2002) Host–Pathogen

18 Aves / Paraclisis (Page et al. 2004) Parasitism

19 Bemisia tabaci / Arsenophonus (23S) (Ahmed et al. 2013) Parasitism

20 Bemisia tabaci / Cardinium (16S) (Ahmed et al. 2013) Parasitism

21 Bemisia tabaci / P-Endosymbiont (16S) (Ahmed et al. 2013) Parasitism

22 Bemisia tabaci / Wolbachia (ftsZ) (Ahmed et al. 2013) Parasitism

23 Bemisia tabaci / Wolbachia (wsp) (Ahmed et al. 2013) Parasitism

24 Caryophyllaceae / Microbotryum (Refrégier et al. 2008) Plant–Fungi

25 Chiroptera / γ-Retroviruses (Cui et al. 2012) Host–Pathogen

26 Crinoidea / Myzostomida (Lanterbecq et al. 2010) Parasitism

27 Crinoidea / Myzostomida (Lanterbecq et al. 2010) Parasitism

28 Diplopoda / Acari (Swafford and Bond 2010) Parasitism

29 Estrilda / Vidua (Sorenson et al. 2004) Mimicry

30 Ficus / Agaonidae (A) (Jackson 2004) Mutualism

31 Ficus / Agaonidae (B) (Jackson 2004) Mutualism
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32 Ficus / Apocryptophagus (Jackson 2004) Mutualism

33 Ficus / Ceratosolen (Jackson 2004) Mutualism

34 Ficus / Pegoscapus (Jackson et al. 2008) Mutualism

35 Formicidae / Myrmarachne (Firth 2010) Mimicry

36 Fungus / Chrysoviridae (Göker et al. 2011) Host–Pathogen

37 Geomyidae / Mallophaga (Demastes et al. 2002) Parasitism

38 Geomyidae / Mallophaga (Demastes et al. 2002) Parasitism

39 Geomyidae / Mallophaga (Demastes et al. 2002) Parasitism

40 Geomyidae / Mallophaga (Hafner and Nadler 1988) Parasitism

41 Geomyidae / Mallophaga (Hafner et al. 2003) Parasitism

42 Geomyidae / Mallophaga (Legendre et al. 2002) Parasitism

43 H. melpomene / H. erato (Hoyal Cuthill and Charleston 2012) Mimicry

44 Heterorhabditis / Photorhabdus (Maneesakorn et al. 2011) Parasitism

45 Homo sapiens / Actinobacillus (P1:ML) (Planet et al. 2003) Host–Pathogen

46 Homo sapiens / Actinobacillus (P1:MP) (Planet et al. 2003) Host–Pathogen

47 Homo sapiens / Actinobacillus (P2:ML) (Planet et al. 2003) Host–Pathogen

48 Homo sapiens / Actinobacillus (P2:MP) (Planet et al. 2003) Host–Pathogen

49 Homo sapiens / Actinobacillus (P3:ML) (Planet et al. 2003) Host–Pathogen

50 Homo sapiens / Actinobacillus (P3:MP) (Planet et al. 2003) Host–Pathogen

51 Homo sapiens / JC polyomavirus (Shackelton et al. 2006) Host–Pathogen

52 K. rugosus / K. waterhousei (McLeish and Chapman 2007) Plant–Insect

53 Magnoliophyta / RNA virus (Pagán et al. 2010) Host–Pathogen

54 Mammalia / Caliciviridae (Etherington et al. 2006) Host–Pathogen

55 Mammalia / Lyssavirus (Jackson and Charleston 2004) Host–Pathogen

56 Mammalia / Murine leukemia virus (Martin et al. 2002) Host–Pathogen

57 Mammalia / Murine leukemia virus (Martin et al. 2002) Host–Pathogen

58 Mammalia / Murine leukemia virus (Martin et al. 2002) Host–Pathogen

59 Mammalia / Murine leukemia virus (Weiss 2001; Martin et al. 2002) Host–Pathogen

60 Mammalia / Murine leukemia virus (Weiss 2001) Host–Pathogen

61 Mammalia / Narnavirdae (Etherington et al. 2006) Host–Pathogen

62 Mammalia / Partitiviridae (Etherington et al. 2006) Host–Pathogen

63 Mammalia / Polyomaviridae (Pérez-Losada et al. 2006) Host–Pathogen

64 Mammalia / Totiviridae (Etherington et al. 2006) Host–Pathogen

65 Pelecaniformes / Pectinopygus (Hughes et al. 2007) Parasitism
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66 Pleistodontes / Sycoscapter (Jackson 2004) Mimicry

67 Primate / Enterobius (Hugot 1999) Parasitism

68 Primate / Enterobius (Ronquist 2005) Parasitism

69 Primate / Lentivirus (Charleston and Robertson 2002) Host–Pathogen

70 Primate / Oxyuroid (Morand and Poulin 2003) Parasitism

71 Primate / Plasmodium (Malaria) (Mu et al. 2005) Host–Pathogen

72 Primates / α-hepesvirus (VCV) (Jackson 2005) Host–Pathogen

73 Primates / β -hepesvirus (CMV) (Jackson 2005) Host–Pathogen

74 Primates / γ-hepesvirus (LCV) (Jackson 2005) Host–Pathogen

75 Primates / γ-hepesvirus (RV) (Jackson 2005) Host–Pathogen

76 Primates / Spumavirus (Jackson and Charleston 2004) Host–Pathogen

77 Primates and Bovinae / Papillomavirus (Jackson 2005) Host–Pathogen

78 Rhinotermitidae / Pseudotrichonympha (Noda et al. 2007) Mutualism

79 Rodentia / Anoplura (Smith et al. 2008) Parasitism

80 Rodentia / Arenavirus (Coulibaly-N’Golo et al. 2011) Host–Pathogen

81 Rodentia / Arenavirus (Jackson and Charleston 2004) Host–Pathogen

82 Rodentia / Enterobius (Hugot 2002) (Restricted A) Parasitism

83 Rodentia / Enterobius (Hugot 2002) (Restricted B) Parasitism

84 Rodentia / Enterobius (Hugot 2002) (Restricted C) Parasitism

85 Rodentia / Enterobius (Hugot 2002) (Unrestricted A) Parasitism

86 Rodentia / Enterobius (Hugot 2002) (Unrestricted B) Parasitism

87 Rodentia / Hantivirus (Guo et al. 2013) Host–Pathogen

88 Rodentia / Hantivirus (Jackson and Charleston 2004) Host–Pathogen

89 Rodentia / Hantivirus (Kang et al. 2011) (Laa) Host–Pathogen

90 Rodentia / Hantivirus (Kang et al. 2011) (Maa) Host–Pathogen

91 Rodentia / Hantivirus (Kang et al. 2011) (Saa) Host–Pathogen

92 Rodentia / Hantivirus (Lin et al. 2012) Host–Pathogen

93 Rodentia / Hantivirus (Vapalahti et al. 1999) Host–Pathogen

94 Rodentia / Murine leukemia virus(Martin et al. 2002) Host–Pathogen

95 Steinernematidae / Xenorhabdus (Lee and Stock 2010) Mutualism

96 Tephritinae / Symbiotic Bacteria (Mazzon et al. 2010) Mutualism

97 Tephritinae / Symbiotic Bacteria (Mazzon et al. 2010) Mutualism

98 Tetraspanin Coevolution (Garcia-España et al. 2006) (UP1aUPII) Mutualism

99 Tetraspanin Coevolution (Garcia-España et al. 2006) (UP1aUPIII) Mutualism
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100 Tetraspanin Coevolution (Garcia-España et al. 2006) (UP1bUPII) Mutualism

101 Tetraspanin Coevolution (Garcia-España et al. 2006) (UP1BUPIII) Mutualism

102 Vertebrata / Atadenovirus (Jackson 2005) Host–Pathogen
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Biological Data Sets (Widespread)

In Appendix A 102 biological systems were introduced. In each of these systems the

parasite is observed to only inhabit a single host. These systems represent the case

where parasites have developed a high host specificity and therefore are not appropriate

for the evaluation of algorithms used for the analysis of widespread parasitism. The in-

terest in systems which display widespread parasitism has grown significantly in recent

years and hence there is a need for biological data sets for the analysis of algorithms

which consider parasites with a low host specificity. Table B.1 presents just that, where

15 coevolving systems including at least one widespread parasite are introduced. This

collection represents the first set of systems which include widespread parasitism.

Applying a set of biological systems as compared to just analysing the performance

of a single system will provide a more robust set of analysis in regards to algorith-

mic modelling of coevolutionary systems which display a lower degree of host speci-

ficity. This system introduced this year as part of the analysis of WiSPA (Drinkwater

et al. 2016) aims to capture varying degrees of the coevolutionary process including but

not limited to, parasitism (Hafner and Nadler 1988), plant–insect interactions (Gómez-

Acevedo et al. 2010), coevolutionary dynamics between a virus and its host (Jackson

and Charleston 2004), mutualism (McLeish and Van Noort 2012), parasitoidism (Mur-

ray et al. 2013), and plant–fungal coevolution (Refrégier et al. 2008). This system is

available at http://sydney.edu.au/engineering/it/~mcharles/ where the files

considered are in the Tree file format (.tree). Plans to extend this to nexus files are

under development although at this stage there is no consistent nexus model to capture

widespread associations.
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Table B.1: Biological systems considered in this analysis and the type of coevolutionary
interrelationship expressed within said system.

Coevolving System System
Acacia / Pseudomyrmex (Gómez-Acevedo et al. 2010) Plant–Insect Mutualism
Aves / Syringophilopsis (Hendricks et al. 2013) Bird–Mites Parasitism
Carex / Anthracoidea (Escudero 2015) Plant–Fungi Parasitism
Caryophyllaceae / Microbotryum (Refrégier et al. 2008) Plant–Fungi Mutualism
Cichlidae / Platyhelminthes (Mendlová et al. 2012) Fish–Flatworm Parasitism
Formicidae / Eucharitidae (Murray et al. 2013) Ant–Wasp Parasitoidism
Goodeinae / Margotrema (Martı́nez-Aquino et al. 2014) Fish–Flatworm Parasitism
Ficus / Agaonidae (McLeish and Van Noort 2012) Plant–Insect Mutualism
Gastropoda / Schistosome (Lockyer et al. 2003) Snails–Flatworm Parasitism
Geomyidae / Mallophaga (Hafner and Nadler 1988) Rodent–Lice Parasitism
Mycocepurus smithii / Fungi (Kellner et al. 2013) Ant–Fungal Mutualism
Ramphastidae / Mallophaga (Weckstein 2004) Bird–Lice Parasitism
Sigmodontinae / Arenaviridae (Jackson and Charleston 2004) Rodent–Viral Coevolution
Teleostei / Copepods (Paterson and Poulin 1999) Fish–Crustacean Parasitism
Tephritidae / Bacteria (Viale et al. 2015) Fly–Bacteria Symbiosis
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Existing Synthetic Data Sets

For the analysis of algorithms introduced within this thesis a combination of synthetic

and biological data sets were applied. In the case of the synthetic data sets, both previ-

ously published and specific systems were constructed. The latter are described in Ap-

pendix D while those which were constructed prior to this thesis are described herein.

This set of synthetic coevolutionary systems applied within Chapters 3, 5, 6, and 8 were

constructed using the Cophylogeny Generation Model (CoRe-Gen) (Keller-Schmidt

et al. 2011). The specific systems applied within these Chapters were first published

as part of Keller-Schmidt et al.’s original study. Of the 1000 synthetic coevolutionary

systems, 47 were removed for the analysis considered herein as they included at least

one phylogeny including only a single node, which cannot be processed correctly by

some of the software tools considered herein such as Jane. As a result, the synthetic

data applied in this study consisted of 953 instances.

The advantage of applying CoRe-Gen is that its underlying synthetic tanglegram

generating model produces trees using a Yule process one of the two synthetic tree gen-

eration models considered in Chapters 6, and 7. This allowed for the application of both

synthetic and biological systems in the analysis of this model in Chapter 6, although for

Chapter 7 larger systems were required as discussed in Appendix D. Further, due to

CoRe-Gen having been considered in a number of previous studies (Rosenblueth et al.

2012; Toit et al. 2013; Liu et al. 2014; Martı́nez-Aquino et al. 2014; Herrera et al. 2016)

this provided additional confidence in the selection of this framework. The 953 data

sets applied are available as part of the TreeCollapse software tool which may be found

at http://sydney.edu.au/engineering/it/~mcharles/
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Custom Synthetic Data Sets

Existing synthetic data sets were found to not always capture the underlying algorithmic

improvements achieved within this thesis, and therefore in these cases custom synthetic

data sets needed to be created. This included the generation of three new data sets which

were produced for three separate projects described in Chapters 7, 8 and 9. The first of

these was the generation of 500 synthetic coevolutionary systems, including 250 created

under a Yule process and 250 created under a Uniform process. These synthetic systems

were constructed using CoRe-PA’s random nexus file generator (Merkle et al. 2010) to

allow for the tree topology analysis undertaken in Chapters 6 and 7 to be conisdered

in terms of tanglegrams constructed under both a Yule and Uniform process something

which cannot be achieved using CoRe-Gen.

The second set of synthetic coevolutionary systems generated was for the analysis

of RASCAL. Rather than considering purely random data sets, as was the case in the

space complexity analysis undertaken in Chapter 7, this set of systems was created using

CoRe-Gen, in line with the analysis undertaken in Chapters 3 and 5 using the data set

defined in Appendix C. This approach was chosen as the specific tree model applied was

not the core focus of the analysis, rather its focus was on the accuracy and efficiency

improvements offered by the RASCAL model over biologically representative systems,

which CoRe-Gen is more well known for. This data set, while first applied as part of

the analysis considered when analysing RASCAL (Drinkwater and Charleston 2016a),

was also applied within this thesis to analyse the in practice running time performance

of TreeCollapse. This was included within this thesis, based on feedback provided at

INCOB (Drinkwater and Charleston 2014c).

In both these cases larger data sets were required to observe the time and space
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complexity improvements in practice, where smaller systems were unable to highlight

the same degree of improvement. This was due in part to the application of often high

constant factor coefficients within the underlying algorithm, such as was the case in

TreeCollapse, as noted in Figure 5.12 (right). The final synthetic data set generated was

required as no synthetic coevolutionary model to date has considered widespread para-

sites. The synthetic model applied in Chapter 9 started with 50 randomly selected sys-

tems from the 953 synthetic systems considered in Appendix C. These systems offered

the base from which varying degrees of widespread parasitism were applied. From each

of the 50 data sets 9 additional synthetic systems were created by randomly applying

additional widespread associations, starting with 10% and incrementally increasing up

to 50% in increments of 5. This was applied by selecting each parasite node and allow-

ing the parasite to infect a random number of additional host species where the rate of

widespread parasitism for the specific parasite was bound by the percentage considered.

That is, the case where generating a system with 15% widespread parasitism would re-

sult in each parasite infecting at most 15% of the available hosts. This approach has a

major benefit of providing the base number of codivergence events along with the opti-

mal parsimony score under models such as Jane, which may be tracked as the number

of widespread associations is increased. Under this model 500 synthetic systems were

applied of which 450 were created for the analysis of WiSPA.

All three of these data sets are available as part of the latest release of Improved

Node Mapping which may be downloaded as part of Cheeta at http://sydney.edu.

au/engineering/it/~mcharles/.
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K. Nemirov, H. Leirs, Å. Lundkvist, and G. E. Olsson. Puumala hantavirus and Myodes

glareolus in northern Europe: no evidence of co-divergence between genetic lineages

of virus and host. Journal of General Virology, 91(5):1262–1274, 2010. 2

T.-H. Nguyen, V. Ranwez, V. Berry, and C. Scornavacca. Support measures to estimate

the reliability of evolutionary events predicted by reconciliation methods. PLOS one,

8(10):e73667, 2013. 1.1, 2.4.1.2, 2.4.2.3, 2.4.3, 2.6.2, 3.4

H. Niederreiter. Quasi-Monte Carlo Methods. Wiley Online Library, 2010. 8.2.1

S. Noda, O. Kitade, T. Inoue, M. Kawai, M. Kanuka, K. Hiroshima, Y. Hongoh, R. Con-

stantino, V. Uys, J. Zhong, et al. Cospeciation in the triplex symbiosis of termite gut

protists (Pseudotrichonympha spp.), their hosts, and their bacterial endosymbionts.

Molecular ecology, 16(6):1257–1266, 2007. A.1



BIBLIOGRAPHY 269

H. Nordberg, K. Bhatia, K. Wang, and Z. Wang. BioPig: a Hadoop-based analytic

toolkit for large-scale sequence data. Bioinformatics, page btt528, 2013. 7.3.1

P. Nosil and A. Mooers. Testing hypotheses about ecological specialization using phy-

logenetic trees. Evolution, 59(10):2256–2263, 2005. 2.7

V. Novotny, Y. Basset, S. E. Miller, G. D. Weiblen, B. Bremer, L. Cizek, and P. Drozd.

Low host specificity of herbivorous insects in a tropical forest. Nature, 416(6883):

841–844, 2002. 5.1, 7.3.1, 8.1

C. L. Nunn, S. Altizer, W. Sechrest, K. E. Jones, R. A. Barton, and J. L. Gittleman. Para-

sites and the evolutionary diversification of primate clades. The American Naturalist,

164(S5):S90–S103, 2004. 2

S. Nylin, K. Nyblom, F. Ronquist, N. Janz, J. Belicek, and M. Källersjö. Phylogeny of
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