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ABSTRACT

The Impact of Large-Scale Renewable Energy on Grid
Small-Signal and Frequency Stability:

Modelling, Analysis, and Control
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This dissertation intends to discuss the influence of renewable energy sources (RES)
on the stability of power system. Although integration of renewable brings incalculable
optimistic aspects, the inherent variability of RES concerning fluctuation of active power
may exhibit adverse influence on stability issues regarding small-signal and frequency
stability point of views. Thus, this dissertation discusses those two stability perspectives.
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From small-signal stability perspectives, the agenda is divided into three parts. First
small signal research investigates the influence of time-varying RES on low frequency
oscillation, which triggers weak frequency band of vulnerable modes on remote area.
Dynamic analysis is carried out to observe the impact of low frequency oscillation and
the activation of mode coupling, although most of the research in association with oscil-
latory stability is conducted on the basis of static analysis. Second study of small signal
is to observe the influence of high penetration change on interarea oscillation. Concen-
trating Solar Thermal Power Plant (CSP) through HVDC provides power on Simplified
Australian system, and increases penetration level of specific area. As a consequence,
the change of system eigenvalues is explained using a contributive factor, left eigenvec-
tor. Third research of small signal is to investigate solar irradiation and wind velocity
which inherently embrace stochastic characteristics and affects the generation quantity
of photovoltaics (PV) and wind turbine generators (WTG). From this reason, conven-
tional rotating generators may reduce its generation owing to increased quantity of RES.
As consequences, power flow from the condition above may lead to stochastic eigen-
value and controllability distribution. Hence, the purpose of this research is to investigate
stochastic contribution of Eigen-properties with the change of inertia constant.

From frequency stability perspectives, the future grid might be operated under re-
duced system inertia and high penetration. The decrease of system inertia constant re-
sults in some problems such as deterioration of frequency stability. Against this back-
drop, ESS technology emerges as a countermeasure for the implications of large fleet of
RES. First chapter of frequency stability aspects introduces ESS methodology which en-
ables ESS to coordinate harmoniously among existing equipment for ancillary service by
means of proposed method: droop control and State-of-Charge feedback (DaSOF). The
last chapter suggests the method for EV application with DaSOF. This proposed charg-
ing method is based on the mix of Smart Charging method and DaSOF method. The
efficacy of large group of EV application with this proposed method against variability
of RES is investigated and proved on the Jeju island system.

In short, this dissertation explored how much WTG and PV gives rise to influence
with regards to a small signal stability aspect. In addition, frequency part provides ob-
servations on ESS operation as a countermeasure of RES uncertainty and variability.
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Chapter 1

Introduction

Abstract– The purpose of this chapter intends to sketch out the background and
story-line of the dissertation. This research is based on renewable integration plan
in Australia and Korea. Therefore, the circumstances and plans of both countries
are introduced in terms of their efforts towards curtailment of carbon dioxide emis-
sion. In addition, the objective and outline of this dissertation are addressed in last
two sections.

1.1 Research Background

Harnessing renewable energy sources (RES) is implicated in environmental, socio- eco-
nomical, technical challenges of the present and future [1]. A rapid rise of global RES
share is a current phenomenon towards decarbonization by the support and promotion
from governmental action at the international and national level expansion of RES [1].

The research in association with integration of RES has been extensively and vig-
orously researched in terms of economic benefit; large scale grid integration of renew-
able energy sources in several countries [2] and policies and economic benefits in Eu-
rope [3], [4].

Some of the report in [5] emphasizes the need of interdisciplinary study to embrace
diverse area such as the convergence of energy, communications, sensing, and computing
technologies to invent economical, reliable, affordable, and environmentally beneficial
ways of power network. Likewise, the other research [6] stresses the necessity of inter-
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disciplinary research for the integration of high penetrations in aspect of power system
planning and risk management, distribution and transmission planning, operations, and
interface between the grid and renewables.

Much scholarly and industrial work is increasingly abundant concerning technical
issues to embrace the variation of RES into their network. Some of the ISOs and util-
ities have made the efforts to accommodate the forecasting challenges and short-term
performance variability for growing shares of variable renewable generation [7]. The
research for geospatial power system model, power system analytics, integrated energy
management system and setting-less protection method was conducted [8].

Several research targeting the subject of Western U.S. presents absorbing account of
practical RES integration.

The technical analysis found operationally feasible percentage of western intercon-
nection to accommodate solar energy penetration [9], and the operational impacts of
very high levels of variable generation penetration rates in the western United States is
investigated through the western wind and solar integration study [10]. The ability of
ESS was presented to accommodate the large scale integration of RES into the grid and
to contribute to the economic dispatch of generation on the WECC system of Arizona,
summer peak 2009 [11]. Additionally, pursuing operation strategies and technologies for
high penetrations of renewable energy for Oahu Wind Integration Study is verified [12].
The model of utility scale wind and solar PV generation is developed and validated for
exact performance in the system [13], and probabilistic method is invented for synthetic
forecasts for variety time frame ahead, which is suitable for the use of integration and
transmission studies [14]. The inertial and primary frequency response of WTG during
the contingency is presented in the research [15]. Flywheels capabilities is investigated
on power system to provide higher flexibility with the fast response, when wind penetra-
tion level increases [16].

For the mitigation of adverse influence, ESS becomes promising technology and
feasible solution. Some of the research team developed a model of optimization for
generation and ESS with incorporation of energy regulatory policies, hourly renewable
profiles, and optimal operation-based investment [16], and Arizona transmission system
in a 2010 summer peak is demonstrated for several topics with regards to bulk energy
storage. Regarding the economic dispatch problem, load factor, different levels of ESS,
and relaxation of grid circumstances [16]. Increasing system flexibility without infras-

2



tructure expansion in US ISOs is investigated [17].
A demonstration of the ESS valuation methodology of EPRI and the Energy Stor-

age Valuation Tool for cost-effectiveness of ESS in California is explored [18]. EPRIs
ESS Research Program is to obtain better understanding of the costs, value, and benefits
of ESS in various applications with huge examples of ESS applications, requirements,
and benefits [19]. ESS from commercially available industrial technology can assist
wind and solar farms to comply with these grid code requirements for stability and pre-
dictability [20]. The different aspects of the V2G services in the use of PHEVs/BEVs
based ESS and its impacts of both participations of transportation and power systems in
the electricity market with regards to the load demand and ancillary services [21]. An
stability assessment methodology by means of Monte Carlo simulation is developed for
the quantification of the variable effects on the power system with variable sources into
energy storage units, which can evaluate impacts of wind and ESS integration in the point
of view of the economic, reliability, and emission effects in a market environment [22].
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1.2 The National Challenges

Many of the countries endeavour to harness natural resources for electrical energy to
reduce greenhouse gas in accordance with Paris Climate Change Accord in April of
2016. Many of the developed nations have made remarkable efforts to change paradigm
of electric power grid and to adopt generation mix. Thus, this section introduces their
efforts and long term plans especially in case of two countries; Australia and Korea.

1.2.1 The Challenges of Australian Future Grid

Background and Motivation

The University of Melbourne Energy Research Institute and Australian Energy Market
Operator (AEMO) provides a blueprint for Australia to equip with the renewable elec-
tricity infrastructure through the reports: Zero Carbon Australia (ZCA) Stationary En-
ergy Plan and 100 Percent Renewables Study Modelling Outcomes Report. They concur
in the comprehensive upgrade of Australian power network to envision full utilization
of the commercially available technology today: wind power, concentrating solar ther-
mal power plant (CSP) with molten salt storage, PV, etc. ZCA offers a big vision of
Australia electric power infrastructure to be a renewable energy powerhouse. According
to the report, accumulative emission in Australia produces one of the highest per-capita
emissions of carbon dioxide amongst developed countries.

Figure 1.1 indicates the Australian government analysed the carbon dioxide emission
from 2005 until 2050 and forecasted the accumulative emission regarding the portion of
the source type of greenhouse gas. In Figure 1.1, about two-thirds of total greenhouse
gas emissions in Australia are caused by fossil fuel in the stationary energy and transport
parts.

Renewable Integration plan

The University of Melbourne Energy Research Institute insists that they suggests a fea-
sible and pragmatic roadmap through ZCA [23] to a new and more sustainable energy
system in Australia. The plan proposes 3,500 MW of CSP capacity to be installed in
12 sites in Figure 1.2 and an additional 48,000 MW of wind turbines to supply 40% of
electricity demand. Thus, approximately 130 TWh should be generated by wind turbines
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Figure 1.1: Australia projected cumulative emissions 2005 to 2050
[23]

Figure 1.2: WTG and CSP installation sites in the Australian Future Grid Plan
[23]
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generators (WTG) in each year, and nearly 6,400 wind generators with 7.5MW rating
should be installed at 23 distributed sites over Australia.

The Portion of Renewable Capacity

AEMO report in [24] forecast two scenarios according to their assumption; first one is
high increase of rooftop PV, and they suggested PV will account for around 50% of
generation quantity.

One another scenario forecasted by AEMO assumes wind would be largest capacity
(34,500 MW or 35% of total capacity) since wind is likely to be one of the cheapest
technology in the future as can be observed in Figure 1.3, 1.4. Both scenarios imply
that portion of variable generation is highly increased and the amount of dispatchable
generation is significantly decreased.

AEMO report foresees the capacity of RES, especially PV and WTG, will be con-
siderably increased. These non-dispatchable and highly variable generators may give
rise to adverse influence on the power system stability. The population of Australia con-
centrated on the seashore area, and load demand mostly rises in this area; consequently,
power network is also narrowly installed near to the seashore. Since the power system
flowing corridor is highly narrow and lay on unimaginable long distance, circumstance

Figure 1.3: Generation capacity of a scenario assumed by AEMO
[24]
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Figure 1.4: Example of one scenario in 2030 and 2050
[24]

in Australia leads to interesting phenomenon such as small interarea oscillation and lo-
cal oscillation as in [25], which is developed in IEEE working group as an benchmark
system targeting the simplified Australian system.

Therefore, this dissertation intends to observe WTG and PV influence on small signal
stability and frequency stability as well under the circumstance of highly penetrated
network.

Table 1.1: The Portion of Primary Energy by Korean Government − Ministry of Com-
merce Industry and Energy (Unit:%)

2012 2014 2025 2035 Annual Growth
Solar Thermal 0.3 0.5 3.7 7.9 21.2

PV 2.7 4.9 12.9 14.1 11.7
Wind Energy 2.2 2.6 15.6 18.2 16.5
Bio Energy 15.2 13.3 19.0 18.0 7.7
Hydraulic 9.3 9.7 4.1 2.9 0.3

Geothermal Thermal 0.7 0.9 4.4 8.5 18.0
Wave Power Station 1.1 1.1 1.6 1.3 6.7

Recycle Energy 68.4 67.0 38.8 29.2 2.0
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Figure 1.5: Jeju Smart Grid demonstration project
[26]

1.2.2 The Challenges of Korean Network

Korean government recently mapped out the fundamental plan for renewable energy
portfolio for mid and long term. The key issues are following: to provide more than
11% of energy until 2050, to foster PV and WTG as core energy source, to establish the
road map to reduce generation cost, and to increase the energy annually as in Table 1.1.

The plan report by Korean government mostly focuses on the development of renew-
able energy and economic benefit of fostering renewable energy, neglecting technical is-
sues. Against this backdrop, the stability issue is one of the important themes to integrate
renewable sources; moreover, the plan includes Energy Storage System (ESS) implying
frequency and power smoothing issues are placed with underlying consideration.

Recently, Korean government installed the large number of WTGs and PVs on Jeju
island and they installed large number of EV charge stations throughout the island as can
be seen in Figure 1.5.

Large number of RES in upcoming future would deteriorate power system stability,
hence, this dissertation refers to recent studies the utilization of the ESS, and EV [27]
and presents implementation of such equipment support to reinforce resiliency in terms
of the frequency regulation to stabilize the power system.
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1.3 Dissertation Objectives

The intention of the dissertation is to thoroughly evaluate power system stability in terms
of low frequency oscillation and frequency variation for the renewable integration. Thus,
this research deals with following topics and methods:

• System Identification using Numerical Algorithms for Subspace State Space Sys-
tem Identification (N4SID) to analyse frequency band of wind fluctuation

• Observation of Mode Coupling affected by wind turbine

• Stochastic analysis of WTG and PV generation for eigenvalue, eigenvector, and
controllability

• Developing methodology for frequency regulation purposed ESS and its mathe-
matical expressions

• Investigation of implication and harmoniousness of methodology on existing net-
work frequency regulation

• Developing methodology for FR EV for the system adequacy

1.4 Outlines of the Dissertation

The background and the objective of this dissertation are discussed in this section. Each
chapter has its own topics regarding stability. Chapters 3 and 4 deliver small-signal
stability issues, and Chapters in 5, 6, and 7 provide issues regarding frequency stability.
The rest of chapters are organized as follows.

Chapter 2: Theoretical Background of Power System Stability
The definition and classification of power system stability are presented and theoretical
stability issues are delivered. Furthermore, conventional frequency control coordination
such as primary, secondary, and tertiary controls are explored.

Chapter 3: Impact of RES on Oscillatory Modes - Mode Coupling
This chapter intends to observe a fluctuation impact of RES on the power system. Nu-
merical algorithms for Subspace State Space System Identification N4SID method for
System Identification is implemented. Investigation is carried out for Mode coupling,
which indicates oscillation of power can trigger other modes in remote area [28].
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Chapter 4: The Influence of Penetration Level Change on Eigen-properties
In the small signal stability aspects, high penetrated system may lead to difficulties to
foresee system characteristics, as the provided power from renewable generators may
change the operating point, and it can be reflected to the eigenvalue change. The eigen-
value normally changes in a continuous way; however, the non-continuous transition of
eigenvalues are occasionally observed in here due to the renewable sources. Thus, in
this chapter, the change of eigenvalue is investigated in accordance with the increase of
penetration level [29].

Chapter 5: Stochastic Eigen-analysis under High Penetration System
In order to analyse eigenvalue for the future, static analysis has weak persuasiveness, for
the characteristic of RES exhibits uncertainty and unpredictability. Thus, this chapter
introduces the method to stochastically analyse eigenvalues and its contributive factors
using Australian system.

Chapter 6: FR ESS Method using Droop Control and SOC Feedback: Methods
and Implications.
For the frequency regulation, ESS cannot provide permanently supporting power due to
unlimited energy; hence, ESS operation method was proposed considering SOC feed-
back. FR ESS operation methodology has to be cooperative with existing and con-
ventional frequency regulation practices. Proposed method can harmoniously melt into
conventional operation method; thus, this chapter indicates proposed frequency stabi-
lizing methodology through mathematical analysis and its operational functionality in
Australian system.

Chapter 7: FR ESS Operation Method using EV
System frequency may fluctuate due to large penetration in the small system, and this
frequency fluctuation issues can be alleviated using EV. EV operation method proposed
in this chapter, and the contribution of fleet of fast acting equipment is observed for
corresponding issues in Jeju Island.

Chapter 8: Conclusion
This chapter concludes the issues discussed above and provides a summary of the each
content of the main parts to highlight overall aspect of renewable integration.
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Chapter 2

Theoretical backgrounds

2.1 Definition and Classification of Power System Stability

Classification of stability has high importance to build up the alternatives in each case of
the stability issues.

Each equipment installed in the power system has its own responsibilities and rein-
forces the corresponding stability. Categorized stability has different type of cause-and-
effect, and if we know cause-and-effect, the solution can be adequately placed for that
cause-and-effect.

• Definition of Power System Stability:

Power system stability is the ability of an electric power system, for a given ini-

tial operating condition, to regain a state of operating equilibrium after being

subjected to a physical disturbance, with most system variables bounded so that

practically the entire system remains intact [30].

The definition of power system stability is defined in [30], and most important one
is the ability of power system recovery in several point of views, which can be called
resiliency of the power system.

Category of the power system stability is indicated in Fig. 2.1 Rotor angle doesn’t
have long term, because the stability regarding rotor angle stability can be decided
whether power system becomes stable or unstable within short time. Small disturbance
angle stability is triggered by small change by generators and loads, and transient stabil-
ity is triggered by large disturbance by electrical circumstances.
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Figure 2.1: Classification of power system stability.
[30]

Frequency stability part can be categorized as one type of the power system stability.
Frequency stability is highly related with the balance issues between generation and

consumption by the generation and load. Frequency stability can be analysed in regard
with short-term issues, when contingency or the change of the generation or load occur.
This stability problem can be resolved by the governor control or automatic generation
control (AGC). Additionally, state-of-the-art technology is the ESS for frequency regu-
lation. Frequency stability issues regarding long term can be called adequacy problem,
which means power system equipment is installed adequately or not.

Voltage stability topic is also one of the important categorized types of the power
system stability. Voltage stability has significant relation with reactive power, although
it has relatively low relation with active power. Furthermore, this can be categorized as
long-term and short-term.

Through the paper [30], the working group from IEEE/CIGRE defines each stability
as follows:

• Frequency Stability:

Frequency stability refers to the ability of a power system to maintain steady

frequency following a severe system upset resulting in a significant imbalance
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between generation and load. It depends on the ability to maintain/restore equi-

librium between system generation and load, with minimum unintentional loss of

load. [30]

• Rotor Angle Stability:

Rotor angle stability refers to the ability of synchronous machines of an intercon-

nected power system to remain in synchronism after being subjected to a distur-

bance. It depends on the ability to maintain/restore equilibrium between elec-

tromagnetic torque and mechanical torque of each synchronous machine in the

system [30]

• V oltage Stability:

Voltage stability refers to the ability of a power system to maintain steady voltages

at all buses in the system after being subjected to a disturbance from a given ini-

tial operating condition. It depends on the ability to maintain/restore equilibrium

between load demand and load supply from the power system [30].

In the dissertation, the most important issue is the uncertainty and variability of the
renewable resources and most of the variability issues are related with active power;
hence, I would like to discuss the stability of rotor angle and frequency for rest of the
dissertation.

2.2 Power System Modelling

The behaviour of a power system can be described by a set of differential and algebraic
equations of the form:

ẋ = f1(x1,x2,u) (2.1)

0 = f2(x1,x2,u) (2.2)

y = g0(x1,x2,u) (2.3)
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where f1, f2 and g0 give the vectors of non-linear differential, algebraic and output equa-
tions, respectively; and x1 ∈ Rn, x2 ∈ Rl, u ∈ Rm and y ∈ Rp denote the vectors of
state variables, algebraic variables, inputs and outputs, respectively. Typically, the sys-
tem in (2.1) is assumed time-invariant so the time-derivatives of the state variables are
not explicit functions of the time. Assuming ∂f2

∂x2
is nonsingular we can eliminate x2.

Let x = x1 and we get

ẋ = f(x,u) (2.4)

y = g(x,u) (2.5)

In small-signal stability analysis, the disturbances are considered small so the system
can be linearised around the operating point (x0,u0) resulting in

∆ẋ =
∂f

∂x

∣∣∣∣
0

∆x +
∂f

∂u

∣∣∣∣
0

∆u = A∆x + B∆u (2.6)

∆y =
∂f

∂x

∣∣∣∣
0

∆x +
∂f

∂u

∣∣∣∣
0

∆u = C∆x + D∆u (2.7)

where ∆x, ∆y and ∆u represent deviations from operating point values.

2.2.1 Small-signal Stability: Eigen-analysis of Power System

Eigen properties play a significant role in analysing the system response from a small
signal stability viewpoint, and this section aims to provide background information.

Λ = ΨAΦ (2.8)
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Λ =



λ1 0 · · · 0

0 λ2 0
...

. . .
...

0 0 · · · λn


(2.9)

Ψ = [ψ1, ψ2, · · ·ψn] (2.10)

Φ = [φ1, φ2, · · ·φn]T (2.11)

where Λ is the diagonal matrix of eigenvalues, λn is the nth eigenvalue, Ψ is the left
eigenvector matrix, and Φ is the right eigenvector matrix.

The A matrix obtained from (2.6), (2.7) can be transformed to the diagonal matrix
eigenvalues Λ in (2.8), (2.9) with the set of left and right eigenvectors, (2.10), (2.11). The
A matrix indicates the characteristics of system dynamics, which is reflected from the
response of the conventional generators and by a linearised state space matrix from the
multi-machine system in [31]. Λ matrix presents the diagonal component of eigenvalues
from the A matrix to be readily understandable for the relationship between eigenvalues
and inputs/outputs. The differences between those two matrices can be explained as A

matrix consists of the generator and system parameters with non-diagonal arrangement,
and Λ matrix consists of the eigenvalues of A matrix with diagonal arrangement.

The right eigenvector Φ indicates the activities of the state variables in the modes.
The left eigenvector Ψ weighs the contribution to the modes.

∆x = Φz (2.12)

B′ = ΨB, C ′ = CΨ (2.13)
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ż = Λz +B′∆u (2.14)

∆y = C ′z (2.15)

zi = ψ1∆x1 + ψ2∆x2 + · · ·ψn∆xn (2.16)

where Ψ is the left eigenvector matrix, B′ is the controllability matrix, C′ is the observ-
ability matrix, u is the input matrix, z is the modal variable matrix, x is the state variable
matrix, zi is the ith modal variable, xi is the ith state variable, and y is the output matrix.

The state space matrix obtained in (2.6), (2.7) can be converted into the transformed
state space matrix by derivation from (2.12), (2.13) to (2.14), (2.15); the transformed
state space matrix facilitates the investigation of the relationships among input, output,
and specific modes. As the transformed state zi is associated with only the ith mode,
the contribution of the activity from states xi to the ith mode can be explained by left
eigenvectors Ψi using (2.16).

λi = σi + jωi (2.17)

ζi = −σ/
√
σ2i + ω2

i
(2.18)

where λi, ζi, σi, and ωi are the ith eigenvalue, damping ratio, time constant, and angular
velocity of the ith mode, respectively.

From (2.17), (2.18), the ith eigenvalue and damping ratio can be analysed on the
S-plane consisting of time constant and oscillatory angular speed components. In a
large system, local area and interarea modes can be problematic from the small signal
stability perspective. Local area oscillation implies that a single generator or generator
group has low frequency oscillation with another generator or generator group. Interarea
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oscillation is the oscillation between single generators or between groups of generators,
as classified in [30]. Interarea oscillation frequency ranges between 0.1 and 1 Hz, while
local area oscillation ranges between 1 and 2 Hz based on the definition in [31].
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2.3 Frequency Control

2.3.1 Speed Droop Control

When sensors recognize a deviation in generator angular velocity, the governor initiates
adjustments of the mechanical input torque to increase or decrease the angular velocity
of generator as required. The droop characteristics assigned to governors enable nu-
merous generators to operate in parallel in a power system without competing with one
another when unanticipated changes to the system, generation, or load occur. Currently,
North American Electric Reliability Corporation (NERC) requires all turbine generators
equipped with governors over 75MW should be capable of providing immediate and sus-
tained response to abnormal frequency excursions. Governors should provide less than
5% droop characteristic. [32] In this statement, a 5% droop rate means that the total ca-
pability of a generating unit would reacts to a 5% change in the frequency, which implies
that larger-rated generators contribute higher power, and smaller generators contribute
lower power, as depicted in Fig. 2.2.

A governor with speed-droop operation can be illustrated as Fig. 2.3 and consid-
ered as a form of proportional feedback of frequency deviation. When governor gives
the signal, the angular velocity of turbine is adjusted and manages the power system
frequency.

f

Figure 2.2: Concept of droop control for parallel operation: (a) Gen1: Smaller capacity,
(b) Gen2: Larger capacity
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Figure 2.3: Block diagram of a governor speed-droop control

Equation (2.19) indicates the concept of droop control, and aggregated supportive
power is described in accordance with (2.20), when frequency deviates. Through (2.21),
the individual frequency contribution of a generating unit is (2.22). This calculation can
also be applied on the ESS system in this dissertation.

R =
∆f/fn
∆Pi/Sn

(2.19)

∆P =
−∆f

fn
[
S1
R1

+ · · ·+ Sk
Rk

] (2.20)

∆f

fn
=

∆P

[ S1
R1

+ · · ·+ Sk
Rk

]
(2.21)

∆Pi =
Si
Ri

∆P

[ S1
R1

+ · · ·+ Sk
Rk

]
(2.22)

where R: droop rate, ∆f : frequency deviation, fn, nominal frequency, ∆P : power
deviation, and Sn: power rating

19



2.3.2 Automatic Generation Control

The primary objectives of AGC are first to eliminate the steady state error and regulates
the frequency to the nominal value, and second to carry out previously scheduled inter-
changing power among interconnected networks [31]. The block diagram of an AGC
in Fig. 2.4 depicts prime mover functioning such as a PI controller to equalize system
frequency to the nominal value. The key operation of AGC for Independent System Op-
erator (ISO) is to fulfil the pre-determined interchanging power for the day-ahead market
to comply with Control Performance Standard (CPS) 1 and 2. Detailed information is
in [33–35]

Figure 2.4: Block diagram of Automatic Generation Control
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Chapter 3

Impact Analysis of Variable
Generation on Small Signal
Stability

Abstract–This chapter aims to analyse the influence of fluctuating renewables on
small-signal stability. Most of the research on renewable energy integration as-
sumes that power is provided from a static generation unit and studies how much
damping ratio and frequency of fluctuating power changes as a result of changing
power and inertia constant. This research is motivated by ‘mode coupling’ where
one oscillatory mode may have an effect on other modes if the mode frequencies
are similar. The chapter discusses the impact of fluctuating power sources, Type
IV wind turbines in our case, on possible coupling between the fluctuating wind
power and the existing modes in the system. Since the fluctuating power may com-
bine a large band of frequency components of fluctuating power, the power system
can react to any specific frequency of a variable generator. In this chapter, sev-
eral influential frequencies were injected through the renewable generator. System
identification is used first to obtain the linearised state-space model of the system
and the relevant transfer functions, which are then used to identify possible reso-
nant frequencies. DIgSILENT/Power Factory is used next to analyse the system’s
response to specific frequencies in the time domain.
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3.1 Introduction

Penetration of intermittent renewable energy sources (RES) is steadily increasing fol-
lowing the renewable portfolio targets that have been put in place in many countries
around the world to speed up the transition to more RES based power systems. The
University of Melbourne Energy Research Institute’s study [23] suggests that a 100%
renewable scenario can be achieved as early as 2020, although the Australian Energy
Market Operator (AEMO) considers the 2030 to 2050 time frame to be more realistic
for Australia [24]. To tackle the integration of RES, the analysis of grid characteristics
with RES is essential, and used for operation and planning in the long-term future. With-
out the fundamental work for implications of variable generation, future power system
may have difficulty operating stably with high penetration of RES.

Much research effort has been put into studying the impact of RES, mostly solar
and wind, on power system stability, focusing predominantly on small-signal [36–40]
and transient [40, 41] angle stability. Such initiatives internationally notwithstanding,
the influence of RES on power system stability and performance still requires a lot of
attention. The common denominator of the existing research is the use of quasi-static
analysis, implicitly assuming that variations in the RES’ output are slow enough not to
impact the system modes. This approach seems to be widely accepted. For example,
a comprehensive CIGRE Technical Brochure [42] and a more recent AEMO study [43]
don’t even mention this assumption. We make an attempt to cover this gap by consider-
ing the output of a RES not to be static at the studied operating point but rather consisting
of a fixed component and a superimposed fluctuating component of a frequency similar
to the existing system’s modes.

The problem of mode coupling hasn’t attracted much attention in the power engi-
neering community so far. The earliest references date back to 1980s [44]. The phe-
nomenon has been observed in practice, e.g. in the WECC with implications for PSS
tuning [45]. To the best of our knowledge, this is the first attempt to study the im-
pact of RES on mode coupling. The goal of this chapter is thus to establish hypotheses
about the influence on system stability from variable generators. Unlike the conventional
thermal and hydro power plants whose output variation is very slow with no or negli-
gible higher-frequency components, the output of intermittent RES consists of fluctuat-
ing components with frequencies that can potentially interact with the existing system
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modes. This can change the behaviour of the system or even cause instability in a large
scale network. The focal point of our discussion is on the influence of the fluctuating
frequency component on the small disturbance stability. Sub-space system identification
is first used to obtain a reduced-order linearised model of the system and the relevant
transfer functions. Then time-domain simulation is used to analyse the behaviour of the
system subject to penetration of fluctuating RES in the selected frequency bands.

The importance of this research can be summarized as following:

• Influence of F luctuating RES: The research indicates which the frequency
spectrum of fluctuating RES has an influence on the existing oscillatory modes.

• Mode Coupling by the RES: Providing simultaneous compensation with con-
ventional generators and other ESSs in network.

The rest of chapter is organized as follows: an introduction discussing the concept
of mode coupling and power system oscillations is given in Section 3.2. In Section 3.3,
system identification used in the chapter is briefly discussed. In Section 3.4, the results
of the case study on test system are given, and Section 3.5 concludes the chapter.

3.2 Background

The main focus of this study is small-signal stability, which is defined as the ability
of the power network to keep synchronism under small disturbances, typically changes
in either load or generation [30]. The changes are considered to be small enough so
the system can be linearised around the operating point. The remainder of this section
discusses small-signal stability and mode coupling, which lays the groundwork for the
case studies considered later in the chapter.

3.2.1 Small-signal Stability and Mode Coupling

The behaviour of a power system can be described by a set of differential and algebraic
equations of the form as (2.1)-(2.7) in chapter 2

The linearised system (2.6), (2.7) can be used to investigate the system’s response to
small variations in the input or state variables. A possible instability can be due to lack
of synchronizing torque, resulting in an increase in rotor angle through a non-oscillatory
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or aperiodic mode; or due to lack of sufficient damping torque, resulting in oscillations
of increasing amplitude. The oscillations can be either local or global, depending on
the machines involved. Global or inter-area mode oscillations, involve one group of
generators in one part of the system swinging against a group of generators in another
part of the system. Local mode oscillations, on the other hand, are restricted to a small
part of the system and often refer to one generator’s motion with respect to the rest of
the system.

Mode coupling is a situation where an oscillation mode in one part of the system
interacts with a mode of oscillation in a remote part [44]. Mode coupling in Fig. 3.1

Figure 3.1: The concept of Mode Coupling.
[45]
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had been observed in the WECC when studying the placement of PSSs [45]. It was
found that a generator in one part of the system had a relatively high participating factor
in an oscillatory mode associated with a group of generators located in a remote part
of the system. In this particular example, the coupling was triggered due to the mode
frequencies being very close. Another possible trigger can be disturbances entering the
system at frequencies close to the system modes, i.e. fluctuating RES, which, to the best
of authors’ knowledge, hasn’t been studied yet.

3.2.2 Mode Coupling Triggered by Fluctuating RES

Unlike the conventional energy sources, some RES can exhibit fluctuating behaviour due
to the variability of the primary energy source. While geothermal, tidal and solar thermal
cannot change the output quickly due to the large inherent inertia, solar PV, wave and
wind can. Solar PV doesn’t possess any energy buffer so the output can fluctuate due
to varying cloud coverage. The resulting fluctuations however will likely be aperiodic.
Wave and wind generation, on the other hand, can generate periodic power fluctuations.
Unlike wind, wave generation is still in its infancy, so little operational data is available
in the literature. In this chapter, therefore wind power is considered as a trigger of
possible mode coupling.

The fluctuation in the wind can be thought of as resulting from a composite of si-
nusoidally varying winds superimposed on the mean steady wind [46]. If the frequency
of a sufficient strong wind component matches the frequency of one the system’s poorly
damped oscillatory modes, the mode gets excited by the fluctuating RES, which results
in resonance. This phenomenon is called mode coupling and is not restricted by the elec-
trical distance between the source and the machine participating in the affected mode. In
other words, mode coupling can affect both local and inter-area modes.

3.2.3 Wind Power Spectrum

The variability of wind spans multiple time scales. Medium- and long-term fluctuations
can be modelled with Van der Hoven’s spectral model, while for short-term fluctua-
tions, capturing the turbulent behaviour, either von Karman’s or Kaimal spectral models
are typically used [47]. Van der Hoven’s spectrum is modelled as a stationary random
process, whereas the turbulence spectrums, either von Karman’s or Kaimal’s, are non-
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Figure 3.2: Van Der Hoven’s wind power spectrum.
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Figure 3.3: Kaimal’s wind power spectrum.

stationary. Van der Hoven’s spectrum spans the range between 0.001 cycles/h (inter-
seasonal variations) and 1000 cycles/h (intra-minute variations). The turbulent short-
term power spectrum spans the frequencies between 0.01 and 4 Hz, which covers the
typical frequency range of the local and inter-area oscillatory modes (between 0.25 and
2 Hz). The turbulent wind fluctuations should therefore be considered in the analysis of
mode coupling due to fluctuation RES. For illustration, a sample Van Der Hoven’s and
Kaimal wind power spectra are shown in Figs. 3.2 and 3.3, respectively.

Observe in Fig. 3.3 the effect of the rotational sampling of the wind turbine blades
caused by the tower shadow. For the most common 3-blade turbine, the sharp spike
occurs at the triple of the turbine’s rotational speed. The exact frequency thus depends
on the rotational speed of the turbine, determined by the design and the control method
used. This deserves further attention, as the frequency of the spike could be close to the
frequency of an oscillatory mode. This particular issue is however beyond the scope of
the chapter.
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3.3 Identifying the State Space Model of the System

Power systems are time varying and highly non-linear so it is almost impossible to iden-
tify the non-linear models. Instead, linearisation could be used to analyse the impact
of a small deviation in system’s inputs. DIgSILENT/PowerFactory doesn’t allow the
user to obtain the linearised state-space model of the system. Instead, the N4SID sub-
space system identification technique was used which is available in Matlab’s System
Identification Toolbox [48]. The state-space model has been used to obtain the transfer
functions of interest for a particular operating condition, as described later.

One of the most important aspects of system identification is the selection of the
probing signal [49]. Firstly, the frequency spectrum needs to cover the frequency band
of interest, and, secondly, the amplitude of the signal must be sufficiently high to excite
the critical oscillatory modes without pushing the system into a nonlinear zone [50]. The
following probing signals are tested: Random Gaussian Signal, Random Binary Signal,
Pseudo Random Binary Signal (PRBS), and Sum of Sinusoid Signal. PRBS was chosen
due to its superior performance over the widest frequency range.

Intuitively, perturbation of the system with a fluctuating RES is similar to system
identification. In response to the perturbation signal with a wide frequency spectrum,
most of the frequency band is filtered out except for the oscillatory frequency, where the
system resonates with the perturbation signal.

3.3.1 Numerical Subspace State Space System Identification

In our study, system identification was used to identify the transfer functions between
the wind turbine, modelled as a controlled current using the in-built converter model,
as the input and the angular speeds of the four generators as the outputs to study the
resonant behaviour, i.e. the mode coupling between the fluctuating RES and the existing
oscillatory modes. The resulting system identification problem is thus Single Input Mul-
tiple Output (SIMO). The model with m inputs, p outputs and n states was estimated in
discrete domain and the converted into continuous domain resulting in

ẋ(t) = Ax(t) + Bu(t) + Ke(t) (3.1)

y(t) = Cx(t) + Du(t) + e(t) (3.2)
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[31]

where x ∈ Rn is the state vector; u ∈ Rm is the input vector; y ∈ Rp denotes the output
vector; and A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m are the system matrices.
Ke(t) ∈ Rn and e(t) ∈ Rp are, respectively, the disturbances and the noise acting on
the system. In our case m = 1, p = 4 and n = 13. The dynamic order of the original
system is 49.

3.4 Test System

3.4.1 Test Bed: Two-area System

The four-machine, two-area test system proposed in [31] was used as the test bed. The
system consists of four generators located in two areas; G1 and G2 in the east, and
G3 and G4 in the west. A wind power plant, modelled as a single 120MW Type IV
(synchronous machine with a fully rated converter) wind turbine has been connected to
the high voltage bus near G2, and the magnitude of power is assumed as 0.1 pu of the
wind turbine. The system is shown in Fig. 3.4. As a result, the power of the slack bus
(G1) has been reduced to keep the system in balance.

Three oscillatory modes exist in this system: one interarea mode with the generators
in the east oscillating against the generators in the west; and two local modes, one be-
tween G1 and G2 and the other between G3 and G4. The case of a thyristor exciter with
high transient gain and PSS is considered as can be seen in Fig. 3.5 [31]. To get mode
coupling in the system, the renewable generator (sender) needs to have a component
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with a frequency similar to one of the existing oscillatory modes. To this end, some PSS
parameters were modified to create two cases with a different oscillatory behaviour—see
Table 3.1.

Other parameters were left unchanged, resulting in three study cases: (1) the original
case, (2) a case where a local mode (G3, G4) with reduced damping resonates with the
wind turbine; and (3) a case with an unstable local mode (G3, G4). In all three cases,
the sub-space linearised models of the system were used to obtain the transfer functions
between the wind turbine as the input and the angular speeds of all four generators as
the outputs. This enabled us to identify possible resonance in the system subject to
fluctuations in the wind power. Next, a sinusoidal signal at three different frequencies
was injected, representing fluctuating wind power spectral components, and simulated
the response of the system in time domain.

3.4.2 Case 1: Standard System

The standard system corresponds to the case with the thyristor exciter with high tran-
sient gain and PSS in [31]. Fig. 3.6 shows the oscillatory modes in the complex plane.
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Figure 3.6: Case 1: Oscillatory modes and the frequencies of the injected signals.
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Figure 3.7: Case 1: Oscillatory modes and the frequencies of the injected signals.

30



Table 3.1: Modified Exciter and PSS Parameters.

G1 G1

Case 1 2 3 1 2 3

Kstab 20 200 200 20 20 20

T2 0.02 0.02 0.02 0.02 0.02 0.02

T3 3 30 30 3 30 30

G3 G4

Case 1 2 3 1 2 3

Kstab 20 185 200 20 20 5

T2 0.02 0.17 0.17 0.02 0.02 0.02

T3 3 3 3 3 3 5

Observe that the local modes (G1,G2) and (G3,G4) have very similar frequencies.
Fig. 3.7 shows the Bode plots of the transfer functions between the wind power and

the machine angular speeds of the four generators.
Three signals with different frequency are injected: (A) interarea mode frequency

(0.5517Hz); (B) local mode frequency (1.0446Hz); and (C) a signal with a frequency
significantly different from mode frequencies (2.2122Hz). The spike in the bode plot
around frequency A indicates that the injected sinusoidal signal might interact with the
interarea mode while any interaction for frequencies B and C were not expected. This is
confirmed by time-domain simulations, Fig. 3.8. Observe in Fig. 3.8 the amplified re-
sponse of the four generators subject to a sinusoidal wind power injection with frequency
A. As expected, frequencies B and C have negligible impact.
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3.4.3 Case 2: Resonant Local Mode

In this case, the parameters of the excitation system were modified to reduce damping
of the local mode (G3,G4). Fig. 3.9 and Fig. 3.10 show the oscillatory modes in the
complex plane and the Bode plots, respectively.

Unlike in Case 1, the wind turbine input is expected to resonate with the three modes
for frequencies A and C. In addition, because the frequencies A and C are similar, fre-
quency B is expected to lie between A and C, to cause resonance. Fig. 3.11 shows the
simulation results for the three cases. Three frequencies are injected with the value of
(A) 0.6905Hz, (B) 0.8797Hz, and (C) 1.1107Hz, respectively.
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Figure 3.9: Case 2: Oscillatory modes and the frequencies of the injected signals.
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Figure 3.10: Case 2: Bode plots.
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Figure 3.11: Case 2: Time-domain simulation results.
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As expected, all three signals cause resonance, with frequency A having the largest
impact. As can be seen in Fig. 10 that Signal B, whose frequency lies between the fre-
quencies of the interarea mode and the local mode (G3 and G4), causes slight oscillation
of the angular speed of the generators but not significant amplification. The response
of G3 and G4 indicates that the injection of a sinusoidal disturbance in one part of the
system causes resonance in a distant part of the system, which confirms our assumption
and also agrees with what has been observed in the WECC system [45].
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3.4.4 Case 3: Unstable Local Mode

In the last case, the local mode (G3,G4) was destabilised to study the impact of fluctu-
ating RES on a poorly damped system. Fig. 3.12 and Fig. 3.13 show the oscillatory
modes in the complex plane and the Bode plots, respectively. In this case, only one fre-
quency has been chosen (1.109Hz), matching the frequency of the poorly damped mode
(G3,G4).

Figs. 3.14 and 3.15 show the results of time-domain simulation. Observe that, unlike
in the previous two cases, the injected signal is now damped. In the first 10 seconds after
the disturbance the system seems to have stabilized. However, a longer time-frame of
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Figure 3.12: Case 3: Oscillatory modes and the frequency of the injected signal.
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200 seconds shows that the oscillations grow in amplitude, which indicates unstable
behaviour. This indicates that even a small perturbation at a particular frequency can
excite a poorly damped oscillatory mode.
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Figure 3.14: Case 3: Time-domain simulation results; short-term evolution.
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Figure 3.15: Case 3: Time-domain simulation results; long-term evolution.

3.5 Summary

The existing research has so far taken a “quasi-static” approach in stability analysis of
future grid scenarios, by assuming that power is provided from static generation units.
The focus has thus been limited to how much damping ratio and frequency changes as
a result of changing RES penetration. However, it appears that dynamic effects of fast
variations in the output of RES should be considered as well.

This chapter has made an attempt to cover this gap by studying the impact of fluctuat-
ing wind power on oscillatory stability of a power system. Wind power can have spectral
components similar in frequency to oscillatory power system modes. The motivation for
the research was thus to analyse possible modal interaction, which can lead to resonance
that can negatively affect power system stability. The study cases analysed in the chap-
ter confirmed our expectations. The result was found that fluctuating wind power can
indeed amplify power system oscillations, even when the machines participating in the
affected modes were located electrically far away from the wind turbine. Due to the
increasing penetration of wind power worldwide, the problem of possible modal inter-
action between RES and the existing power system oscillatory modes certainly deserves
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more attention.
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Chapter 4

Impact of Large Scale Penetration
of Concentrated Solar Thermal
Power on Oscillatory Stability of
the Australian Future Grid

Abstract–This chapter analyses the impact of large scale penetration of concen-
trated solar thermal power (CSP) in the Australian future grid on small signal
stability. Our research is motivated by the ten year roadmap for a 100% renew-
able energy system in Australia proposed by the Melbourne Energy Institute. In
this plan, the supply side is dominated by CSP and wind power. Due to the location
of the CSP plants, the plan envisages using high-voltage direct current (HVDC)
transmission, which will negatively affect the system’s inertia. Following the pro-
posed HVDC network augmentation and starting from the current operating state,
the penetration of CSP is progressively and deterministically increased in North
Queensland. The conventional coal-fired generation is simultaneously reduced to
keep the system in balance. The HVDC link effectively decouples the mechanical
CSP system from the electrical system, which changes the oscillatory behaviour of
the network. The focusing part is specifically on the inter-area oscillatory modes
by analysing the root-loci of the corresponding eigenvalues in the complex plane.
The analysis using a simple two-area power system shows that the addition of RES
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connected through HVDC links improves damping in the system under typical op-
erating scenarios. A set of more realistic scenarios is then considered by studying
a simplified model of the Australian National Electricity Market (NEM). With a
larger number of oscillatory modes in the system, the behaviour becomes more
complex, which makes general conclusions difficult. The analysis is done in DIgSI-
LENT PowerFactory.

4.1 Introduction

Increasing energy consumption, growing concerns about the negative environmental im-
pacts associated with the use of fossil fuels based energy sources, in particular global
warming impacts and dwindling availability, are the main drivers for increasing penetra-
tion of renewable energy sources (RES). In many countries around the world, renewable
portfolio standards have been put in place to speed up the transition. Although they vary
in ambition, they all assume that electric power systems can be based predominantly
on RES in the near future. Australia’s renewables portfolio target, for example, aims at
increasing the penetration of RES to 20% and 50% by 2020 and 2050, respectively [51].
At an international level, proposals like DESERTEC [52] and the Transnational Asian
Grid proposal [53] envisage building super grids linking RES and load centres across
large distances using high-voltage direct current (HVDC) transmission. Like in the Zero
Carbon Australia Stationary Energy Plan [23], concentrated solar thermal power (CSP)
plays a major role in both those proposal. Furthermore, many studies [23, 24, 54, 55]
suggest that a 100% renewable scenario can be achieved as early as 2020 [5], although
2030 to 2050 time frame is considered more realistic.

The main drawback of those studies is that they only focus on balancing and typ-
ically neglect network implications by assuming a copper plate network model. The
only exception to this rule is a German study [56] where voltage and frequency stabil-
ity are also considered. Against this backdrop, our research complements the ten year
roadmap for a 100% renewable energy system proposed by the Melbourne Energy In-
stitute [23], shown in Fig. 1.2. The plan envisages an energy system powered by CSP
with molten salt storage (supplying 60% of electricity demand) and wind power (40%),
with biomass and hydroelectricity as backup options. The plan proposes the use of
long-distance HVDC transmission to connect the load centres with the CSP plants lo-
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cated in remote desert locations. In this chapter, the stability implications of the HVDC
connected RES of the Australian future grid is investigated. The grid of the National
Electricity Market (the interconnection spanning the eastern seaboard of Australia) has
namely a stringy structure and is thus prone to oscillatory stability. In case of heavy
power transfers between Queensland and New South Wales, and Victoria and South
Australia, the respective oscillatory stability interconnection limits can drop below the
underlying thermal capability of these interconnectors.

The distinctive characteristics of RES (excluding hydro) are raising concerns for re-
liable and secure operation of power systems with significant RES penetration. Many
RES namely use power electronic converters for grid connection, which results in re-
duced system inertia constant. CSP is an exception to this rule as it uses the conventional
steam cycle to convert the thermal energy into electrical, which renders its short-term dy-
namics very similar to conventional coal-fired power stations. In many cases, though,
long-distance HVDC transmission is needed due to the remoteness of CSP plants, which
effectively decouples the CSP’s mechanical system form the electrical in much the same
way as in Type IV wind turbines. Against this backdrop, much research effort has been
put into studying the impact of RES, mostly solar and wind, on power system stability,
focusing predominantly on small-signal [36–40,57] and transient [40,41] angle stability.
Notwithstanding, the influence of RES on power system stability and performance still
requires a lot of attention. The goal of this chapter is to develop a model of HVDC con-
nected CSP and analyse its impact on inter-area oscillations of a large-interconnected
system.

The rest of chapter is organized as follows: In Section 4.2, the design and control
of CSP discussed. In Section 4.3, the results of the case study on test system are given.
Section 4.4 concludes the chapter.

4.2 Modelling and Control of HVDC Connected CSP

The interest in CSP has been growing steadily in the recent years, with Spain and the
US leading the way [59] in the installed capacity. Unlike solar photovoltaic (PV), CSP
converts the energy of sun into thermal energy first and then into electrical energy, using
a conventional steam cycle. The main advantage of CSP over PV is the ability of storing
thermal energy in molten salt storage tanks with very high efficiency, which significantly
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Figure 4.1: Summer energy flows in a CSP plant with thermal storage
[58].

increases the capacity factor. With sufficiently enough storage capacity, CSP becomes
fully dispatchable, at least for part of the day. Fig. 4.1 shows typical power flows in
summer for a CSP plant with thermal storage [60]. Note the constant CSP output from
8am to 3am.
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4.2.1 HVDC control

In the existing applications, CSP plants are connected directly to AC grids, so the same
frequency and voltage control can be used as for the conventional fossil-fuelled power
plants. In this chapter, it is assumed that CSP is connected to the main grid through an
HVDC link. In principle, two options are possible: (i) current source converter (CSC)
HVDC, or (ii) voltage source converter (VSC) HVDC. CSC-HVDC requires a strong AC
grid at the connection point, which might not be available for remote CSP applications.
It also requires significant reactive-power compensation. Again this backdrop and in line
with the Zero Carbon Australia plan [23], VSC-HVDC is selected.

It is assumed that the generator-side converter is controlled to maintain the voltage
and the frequency. Controlling the voltage phase angle effectively controls the active
power between the CSP plant and the HVDC system. The grid-side converter is con-
trolled to maintain constant DC link voltage, which ensures the transfer of power from
the CSP to the grid. Steady-state operation is only considered in our model. In case of a
fault, additional control is needed to ensure stable operation. As only electro-mechanical
transients were of interest, a fundamental frequency HVDC model is used.

Fig. 4.2 shows the basic HVDC control structure. KS andKD are the synchronising
and the damping torque coefficients of the synchronous generator, respectively; H is the
generator’s inertia constant; ω0 is the nominal frequency; Tg is the generator’s time con-
stant (denoting the time delay between the mechanical and the electrical frequencies);
and Kp and Ki are the proportional and the integral gains of the PI controller, respec-
tively. The control principle is as follows: the frequency fAC at the AC bus is measured
and compared with the reference frequency fref . 1 When the mechanical torque is
change on the turbine, the generator’s speed will change accordingly and the frequency
deviation added to the fAC − fref . A simple PI controller is then used to generate
the power set-point (through AC voltage phase angle) on the generator-side converter
to balance the turbine power, which eventually brings the frequency back to its nominal
value.

Fig. 4.3 shows time-domain simulation results for a 50% increase in the turbine’s
output. The response of the generator-side converter is very fast, which results in a
negligible frequency deviation.

1Note that fref doesn’t need to be the same as the grid frequency but it needs to be controlled tightly
because of the steam turbines being prone to vibrations if the frequency deviation exceeds 0.5Hz.
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Figure 4.3: HVDC control simulation results.

4.2.2 CSP control

A CSP plant uses a conventional steam-cycle to generate power so in this sense it is
very similar to a conventional fossil-fuelled power plant. They differ in the way they
generate steam: a conventional fossil-fuelled power plant uses a boiler, while a CSP
uses solar collectors. The boiler dynamics is however typically neglected in stability
studies, so generic turbine models can be used to model CSP. Implicit in this approach
is the assumption of constant steam pressure at the turbine’s input (boiler output). For a
CSP, this assumption is only valid if thermal storage is available. If this is not the case,
the dynamics associated with the steam generation needs to be included as well. In this
chapter it is assumed that a CSP plant is with thermal storage so a generic IEEE turbine
model is used [31].

Given that the frequency is controlled by the generator-side converter of the HVDC
system, no frequency control is in principle needed on the synchronous generator. Us-
ing a conventional droop controller does nevertheless seem to be a good idea to cater
for emergency situations when the HVDC might not be effective in controlling the fre-
quency. 2 In such situations, a droop controller can help in stabilising the system by

2An isochronous frequency governor should not be used because of the HVDC’s generator-side con-
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adjusting the output of the CSP plant.

4.3 Simulation Results

To study the impact of CSP on small-signal stability, three systems are studied: (i)
a single-machine infinite-bus (SMIB) system, (ii) a two-area system, and (iii) a 14-
generator model of the Australian National Electricity Market (NEM). In all three cases,
the impact of reduced inertia constant on electromechanical modes of oscillations is
studied by increasing the penetration of CSP. For each test system several cases are
considered depending on the number of operating conventional synchronous generators,
which affected the system inertia constant.

4.3.1 Single-machine infinite-bus test system

The first test system is the ubiquitous SMIB test system. The single-line diagram is
shown in Fig. 4.4. The conventional generation consists of three machines in parallel.
Three cases are studied, depending on the number of machines operating in parallel,
Table 4.1. In all three cases, the total generation amounts to 900MW. The system inertia
constant varies from 3s in Case 1 to 9s in Case 3. As the CSP is connected through a
HVDC link it doesn’t contribute to system inertia. Fig. 4.5 shows the penetration of CSP

verter also controlling the frequency.
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Figure 4.4: SMIB: System configuration.
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Table 4.1: SMIB: Operating conditions.
Operating Total Aggregated Initial
generators generator inertia const. power

rating H[s] of RES

Case 1 G1 300 MW 3 600 MW

Case 2 G1,G2 600 MW 6 300 MW

Case 3 G1,G2,G3 900 MW 9 0 MW

Table 4.2: SMIB: Eigenvalues at 80% CSP penetration.
Eigenvalue Oscillation Damping

frequency ratio

Case 1 −1.6821± j10.9710 1.7461 Hz 15.16%

Case 2 −2.7749± j11.0515 1.7589 Hz 24.35%

Case 3 −3.4140± j11.7188 1.8651 Hz 27.97%

with respect to the synchronous generation. The aggregated inertia constant is calculated
as follows [61]:

Htotal =

ngen∑
i=1

Hini
Si
Sbase

(4.1)

where ngen is the number of generators; Si is the rating of ith generator; Hi is the inertia
constant of ith generator; and Sbase is the system’s base power.

Fig. 4.6 shows the movement of the eigenvalues for different CSP penetration levels.
The system has only one local oscillatory mode. In all three cases, the increase in CSP
penetration reduces damping of the electromechanical oscillatory mode. Comparing the
three cases with the same absolute CSP penetration of 720MW shows that reducing
system inertia constant reduces damping. The damping for the three cases at 80% RES
penetration (180MW worth of synchronous generation) are shown in Table 4.2.
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4.3.2 Two-area test system

The next test system is the four-machine, two-area test system proposed in [31], Fig. 4.7.
The system consists of four generators located in two areas; G1 and G2 in the east, and
G3 and G4 in the west. A 2GW CSP plant has been connected through a 200km VSC-
HVDC link to the high voltage bus near G2. Three oscillatory modes exist in this system:
one inter-area mode with the generators in the east oscillating against the generators in
the west; and two local modes, one between G1 and G2 and the other between G3 and
G4. The case of a thyristor exciter with high transient gain and PSS is considered .

The penetration of CSP is increased from 0MW to 1400MW, which eventually re-
placed all the synchronous generation in Area 1 with CSP, as shown in Fig. 4.8. Note
two distinct cases: in Case 1 only the output of G2 is being reduced while the power of
G1 remains constant; in Case 2, the output of G1 is being reduced from 700MW to 0,
while G2 has been disconnected from the grid. The operating conditions are summarised
in Table 4.3. Note a discrete change in system inertia constant when G2 is disconnected
from the grid.

Table 4.4 shows the dominant left eigenvectors associated with the electromechan-
ical oscillatory modes in the base case (no CSP penetration). The participation of the
generators can be clearly observed in the inter-area and the local modes, respectively.

Fig. 4.9 shows the movement of the modes as the CSP penetration is increased
from 0 to 100% in Area 1. Notice that increasing CSP penetration initially reduces
damping of the Area 1 local mode and slightly improves the damping of the inter-area
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Table 4.3: Two-area system: Operating conditions.
Operating Total Aggregated Initial
generators generator inertia const. power

rating H[s] of RES

Case 1 G1,G2 1800 MW 13 0 MW

Case 2 G1 900 MW 6.5 700 MW

Table 4.4: Two-area system: Dominant left eigenvectors.
Interarea Area 1 Area 2

mode local mode local mode

G1 speed 0.98∠179.4◦ 0.95∠− 179.2◦ non-dominant

G2 speed 0.72∠175.6◦ 1∠0◦ non-dominant

G3 speed 1∠0◦ non-dominant 0.90∠− 179.8◦

G4 speed 0.73∠3.7◦ non-dominant 1∠0◦
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mode. At 50% penetration, G2 gets disconnected from the grid, which moves both
the Area 1 local mode and the inter-area mode sharply to the right, with the inter-area
mode even becoming unstable. From there on (Case 2), further increase in the CSP
penetration initially improves the damping of both modes, however at approximately
70% penetration, the damping of the Area 1 local mode start deteriorating again. The
Area 2 local mode remains unaffected.

4.3.3 14-generator model of the NEM

The last test system is a modified 14-generator model of the NEM, which was orig-
inally proposed for small-signal stability studies [25]. The schematic diagram of the
14-generator model of the NEM is shown in Fig. 4.10. The system is long and stringy,
unlike tightly meshed interconnections found in Europe and the USA. It consists of five
states (areas): Snowy Hydro (Area 1), New South Wales (Area 2), Victoria (Area 3),
Queensland (Area 4), and South Australia (Area 5). Tasmania is not model explicitly.

The heavy loading scenario (Case 1) from [25] is considered. The total load in the
system is 22300MW and the total generation 23030MW. There are high inter-area flows
from North to South: Area 4→2: 500MW, Area 2→1: 1134MW, Area 1→3: 1000MW,
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and Area 3→5: 500MW. The generators’ excitation systems and power system stabilis-
ers were adopted from [25]. Generic IEEE speed governors were used for conventional
fossil-fuel generation.

The system exhibits several modes of oscillation: 3 inter-area modes between 4 main
regions and 10 local modes. Without PSSs many of these modes are unstable [25]. Given
the penetration of CSP in Area 4, the inter-area mode between Area 4 and the rest of the
system is of particular interest. Fig. 4.11 shows the left eigenvectors associated with the
generators’ speed vectors for that inter-area mode. Five coherent groups of generators
(plus Area 1) can be observed, one corresponding to each area. It is obvious from the
vector angles that the generators in Areas 1, 2, 3 and 5 swing against the generators in
Area 4.

The total generation capacity in Area 4 is 4777.3MW, split into four groups. The
conventional generation in the northern part of Area 4 was replaced with CSP. The other
three groups were named A, B and C. Like for the SMIB test system, three cases were
considered , depending on the number of parallel generators in each group, as shown in
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Table 4.5: NEM: Number of parallel generators in Area 4.
Group A Group B Group C

Case 1 6 3 4

Case 2 5 2 3

Case 3 4 1 2
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Figure 4.12: NEM: CSP penetration.

Table 4.5.
In all three cases, the total load remains the same. The CSP penetration were in-

creased from 20% to 50%, as illustrated in Fig. 4.12. Depending on the number of
generators in the three cases, the system inertia constant varies from 46.86s in Case 1 to
25.13s in Case 3, as shown in Table 4.6. With the increasing CSP penetration, the output
of all the generators are reduced proportionally, like in the SMIB test system.

Fig. 4.13 shows the movement of the electromechanical modes’ eigenvalues when

Table 4.6: NEM: System Condition in Area 4.
Total Aggregate

gen. rating inertia H[s]

Case 1 4777.3 MW 46.86

Case 2 3666.3 MW 35.2

Case 3 2555.3 MW 25.13
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Table 4.7: NEM: Eigenvalues and damping ratios at 40% CSP penetration.
Eigenvalue Damping ratio

Case 1 −0.2886± j1.4792 19.15%

Case 2 −0.2800± j1.5032 18.31%

Case 3 −0.2238± j1.5129 14.63%

the CSP penetration increases from 20% to 50%. Other eigenvalues don’t move signif-
icantly so for the sake of clarity they are not shown. Observe how the movement now
becomes more unpredictable. Three distinct stages can be observed: Stage A from 20-
24% penetration, Stage B from 26-38%, and Stage C between 40-50%. Between the
stages, the positions of the eigenvalues experience discrete jumps. To better explain the
behaviour of the system, the movement of the dominant left eigenvectors is also plotted,
associated with the generators’ speed vectors for the inter-area mode of interest. For the
sake of clarity, the “weighted average” of the eigenvectors is used in each coherent group
calculated as follows:

|ψeq| =
∑m

i=1 |ψi|niHiSi∑m
i=1HiniSi

(4.2)

θeq =

∑m
i=1 θiniHiSi∑m
i=1HiniSi

(4.3)

where ψi = |ψi|ejθi denotes the ith eigenvector; m is the number of generator groups;
ni is the number of generators in ith; Si is the rating of a single generator in ith group;
and Sbase is the system’s base power.

Fig. 4.14 shows the movement of the dominant left eigenvectors associated with
the inter-area mode for the three cases. Like in Fig. 4.13, the eigenvectors’ trajectories
are split into three stages, shown with solid lines. Dotted lines show the eigenvectors’
discrete jumps. At 20% CSP penetration, Areas 3 and 5 participate the most in the
inter-area mode between Area 4 and the rest of the system. As the CSP penetration
starts to increase, the generators in Areas 3 and 5 behave in a similar fashion, i.e. the
eigenvectors’ magnitudes decrease, however they still swing in counter-phase with the
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Figure 4.13: NEM: Eigenvalue movement with increasing CSP penetration.

generators in Area 4. The generators in Area 2, on the other hand, swing in counter-
phase in Stage 1 (penetration between 20% and 24%), then they suddenly move to the
right-hand side of the complex plane (hence Areas 2 and 4 become coherent) in Stage
2 (penetration between 26% and 38%), and finally they jump back to the left-hand side
of the complex plane, meaning that they again swing against the generators in Area 4.
Also, as the penetration increases from 40% to 50% in Stage 3, the Area 2 eigenvector’s
magnitude increases, not decreases as it was the case for Areas 3 and 5. Finally at 50%
CSP penetration in Area 4, Area 2 participates the most in the inter-area mode between
Area 4 and the rest of the system.

Through the CSP penetration, Case 3 exhibits the lowed damping among all three
cases due to the lowest inertia constant, as illustrated in Table 4.7, which shows the
eigenvalues of the inter-area mode and the damping ratios at 40% CSP penetration for
the three cases.

4.4 Summary

Future power systems will rely on large penetration of RES, with CSP considered a
very attractive proposition in countries with excellent solar resource, like Australia, The
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Figure 4.14: NEM: Movement of the dominant left eigenvectors associated with the
inter-area mode.

problem with CSP, however, is the large distance between the load centres and suitable
locations. Long-distance VSC-HVDC has been proposed as an alternative to conven-
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tional AC transmission. This chapter complements the Zero Carbon Australia plan for a
100% renewable power system by analysing small-signal stability with high penetration
of VSC-HVDC connected CSP.

First, a model of a CSP plant is proposed, connected to the main AC grid through
a VSC-HVDC link. Next, three test systems of different complexities is used to study
the movement of the electro-mechanical oscillation modes at different CSP penetration
levels. To properly model the displacement of conventional generation, several cases
with different number of conventional generators are considered but with the same to-
tal capacity, which resulted in different levels of system inertia constant. It is found
that less inertia constant always results in lower damping. When it comes to the move-
ment of the eigenvalues associated with the electro-mechanical oscillation modes, gen-
eral conclusion are not possible. In “topologically simple” systems (SMIB and two-area
test system in our case), increasing CSP penetration mostly results in better damping,
however it is found for the two-area system that this trend reverses beyond 70% pene-
tration. In the 14-generator test system representing the NEM, the eigenvalue movement
becomes even more erratic. With the increasing CSP penetration the damping of the
electro-mechanical oscillation modes remains largely unaffected, but the oscillation pat-
terns can change dramatically. In the base case with 20% penetration Areas 3 and 5 had
the largest participation in the inter-area mode associated with Area 4 swinging against
the rest of the system. With increasing CSP penetration, however, participation of Area
2 becomes more dominant.
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Chapter 5

Stochastic Eigenvalue Analysis for
Influence of System Inertia
Constant Change on
Eigen-Properties and Modal
Controllability

Abstract-The objective of this chapter is to offer a framework of stochastic method-
ology for stability analysis incorporating uncertainty of renewable sources. This
probabilistic method underlies a Monte Carlo approach with random numbers on
the basis of Gaussian and Weibull distribution for natural phenomena with con-
ditional probability modelling to reflect photovoltaic and wind converter limits.
Through the case studies, the different numbers of operating generators in a spe-
cific area are investigated to observe the influence of inertia constant change. The
analysis of eigenvalue and controllability is carried out using the kernel density esti-
mation method, and the influence of penetration on the eigenvector is also explored.
This analysis method will facilitate the probabilistic stability analysis for the day-
ahead or longer term to forecast potential risk. This chapter sheds light mainly on
the influence of renewables and reduced inertia constant on the bulk grid from the
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small signal viewpoint, using PowerFactory/DIgSILENT.

5.1 Introduction

Renewable energy source applications exhibiting characteristics such as fast response
and no inertia constant are reflected in the paradigm and feature change of the conven-
tional power system [62]. For system planning, renewable resources bring a variety of
unexpected factors into play, especially due to the uncertainty from renewables, which
may lead to deterioration of power system stability [28]. For a short period of time
−on the scale of minutes or hours−prediction and countermeasures for secure operation
from the real-time stability assessment enable the network to tolerate harmful contin-
gencies [63]. However, for a longer time period−on the scale of days or months−the
requirement of an analysis methodology that incorporates the uncertainty and unpre-
dictability of renewable sources leaves more to be investigated. In this sense, for natural
phenomena, a stochastic method from scholarly sources [64] is considered to convinc-
ingly and appropriately demonstrate the behaviour pattern of power systems, as opposed
to a deterministic method. In this chapter, solar irradiance and wind velocity are formu-
lated using stochastic models−specifically, Gaussian and Weibull based types−and this
kind of modelling of natural sources is applied to derive the power generation via pho-
tovoltaic (PV) and wind turbine generator (WTG). Then, the implementation of power
flow in the Australian national system for the future grid scenarios [23], [24] is carried
out to observe stochastic tendencies. Finally, Eigen-analysis of the system is conducted
based on the data above. In short, the ultimate purpose of this chapter is to investi-
gate the influence of stochastic natural wind and solar irradiance on eigen-properties of
Australian network. The rest of the chapter is organized as follows: Sec. 5.2, future
grid scenario of Australia; Sec. 5.3, stochastic modelling of natural sources; Sec. 5.4,
modelling of power network; Sec. 5.5, eigenvalue and eigenvector analysis; Sec. 5.6,
analysis of case studies for impact of inertia constant; and Sec. 5.7, conclusions.

5.2 Australian Future Grid Scenario

Australian Future Grid mapped out the plan to install WTGs in the southern part of
Australia, PVs around Australia, and CSPs in central Australia [23], [24]. In the prac-
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tical system, since the generator swing problem is a dominant issue in the Australian
power system, to apply renewable sources on the national network the implication of
increased penetration level should be taken into deep consideration. Regarding this, a
simplified Australian network is developed as the IEEE benchmark system for a small
signal stability study [25]. Thus, investigation of corresponding stability issues is tried
to be interpreted by Eigen analysis with the stochastic WTG and PV applications based
on the Australian future grid plan.

5.3 Probabilistic Modelling of Renewable Generation

The natural characteristics in terms of solar irradiance and wind force may have prob-
abilistically distributed weather conditions at a specific time slot for each day. This
phenomenon affects the generation of renewables and the power flow of the large-scale
national network, influencing power system stability. This probabilistic study is based on
the underlying assumption that solar irradiance and wind velocity are stochastic natural
sources.

5.3.1 Solar Irradiance: Gaussian Distribution

For the PV power distribution analysis, solar irradiance is assumed to be a set of ran-
dom numbers in (5.1) with a type of Gaussian distribution based on practical Australian
weather data [65], [66] as Gaussian distribution is used for solar irradiance in previous
studies in [67], [68]. The probability density function (PDF) of the Gaussian distribution
(5.2) is a fundamental density function and consists of a mean value (5.3) and standard
deviation (5.4) explained in [69], [70], which indicates the expectation of a random vari-
able h and the deviation average from the expectation value.

h = [h1, h2 · · ·hi · · ·hn] = σhZ + µh (5.1)

fgau(h) =
1

σh
√

2π
exp
−(h− µk)2

2σ2k
(5.2)
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Figure 5.1: Randomly signal based on gaussian distribution for solar irradiance.

µk = E[h] =
1

n

n∑
i=1

hi (5.3)

σh =

√
n
∑
h2i − (

∑
hi)2

n(n− 1)
(5.4)

where h is a set of Gaussian random variable for solar irradiance, hi is ith sample of
a random variable, σh is standard deviation of random variable set h, Z is a random
variable set of standard normal distribution, µh is the mean value of random variable set
h, n is the number of samples, and fgau(h) is PDF of solar irradiance.

In the simulation, the random number generator produced around 10,000 samples
for the Monte Carlo simulation, as can be seen in the histogram in Fig. 5.1, representing
the stochastic solar irradiance, which is used as an input of PV.

5.3.2 Physical Wind Speed: Weibull Distribution

A Weibull distribution function has been widely deployed in wind behaviour analysis
[64]. The sample space formulation of probability is generated by the stochastic model
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of Weibull distribution in Fig. 5.2.

v = [v1, v2 · · · vi · · · vn] = σvZ + µv (5.5)

fwei(v) = (
m

c
)(
v

c
)m−1exp[−(

v

c
)m] (5.6)

µv = E[v] = cΓ(1 + 1/m) (5.7)

σv = c[Γ(1 + 2/m)− Γ(1 + 1/m)] (5.8)

Γ(n) =
∫∞
0 xn−1e−xdx (n > 0)

where v is a set of Weibull random variables for wind velocity, σv is standard deviation
of random variable v, W is a random variable set of normalized Weibull distribution, µ is
the mean value, n is the number of samples, m is the shape parameter, c is characteristic
time, and vi is ith sample of a random variable.

Randomly generated samples for WTG in (5.5) is based on the Weibull PDF in (5.6).
This mathematical expression of the Weibull function in (5.6) can be characterized as the
mean and standard deviation in (5.7) and (5.8), respectively [69], [70]. The generated
random variables are applied to the wind turbine for the calculation of power generation.

5.3.3 Probabilistic Modelling of PV and Wind Generation

Natural characteristics have a high relevance to power generation in the cases of PV and
WTG; however, practical generation of PV and WTG has control limits due to converter
power rating; thus, it can be probabilistically conducted with converter rating restric-
tions.
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Figure 5.2: Applied random signal based on Weibull distribution for wind application.

Power Calculation for PV and WTG

Based on the stochastic weather and converter conditions, possible outcomes of renew-
able resource generation can be formulated and itemized for the performance of stochas-
tic experiments as in (5.9), (5.10). PV generation has constraints of power rating as in
(5.9), and wind generation is the sum of the three independent random variables and is
limited to wind speed of cut-in, cut-out, and rating in (5.10), while concentrating solar
thermal power plant (CSP) with HVDC provide constant power in (5.11). These equa-
tions provide a mathematical framework for evaluating the outcomes of a probabilistic
study.

Ppv(h) =


0 (hi ≤ 0)

AP · r · hi · PR (0 ≤ hi ≤ Hrated)

Ppv,rated (Hrated ≤ hi)

(5.9)
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Pw(v) =

n∑
j=1

Pw,j(v)

=



0 (vj,i ≤ Vcut-in)

0.5 · ρ ·Aw · C ·
∑n

j=1 v
3
j,i (Vcut-in ≤ vj,i ≤ Vrated)

Pw,rated (Vrated ≤ vj,i < Vcut-out)

0 (Vcut-out < vj,i)

(5.10)

PCSP = Const(PCSP) (5.11)

where Ppv is PV generation, Ap is total solar panel area, r is solar panel yield (%), hi is
ith sample of a solar irradiance random variable set, PR is performance ratio (coefficient
for losses), Ppv,rated is the rated power of PV, Hrated is maximum irradiance to generate
the rated power of PV, ρ is Air mass density, Aw is turbine sweep area (m2), C is power
efficiency depending on tip speed ratio and pitch angle control, vj,i is ith sample of the
wind velocity for jth WTG, Pw,j is the jth wind generation, Pw,rated is the rated power
of the WTG, Vcut-in, Vcut-out, and Vrated are the cut-in, cut-out, and rated wind velocities,
respectively, and PCSP is constant CSP generation.

5.3.4 Bivariate Distribution of Penetration Level and KDE

The produced random numbers are independently distributed on the basis of Gaus-
sian/Weibull distribution. The Kernel Density Estimation (KDE) method [71] enables
the penetration levels at Areas 4 and 5 to be visualized as bivariate distribution. Fig. 5.3
indicates the highest and the lowest probability of penetration levels; the red area has
the highest probability of penetration level occurrence, and the blue area has the lowest
probability of penetration level. The penetration level in (5.12) and (5.13) can be cal-
culated from the output power generated by random variables and can be the function
of KDE. This graph in Fig. 5.3 illustrates the estimated joint PDF of KDE based on a
combination of the Gaussian and Weibull distributions from conditional outputs, which
is the occurrence probability of the penetration level in Areas 4 and 5 mathematically
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based on (5.14).

Ka4(h) = Ppv(h)/PL4 (5.12)

Ka5(vi) = Pw(v)/PL5 (5.13)

f(hi, vi) =
1

abl

l∑
k=1

Ka4(
|hi − hk|

a
)Ka5(

|vi − vk|
b

) (5.14)

where Ka4 is the function of KDE with penetration level in Area 4, PL4 is total load in
Area 4, Ka5 is the function of KDE with penetration level in Area 5, PL5 is total load in
Area 5, a is the bandwidth of the x-axis, b is the bandwidth of the y-axis, hi is ith sample
of solar irradiance, vi is ith sample of wind velocity, and l is the number of samples.

Figure 5.3: Applied penetration levels on the power system with bivariate distribution of
KDE.
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Figure 5.4: IEEE 14-Generator benchmark model; simplified Australian network.
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Table 5.1: The Number of Generators and Parameters in a Generator Group in Area 4.
G1 G2 G3 G4

Case1 4 3 5 6
Case2 3 2 4 5
Case3 3 2 3 4

H (Inertia Constant) [s] 2.6 3. 2.6 4.0
S (Gen. Rating) [MW] 444.4 333.3 444.4 333.3

G1, G2, G3, and G4 from Fig. 5.4 indicate the groups of generators. All of the parame-
ters and values in each generator group are identical.

5.4 Modelling of Power Network

5.4.1 14-Generator Model

A modified 14-generator system [25] is subjected to carry out the simulation of stochastic
renewable analysis. This model is an IEEE benchmark system and is designed for small
signal stability studies. Observe in Fig. 5.4 a schematic of the Australian National
Electricity Market (NEM) model is presented. In [25], the described heavily loaded
model including excitation and power system stabilizers (PSS) becomes the objective of
our observations.

Under the consideration of renewable sources and load power, the swing equation is
transformed into (5.15).

2Hj

ω0

dω

dt
+Djωj = ∆P

= Pgm,j − (Pge,j − Ppv(h)− Pw,i(v) + PL)

(5.15)

where H is inertia constant, ω0 is nominal angular speed, ω is angular speed, D is damp-
ing torque coefficient, Pgm is mechanical power of generator, Pge is electrical power of
generator, Ppv is the generation of PV, Pw,i is the generation from ith WTG, PL is load
consumption, and all the letters on subscript position, such as ’j’, stands for jth generator.
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5.4.2 Case Studies and Aggregation of Inertia Constant

As renewable power generation increases, some of the conventional generators does not
have necessity of operation, and this tendency results in a decrease in the inertia constant.
Thus, in order to observe the influence of the reduced inertia constant on a specific area
of the power system, three case studies are set up in Table 5.1.

Observe in Fig. 5.5 that the decrease of generator numbers in Table 5.1 results in
the decrease of inertia constant in specific area according to the calculation by (5.16)
explained in [61], [72], and it indicates that the number of operating generator directly
related with system inertia constant, i.e. more operating generators: higher inertia con-
stant and less operating generators: lower inertia constant. The aggregated inertia con-
stant in Area 4 can be calculated by (5.16) with the assumption of the generators in each
area exhibiting high coherency.

HAgg,k =

m∑
j=1

Hjnj
Sj
Sbase

(5.16)

whereHAgg,k is the aggregated inertia constant in kth Area,m is the number of generator
groups in coherent Area (e.g. Area 4 has four generator groups (G1-G4) in Fig. 5.4), nj
is the number of generators in jth generator group (e.g. G1 in Case 1 has 4 generators),
Si is the rating of jth generator group, Hj is the inertia constant of jth generator group,
and Sbase is system base power.
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The assumption is established total generation in Area 4 from conventional and re-
newable generators is constant in each case. In regards to the scenarios, if the number
of generator decreases, each generator should provide a larger quantity of active power
for the low level of penetration, because the total power of synchronous generators is
pre-determined according to renewable generation. Thus, the power share to a single
generator increases, when the number of generators decreases. In other words, when
renewable generators provides low amount of power, synchronous generators have to
provide higher power and the reduced number of synchronous generators may hit the
limitation of the generator.

For this reason, in order to reduce the burden of conventional generators, Area 4 has
a minimum penetration level from HVDC transferring CSP power, as indicated in (5.11).

5.5 Eigevalue Analysis

With the aid of recent research [29], the discontinuous change in eigenvalues was ex-
plained under the condition of penetration-level change in a specific area. In this chapter,
the reciprocal relationship between the penetration levels of two areas is explored. As
renewable sources can be characterized as uncertainty and unpredictability, the stochas-
tic approach has the capability to incorporate meteorological possibilities and to foresee
a possible range of eigenvalues.

This method increases the predictability of a potential danger due to the renewables
from far future network oscillatory stability such as a day-ahead network, operable gen-
erator numbers, and the generator retirement planning. Thus, this research will show
and verify the influence of the penetration of two areas (Area 4 and 5) through stochastic
analysis.

5.5.1 Stochastic Eigenvalue Analysis: Monte Carlo Simulation

Monte Carlo simulation is widely known as a probabilistic analysis method [73] [74] that
can be used to evaluate the random behaviour of the renewable model [64] and observe
eigenvalue distribution. An advantage of stochastic analysis for the system is to allow
predictions related to possible power-system stability situations. In this simulation, in
order to balance consumption and supply of power, the reduced power from conventional
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generators is determined by (5.17) as much as an increased generation of renewables.

Pj = ((Sk,j · nj)/Sk,tot) · (Pk,tot − Pk,w(v)− Pk,pv(h)) (5.17)

where Pj is power of jth generator group (Gj in Table 5.1), Sk,j is rating of jth generator
group in Area k, nj is the number of jth generator group, Sk,tot is total rated power in Area
k, and Ppv and Pw are the generation of PV of WTG in Area k, which are the functions
of irradiance (h) and wind velocity (v), respectively.

As a first step of Monte Carlo Simulation in Fig. 5.6, the random numbers are cre-
ated on the basis of Gaussian and Weibull distributions as in (5.1),(5.5). From these
random numbers, renewable generation is calculated as in (5.9),(5.10), and the gener-
ation quantity of conventional power plant is decided by (5.17) to keep the uniform
generation in the Area; subsequently, the calculated generation is applied on the system
in (2.4)−(5.15), and then based on this power flow, modal analysis is conducted in a lin-

Generation of Random Variables and 

Calculation of Renewable Generation

Insertion of the Pre-determined Generator 

Numbers and Quantity in Case Studies

Calculation of Default System Condition and 

Implementation of Modal Analysis

Implementation of Stochastic Analysis

Obtainment of the Analyzed Data Files of 

Eigen-Properties and Controllability

NS = Max Iteration
No

YES

NS = NS + 1

Finish

Initialization of Monte Carlo Simulation 

(NS=1)

Figure 5.6: Procedure of eigen-analysis based on Monte Carlo simulation.
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earised operating point as in (2.6), (2.7), and the result files are saved on the computer. If
the number of simulation (NS) does not reach the maximum iterations; 10,000 times as
aforementioned, the simulation is conducted from the first step iteratively. This progress
is implemented on Digsilent/PowerFactory software using Digsilent Programming Lan-
guage (DPL).

The analysis of the entire data in each cases to show the stochastic distribution and
contour of eigenvalues is carried out on MATLAB software. This procedure is called
Monte carlo simulation, and its flow chart is described in Fig. 5.6.

As a result, the graph in Fig. 5.7 shows the eigenvalue distribution on an S-plane
the contour of the probabilistic density using the KDE method under the bandwidth
conditions of the x- and y-axis as 9× 10−3 [1/s] and 28× 10−3 [rad/s], respectively. In
this graph, ‘Real (1/s)’ indicates x-axis of S-plane, ‘Imag (rad/s)’ stands for y-axis of
S-plane, and z-axis presents the eigenvalue density in the bandwidth conditions.

The selected eigenvalue is one of the least stable eigenvalues and aims to observe
the probabilistic distribution influenced by stochastic weather condition together with
the changes of distribution in each case, when the inertia constant changes.

The contour of distribution by KDE reflects eigenvalue density; thus, a high contour
value presents the highest probability of eigenvalue location, and scattered eigenvalue
indicates all of the possible eigenvalue positions. In this simulation, the distribution of
eigenvalue moves slightly toward the y-axis, as a result of decreased inertia constant in
the cases. Additionally, the eigenvalue distribution is divided into two parts, indicating
eigenvalue jumps occurring due to the nonlinearity of the large system.

5.5.2 Analysis of Contributive Factors

Eigenvalues and eigenvectors can be changed non-continuously depending on the pen-
etration level. A previous observation of this phenomenon was first reported in the ex-
periments on PMU measurement [75]. This phenomenon was first observed as a sudden
change of phase angle denoting the change of oscillating frequency due to wind power
change and fluctuation. In order to obtain insight why this is happening, a study previ-
ously attempted to explore this phenomenon [29], and it was found that the influential
factor comes from a change in grid penetration level. In this chapter, investigation of
the influence of bivariate penetration level in two areas (Area 4 and 5) is conducted to
observe which modes are more influenced by generator speed through analysis of con-
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Figure 5.7: Contour of distributed eigenvalues on S-plane.

tributive factors, the left eigenvector.
The graph presented in Fig. 5.8 indicates the magnitude of the aggregated left eigen-

vector in each area, and explains the non-continuous characteristic of the left eigenvector
according to bivariate changes in penetration level.

Along with the linear change of penetration level in two areas, the eigenvector tends
to change smoothly around 10% of both Areas; but near by the points from 20% and
10% to 25% and 30% in Area 4 and 5 respectively, contribution of generator speed tends
to move non-continuously as in Fig. 5.8.

The graph visually exhibits the tendency of penetration level correlation and implies
that the change of penetration level may result in different settling points due to non-
linear characteristic of system. This tendency is shown in eigenvector and eigenvalue
jumps, although non-linearity cannot shed clear light on the boundary of the transition.

In regard of this, left eigenvectors of the generators only in a coherent area are ag-
gregated, and this calculation of left eigenvector aggregation is denoted in (5.18) and
(5.19). In detail, the magnitude and angle of the eigenvector are separately calculated
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with the coefficients in terms of inertia constant under the assumption of mth electrically
coherent area. These numerical expressions in (5.18) and (5.19) indicate that the larger
number of operating generators and the larger inertia constant have a higher influence
on the left eigenvalue, which is a contributive factor to the modes.

ψj,a = |ψj,a|∠δj,a, ψagg,k,a = |ψagg,k,a|∠δagg,k,a

|ψagg,k,a| =
∑m

j=1|ψj,a|Hjnj(Sj/Sbase)∑m
j=1Hjnj(Sj/Sbase)

(5.18)

|δagg,k,a| =
∑m

j=1|δj,a|Hjnj(Sj/Sbase)∑m
j=1Hjnj(Sj/Sbase)

(5.19)

where ψj,a is the element of left eigenvector between for jth generator speed and ath

eigenvalue, |ψj,a| and δj,a are the magnitude and angle of ψj,a, ψagg,k,a is the element of
the aggregated left eigenvector in kth Area for ath eigenvalue, |ψagg,k,a| and δagg,k,a are the
magnitude and angle of ψagg,k,a, m is the number of generator groups in coherent Area,
n is the number of generators in jth generator group, Sj is the rating of the jth generator
group, Hj is the inertia constant of the jth generator group, and Sbase is the system base
power.

5.6 Analysis of Inertia Constant Impact

5.6.1 Influence of Generator Torque: Controllability Analysis

Our study in this section is to examine the influence of generator power on the mode,
using modal controllability. The left eigenvector observed in the previous section is the
influence of generator speed on modal variables. Mode controllability in [31] indicates
the influence from generator power to modal variables as in Fig. 5.9 which explains
the modal controllability from input (∆P) to modal variable (za) in (5.21); the electri-
cal and mechanical power deviation (∆P) multiplying B matrix components becomes
differential form of rotor angular speed (∆ω̇), and multiplying left eigenvector in this
result becomes differential form of a modal variable (∆ż). The controllability is named
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for this relationship between power deviation (∆P) and modal variable (za) and indi-
cates how much power deviation has an influence on the magnitude and angle of modes.
The major difference between the left eigenvector and controllability arises from the B

matrix. As in (5.20), the B matrix consisting of the inertia constant is multiplied with
the left eigenvector for the controllability calculation in (5.21), which implies that the
decreased inertia constant leads to the increased impact of a power deviation on a mode,
as in (5.20) and (5.21). Accordingly, the aim of our research is to examine and verify the
correlation between inertia constant and controllability in regard to the change of inertia
constant in each case.

B = [b1, b2, · · · bj ]T = [
ω0

2H1
,
ω0

2H2
, · · · ω0

2Hj
]T (5.20)

∆Pj = Pm,j − Pe,j

u = [∆P1,∆P2, · · ·∆Pj ]

B′ = Ψ ·B = [ψ1a, ψ2a, · · ·ψja] · [b1, b2, · · · bj ]T (5.21)

where B is a matrix from (2.6), bj is jth element of B matrix for jth generator, ∆Pj is
power deviation between mechanical and electrical power in jth generator, ∆Pm,j is the
mechanical power of jth generator, ∆Pe,j is the electrical power of jth generator, u is
matrix of input from (2.6), B′ is transformed matrix from (2.13), (2.14), Ψ is the left
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Figure 5.9: Schematic diagram of mode controllability concept
(5.21) and (2.14)
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eigenvector matrix, ψj,a is element of left eigenvector between for jth generator speed
and ath eigenvalue, λa is the ath eigenvalue, za is the ath modal variable.

For aggregation of controllability factors among coherent generators in each area,
the coefficient is placed, based on inertia constant; consequently, the generator group
with higher inertia constant or the larger number of generators has a higher coefficient
and obtains a larger share of controllability, as mathematically represented in (5.22).

b′k = ψk,a · bk =

∑m
j=1 ψj,abjHjnj(Sj/Sbase)∑m

j=1Hjnj(Sj/Sbase)
(5.22)

B′Agg = [b′1, b
′
2, · · · b′k]T

bk = ω0/2HAgg,k

where b′k is modal controllability of kth Area, ψk,a is the element of the aggregated
left eigenvector in kth Area for ath eigenvalue, bk is B matrix element of kth Area from
Aggregated inertia constant in (5.16), and B′ is controllability matrix.

5.6.2 Probabilistic Contribution of Generator Input

As a basic premise, only the inertia constant in Area 4 is changing, which intends to
observe the implication of inertia constant change of specific area based on Table 5.1
and Fig. 5.5. As can be seen in Fig. 5.10, with regard to a least stable interarea mode,
the controllability vectors are stochastically distributed along with the KDE method on
the polar coordinates diagram based on the reference at Area 5.

On this polar diagram, the higher magnitude means that the larger impact is deliv-
ered on an interarea mode despite the identical power deviation; thus, the decrease of
the inertia constant results in increase of generator power influence on a mode associ-
ated with the cases. In addition, opposing degrees between Areas can be explained as
triggering generators oppositely force to each area.

In physical aspect, if interarea oscillation between conventional generators already
exists, occurrence of power deviation from a generator of low inertia constant signif-
icantly accelerates or decelerates the rotational velocity. This amplified deviation of
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Figure 5.10: Probabilistic influence of input on a mode due to inertia constant change;
controllability distribution of each case.

rotational velocity also magnifies the impact on a mode. Furthermore, against the trans-
ferred power from the other area, the area with reduced inertia constant will experience
larger acceleration or deceleration of rotational velocity.

In Fig. 5.10, Areas 2 & 3 and Area 4 have the inter-area oscillations, since it is
located 180 degree against each other. Additionally, Areas 2 and 3, which exhibit no
inertia constant change, are not influenced by inertia constant change in Area 4, while
the inertia constant change in Area 4 has high influence on controllability of Area 4
itself.

Fig. 5.10 indicates that lower inertia constants lead to higher contributions from the
generator input to the modal variable. The case with the highest inertia constant, Case
1, has a smaller contribution of generator change to modal variable, and Case 2, with
a medium inertia constant value, results in an increase in the contribution compared to
Case 1.

In Case 3, the lowest inertia constant among the three cases contributes more gen-
erator change to the mode of interest than other cases. The graph, presenting controlla-
bility, shows that the contribution of generator change to the modal variance gradually
increases when inertia constant decreases. Fig. 5.10 and (5.22) provide stochastic and
theoretical evidence, and considerable insight into the extent to which the change in
inertia constant can influence the mode based on generator input.
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5.7 Summary

This chapter has attempted to describe a stochastic method based on Monte Carlo sim-
ulations to investigate a power system from a small signal perspectives. As a source of
natural characteristics, solar irradiance and wind velocity are assumed to be Gaussian
and Weibull random variables, and then the generation of WTG and PV is calculated
with condition of converter rating restrictions, which may changes the power flow of
the system. As an outcome from those values on the network, three main issues have
been investigated: probabilistic eigenvalue position, non-continuous characteristics that
can be shown at high penetration, and probabilistic contribution of a decrease in inertia
constant. Specifically, the eigenvalue distribution shows the probability of placement on
the S-plane, and the tendency of non-continuous eigenvector change according to pene-
tration level is observed. Last, the probabilistic contribution of a generator in accordance
with inertia constant change in one part of the system is observed through controllability.
As may be ascertained from the above outcomes, the results of this study suggest several
promising applications for stability analysis embracing stochastic natural phenomena
within a power system.
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Chapter 6

Harmonious Integration of Faster
Acting Energy Storage Systems as
Regulation and Reserve Resources
into Grid Ancillary Services

Abstract– The purpose of this chapter is to explain the methodology of handling
State-of-Charge (SOC) and regulating frequency by Energy Storage System (ESS)
and to explore its mathematical description for observing the effects of compensa-
tion ability on power systems. The suggested methodology is formulated on droop
control and SOC feedback (DaSOF) by adding the value of frequency offset con-
sidering SOC on the frequency deviation, which guarantees resiliency of frequency
to be well tuned with existing generators. Throughout this chapter, the mathe-
matical aspects based on the automatic control theory is explored, and analysis of
reactions by means of indications such as initial magnitude, cut-off frequency, and
settling time is also investigated. The response characteristics regarding the change
of parallel installation of ESS and the quantity of energy conservation are exam-
ined through the graphical and numerical indications. The DaSOF method also
strengthens the security to resist the adverse impact of unanticipated excursions
and fluctuations of renewable sources; hence, the effect of DaSOF application on
system for certain contingency and renewable integration to theoretical and prac-
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tical bulk system cases will be explored using DIgSILENT/Power Factory.

6.1 Introduction

Recent research from Sandia National Laboratories through a study for DOE Energy
Storage System (ESS) program [76] reported the multifaceted benefits associated with
the use of electricity ESS for electric-utility-related applications and provided the guide
of benefits and market potential assessment, implying ESS would bring significant tech-
nical and economic facets in the future. In utility perspectives, the evolution of the net-
work paradigm that is currently underway will result in larger needs of services provided
by ESS; besides, the large number of ESS projects have been conducted throughout var-
ious utilities such as PJM [77], NYISO [78], ERCOT [79], KEPCO [80], etc. [81–83];
moreover, FERC recognizes the importance of ESS and enacts the law entitled ‘Order
755’ to encourage ESS installation for the federal utilities [84]. For ESS application
on conventional and practical systems, ESS should have co-operative characteristics not
only with generators but also with ESS itself. Coordination of frequency regulation
by spinning generators is well-constructed in accordance with the order such as iner-
tial response, governor response and Automatic Generation Control (AGC) [35, 85, 86],
thus coordination of ESS into frequency regulation practice has significant importance.
Moreover, low inertia constant due to renewable resources on the existing or upcoming
power system can lead to frequency instability; hence, ESS can be a countermeasure
to reinforce the resiliency of the system frequency. In order to resolve these issues,
the various methods of ESS application have been extensively studied, and the state-
of-the-charge (SOC) feedback attracts scholars’ interests. For instance, droop control
concept based on releasing or absorbing certain value of power is conceptually intro-
duced [87]. Adjustment of the droop set point to be operated as a Load Frequency
Control (LFC) has also been studied [88]. Management of SOC to obtain potential re-
serve by means of penalty functions are described [89]. Adaptively adjusting droop rate
has also been researched for purpose of Vehicle to Grid (V2G) application in consid-
eration of SOC [90, 91]. Micro grid for integrated PV/ESS is explored [92]. DC grid
droop control in purpose of matching SOC is expounded in [93,94], ESS application on
Multi-Terminal HVDC is introduced in [95]. SOC control for Hybrid ESS [96], and hi-
erarchical control of SOC in a DC grid are studied [97]. Several studies have attempted
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to use droop method with SOC feedback [90, 91, 97–99].
However, research on decentralized control and SOC management for power system

coordination of frequency regulation remains in the early stages of development. Thus,
this chapter suggests the methodology in autonomous fashion satisfying three issues
above (decentralized control, SOC management, and coordinated frequency regulation),
and also this chapter offers mathematical expressions and analysis. This chapter is orga-
nized as follows: In Section 6.2, modelling of battery and system network is presented,
Section 6.3 provides the information of droop control, Section 6.4 describes proposed
method, Section 6.5 explains implications and mathematical expressions of proposed
method, Section 6.6 presents the frequency stability in case of ESS application with
suggested method, and Section 6.7 shows the case of renewables integration.

6.2 Modelling

6.2.1 Battery Modelling

Traditionally, the SOC calculation of Li-ion battery is based on the integration of current
[100], [101]. However, the assumption is made as the capacity of ESS can be calculated
by energy, the integration of power in (6.1). This calculation can be derived to the
transfer function in (6.2) to merge ESS into the network.

SOC(t)[%] = SOC0 +
1

E · h

∫ t

t0

PESS(t)dt (6.1)

∆SOC0(s) =
∆PESS(s)
E · h · s

(6.2)

where SOC0 is initial SOC(%), E: the nominal capacity of battery (MWh), h: weighting
factor to change an hour to a second, PESS is battery power (MW), and ∆SOC0 = SOC−
SOC0.
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6.2.2 System Modelling

The frequency stability is directly related to power balance between mechanical and
electrical power in [30, 31]. In this regard, the frequency deviation can be explained as
(6.3), caused by the mismatch of power balance consisting of the factor of inertia and
damping of the load [31]. In this equation, if rotational velocity (ω) is in pu in this
equation, frequency (f ) and rotational velocity (ω) are identical.

df

dt
=

1

2H
(∆P · f0 + D ·∆f) (6.3)

where H is inertia constant, ∆P is mismatch of power, f0 is nominal frequency, D is
damping component, ∆f is deviation of frequency, and all the variables are in pu.

6.3 Droop Control on Generator and ESS

6.3.1 Droop Control on Generator

The purpose of droop control is to share the burden of electrical loads among generators
for frequency regulation. The droop rate (R) in (6.4) denotes that when frequency (∆f )
deviates, generators offer 100% of rated power. Furthermore, the generators with differ-
ent droop rate would provide the different degree of the supporting power according to
the generator droop rates in (6.4).

∆f = ∆P1R1 = ∆P2R2 (6.4)

where ∆f is the deviation of frequency, R1 and R2 are droop rates of generator 1 and 2
respectively, ∆P1 and ∆P2 are the supporting power from generator 1 and 2 due to the
frequency deviation.

6.3.2 Droop Control on ESS without SOC Feedback

∆PESS =
1

R
·∆f (6.5)
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Figure 6.1: Fundamental concept of Droop control in ESS

∆SOC(s)
∆f(s)

=
1

R · E · h · s (6.6)

For the droop control on ESS in Fig. 6.1, inverse droop rate multiplied by frequency
deviation in (6.5) would decide the ESS supporting power, and the response of SOC
would be transformed to the Laplace form as (6.6). If constant frequency deviation
occurs without SOC feedback in (6.6), SOC is gradually increased or decreased in linear
fashion due to the step input (∆f).

6.4 Proposed SOC Management with Droop Control

6.4.1 Numerical Expressions for Methodology

In the proposed method, the frequency offset is placed to be subtracted from frequency
deviation on droop control as can be seen in (6.7) as an input to calculate the power of
ESS. The method with offset is distinguished from normal droop method in Fig. 6.1 and
allows ESS to manage its energy.

When it comes to this equation, the calculation of frequency offset is based on SOC
by multiplying the factor Kf as calculated in (6.8). The meaning of Kf is the alloca-
tion of total operational SOC range (SOCtot) on frequency compensation range from the
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maximum compensation frequency (fofs,max) to the minimum compensation frequency
(fofs,min) in (6.9). The energy of battery (KE) can be also defined as (6.10) to calcu-
late SOC from the power as in (6.2). As consequences, the derivation of numerical
expressions with regards to droop control and SOC feedback (DaSOF) becomes (6.7)
that indicates a key operation.

∆PESS =
1

R
(∆f− fofs) (6.7)

fofs = ∆SOC · Kf (6.8)

Kf = (fofs,max − fofs,min)/SOCtot (6.9)

KE = E · h (6.10)

∆f = f− fn

∆SOC = SOC− SOCcen

where ∆PESS is charging power (to ESS), ∆f can be both frequency deviation and the
reference of frequency offset, fofs is frequency offset, ∆SOC is SOC deviation from
central value, Kf [Hz/%] is the allocation of SOC range to frequency compensation
range, fofs,max is maximum of frequency compensation, fofs,min is minimum of frequency
compensation, SOCtot is SOC control range such as 0 to 100, KE [MWs] is the total
energy of ESS, fn: nominal frequency, f : system frequency, SOC is measured SOC, and
SOCcen is the center of SOC, e.g. 50% when SOCtot is 100%.
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Figure 6.2: Block diagram of proposed DaSOF method in two different perspectives: (a)
frequency offset point of view, (b) SOC feedback point of view.

6.4.2 Transfer Functions for the Methodology

Fig. 6.2 derived from (6.2), (6.7)−(6.10) illustrates the suggested methodology in two
co-related points of the views; (a) frequency offset feedback and (b) SOC feedback.

For the proposed method, the only added part is Kf for SOC feedback in Fig. 6.2(a),
while the 1/R part is existing the droop controller in (6.5), and the KE part is also existing
SOC calculation.

For the calculation of SOC deviation in (6.11), the center of SOC is assigned for
nominal frequency, which implies that when system frequency reaches nominal fre-
quency fn (e.g. 60 Hz), SOC reaches the central value (e.g. 50%), which are linked
through Kf , as can be explained in (6.11).

∆f = (SOCref − SOCcen) · Kf = ∆SOCref · Kf (6.11)
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∆f− fofs = ∆f−∆SOC · Kf (6.12)

∆f− fofs = Kf · (∆SOCref −∆SOC) (6.13)

where fn is nominal frequency, SOCref is SOC reference, and ∆SOCref is deviation of
SOC reference from central SOC.

Fig. 6.2(a) indicates frequency offset (fofs) determined by SOC deviation plays a
feedback role as signal, and frequency deviation (∆f) take a role of the reference.

In this perspective, operation of the controller intends to match frequency offset (fofs)
with frequency deviation (∆f). For instance, if constant frequency deviation occurs,
droop input (∆f− fofs) tries to be zero by changing frequency offset (fofs); consequently,
the power changes as much as ∆P, and then the release or absorption of power change
the SOC (∆SOC). Subsequently, SOC proportionally follows the frequency deviation as
much as Kf according to (6.12).

Fig. 6.2(b) illustrates an block diagram of proposed method in an SOC perspec-
tive. In this figure, frequency deviation determines the SOC reference as (6.11), and
SOC is subtracted from the SOC reference as in (6.13). By multiplying Kf to this value
(∆SOCref − ∆SOC), SOC values are transformed to the difference between frequency
deviation and offset (∆f− fofs) as in (6.13) for the calculation of the ESS power. Conse-
quently, the SOC traces the SOC reference.

This methodology enables SOC to follow the frequency deviation, which indicates
slight frequency deviation results in slight SOC change, and serious frequency deviation
lead to significant SOC change. Slight SOC change intends to support small amounts of
energy to manage SOC for more serious frequency deviation. Therefore, this behaviour
of DaSOF method aims to compromise battery’s limited energy on frequency support.

6.4.3 Operation Behaviour from Methodology

In order to investigate the behaviour of proposed method for solid understanding, the ba-
sic condition in this section is established as constant frequency deviation in the system
input. The characteristics of this method in Fig. 6.3 are briefly explained below.

• All ∆f and ∆SOC can be transformed using Kf (Left and right side of y-axis).
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Figure 6.3: Illustration of proposed DaSOF method; subtracting frequency offset from
frequency deviation.

• The measured system frequency (∆f) is desired value, and SOC reference
(∆SOCref) is calculated by (∆f) using Kf in (6.11).

• SOC determines offset of droop rate (fofs) in (6.8). Thus, fofs follows ∆f, and
∆SOC follows ∆SOCref.

• ESS power is determined on the horizontal line of ∆f.

• ESS power is determined by ∆f−∆fofs and 1/R in (6.7).

• Left y-axis (Measured system freq.) is the reference, right y-axis (SOC) is ESS
internal energy, determining feedback signal (fofs), and ESS power is determined
by the gap between both side of y-axis as in (6.7).

In Fig. 6.3, assumption was made as two ESSs exist with different levels of SOCs
and two examples of constant frequency deviation. In this point, SOCs of ESSs, SOC1

and SOC2, turn into the frequency offsets (fofs,1 and fofs,2) to add it on droop rate. The
relationship between two y-axes (SOC and ∆f) in Fig. 6.3 are closely connected by Kf ,
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since those can be transformed by multiplying or dividing Kf as can be ascertained by
(6.8), (6.11)-(6.13). The occurrences of frequency deviation ∆fα and ∆fβ are linked to
point A and B and the point α and β are connected with fofs,1 and fofs,2. Namely, point A,
B, and C are dependent on external power system, and the point α and β are dependent
on ESS internal system.

For frequency deviation as ∆fα, ESS1 and ESS2 absorb the power as ∆Pα,1 and
∆Pα,2 respectively, which indicates when a grid has excessive power as reflected from
increased frequency, ESS1 with higher level SOC1 absorbs less power ∆Pα,1, and ESS2

with lower SOC (SOC2) absorbs higher power ∆Pα,2, because ESS1 has lower charge-
able energy capacity than ESS2.

The power charge/discharge makes SOC move towards to SOCref; in other words,
fofs (by SOC) moves towards to ∆f; as a consequence, point α and β (by fofs,1 and fofs,2)
are tracking point A (∆fα).

For the frequency deviation as ∆fβ , if the system requires power support as reflected
from decreased frequency, ESS1 with higher energy discharges higher power ∆Pβ,1,
and ESS2 releases less power ∆Pβ,2, because of lower charged energy in ESS2 . In this
operation, both points α and β are tracking point B.

In this sense, as points α and β are close to the point B, the ESS power decreases,
which result in slower movement speed to point B and longer time to reach point B.

Lastly, if the frequency is fluctuating between ∆fα and ∆fβ , the ESS power charges/
discharges depending on the frequency to reduce it.

Generally, a power system has a tendency to recover its frequency through the var-
ious facilities and interconnected systems such as governor, AGC, and Load Frequency
Control (LFC). In this regard, when the power system recovers frequency to the nominal
value, both ESSs in Fig. 6.3 try to charge/ discharge the power to manage SOC to cen-
tral level; for instance, α and β are moving to point C in Fig. 6.3, when power system
recovers the frequency to point C.

6.5 Theoretical Implications by DaSOF Method

This section intends to shed a clearer light on tendencies and behaviours of proposed
method on power system through the mathematical expressions. To lay the theoretical
basis of ESS performance, derived equations and implemented simulations are assumed
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without the communication delay, control performance delay, and time constant scat-
tered around the circuit. In case DaSOF ESS is applied on the network, the block di-
agram of system integrated with ESS can be illustrated as Fig. 6.4 for observation of
frequency characteristics neglecting turbine and governor.

6.5.1 The Response of SOC

One of the considerable advantage of the proposed method is to enhance the analysis
and evaluation capability by means of automatic control theory for the preparation of the
frequency event. In order to efficiently present this method using the transfer function,
the derivation can be initiated with an equation in (6.14) from (6.2), (6.7), and (6.8) to
reach the formulation as (6.15), which indicates that SOC deviates such as first order
filter by input of frequency deviation with DaSOF method. Equation (6.15) is readily
understandable transfer function to take a look at the relation between ∆SOC and ∆f

with block diagram in Fig. 6.2(a).

∆SOC(s) =
1

KE · s
(
1

R
∆f(s)−∆SOC(s) · Kf) (6.14)

∆SOC(s)
∆f(s)

=
1

Kf + RKEs
(6.15)
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Figure 6.4: The block diagram of DaSOF ESS application on the system.
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6.5.2 The Response of Power

From the excursion in consequence of a system condition change, e.g. demand or supply
change, the frequency deviation can be supported by ESS power as much as droop char-
acteristic at the initial point, and gradually reduces supporting power. For the DaSOF
method, the equation of power response can be derived from (6.2), (6.7), and (6.8) to
(6.16), and can be formulated to ESS transfer function as in (6.17), which becomes the
type of high pass filter (HPF), especially the washout filter form with the gain 1/R and
the time constant RKE /Kf.

∆PESS(s) =
1

R
(∆f(s)− ∆PESS

KEs
· Kf) (6.16)

∆PESS(s)

∆f(s)
=

KEs
RESSKEs + Kf

(6.17)

This relation between input and output would allow improving predictability and
analysability to investigate ESS reaction in terms of power response in (6.17).

Initial Value of Frequency with DaSOF ESS

The characteristic of composite regulation in terms of aggregated droop control is in-
troduced in Kundur’s book [31], which can be extended to explain DaSOF ESS applied
system in this section. The initial and final points are intimately linked with composite
droop rate (Req). Right after contingency, initial status of ESS can approximately assume
the Laplace operator goes to infinite; subsequently, transfer function results in inverse
droop rate of ESS, as can be seen in (6.18).

In case distributed DaSOF ESSs can support the frequency of system, initial support
starts with equivalent droop rate of parallel ESSs and generators in combined fashion as
in (6.19). In this sense, equivalent droop rate of ESSs can be calculated by (6.20) such
as parallel impedance calculation, which implies that if the same values of droop rate on
two ESSs are applied in parallel, droop rate becomes half and allows to provide doubled
power from certain frequency deviation.

The implication of frequency deviation supported by both ESSs and generators can

91



be described as in (6.21) with expression of equivalent droop control [31].

∆P(s)
∆f(s)

= lim
s→∞

KEs
RESSKEs + Kf

· s · 1

s
' 1

RESS

(6.18)

Req =
1

( 1
RESS,1

+ · · · 1
RESS,n

) + ( 1
RG,1

+ · · · 1
RG,n

)
(6.19)

RESS,eq =
1

( 1
RESS,1

+ 1
RESS,2

+ · · · 1
RESS,n

) (6.20)

∆f(s) =
1

D + 1/Req
·∆P(s) (6.21)

where Req is equivalent droop rate of ESSs and generators, RESS,eq is equivalent droop
rate of ESSs, RESS,n and RG,n are droop rate of nth ESSs and generators in pu respectively,
and D is load damping component.

Final Value Theorem for Frequency with/without DaSOF ESS

Final value theorem allows for the examination of the final value of the time function by
analysing its Laplace form at s=0 indicated in (6.22), [102].

lim
t→∞

g(t) = lim
s→0

sG(s) (6.22)

where L[g(t)]=G(s), g(t) is a function of time, and G(s) is a function of Laplace forma-
tion.

Total transfer functions of excluding and including ESS in Fig. 6.4 are formulated
into (6.23) and (6.24) respectively.

The power deviation of load is assumed as step function (∆PL(s)/s) as an input
event. As a result, both (6.23) and (6.24) are converged into the same result in (6.25),
when s becomes zero. This result in (6.25) implies that the power support of ESS di-
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minishes in the long term, and only the support of generators remains. Thus, the factor
of ESS does not remain in (6.25), and the characteristics of generators and loads only
remain in (6.25), indicating that deviation of power is highly dependent on generator
droop rate and load damping.

∆fss = lim
s→0

s ·∆P(s)/s
2Hs + D+1/RG

(6.23)

∆fss = lim
s→0

s ·∆P(s)/s
(2Hs+D + 1/RG)+(KEs/(RESSKEs+Kf))

(6.24)

∆f(s) =
1

D+1/RG

·∆P(s) (6.25)

where ∆fss is steady state of frequency deviation, RG is droop rate of generator, H is
inertia constant, D is load damping component, ∆P is deviation of power in pu, RESS is
droop rate of all ESSs, KE [MWs] is the energy of ESS, and Kf [Hz/%] is the coefficient
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Figure 6.5: Net frequency sensitivity for initial and final values of frequency with DaSOF
ESS, composite governor and load characteristics.
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for allocation between SOC and frequency compensation range.

Graphical Description of Initial and Final Point

As indicated in previous two sections, initial and final points of frequency compen-
sated by DaSOF ESS can be calculated by (6.21) and (6.25), and those equations can be
illustrated as Fig. 6.5 based on the analysis method of the net frequency sensitivity in
Kundur’s book [31].

Fig. 6.5 shows the initial compensation is provided by ESS and the generator power
(∆PG + ∆PESS); consequently, the frequency deviates slightly to ∆fG+ESS. On the other
hand, long-term power compensation of ESS is not sufficient due to SOC management,
and only generators provide the power (∆PG) without ESS support. Subsequently, fre-
quency deviation moves to final point in Fig. 6.5. The trajectory from the initial to final
points moves as first order function.

Verification of Initial and Final Point

In this section, the investigation is carried out for three subjects; Case-a: generators only
with governor control that is applied to the other cases as well, Case-b: ESS with droop
only (w/o DaSOF), and Case-c: ESS with DaSOF method under the condition with step
load change at 50 [s].

Under the assumption of the constant load change leading to frequency deviation
(∆f) in Fig. 6.6, ∆SOCref would experience the variation according to frequency devia-
tion (∆f) change. Subsequently, ∆SOC changes as the form of first order low pass filter
(LPF) in (6.15), which exhibits the response with the time constant as RKE/Kf and the
gain as 1/Kf, when the time goes to infinite as can be observed in Fig. 6.6(b) Case-c. This
phenomenon in Fig. 6.6 can be explained as this method considers the limited energy of
ESS, which intends to maintain SOC for slight frequency deviation (∆f) in preparation
of much severer frequency drop.

In Fig. 6.6, after the load change at 50 [s], the frequency drops in short time and re-
mains constantly in Fig. 6.6(a) Case-a by the influence of the droop control by generator
governor.

Case-b illustrates ESS droop control without SOC management and ESS offers con-
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stant power, which leads highly reduced deviation of frequency in Fig. 6.6(a) and con-
stant battery power in Fig. 6.6(c) and linear decrease of SOC in Fig. 6.6(b). However,
ESS with the limited energy exhibits the limited performance duration to support the
power. For instance, when ESS power in Fig. 6.6(c) provides constant power in re-
sponse to frequency deviation, the supporting power make all reserve and SOC run out
as shown in Fig. 6.6(b) Case-b, which indicates ESS cannot achieve sustainable fre-
quency regulation due to the failure of SOC management.

Case-c in Fig. 6.6(c) illustrates the response of the DaSOF ESS power in (6.17)
indicating that the power acts like HPF.

The proposed method in Case-c allows for compromising between frequency devia-
tion and stored energy to pursue both supporting frequency and preserving the potential
supportable energy in ESS for further deviation. After the demand change, the initial
supporting power of the battery equals to the power in Case-b; however, the quantity of
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Figure 6.6: Outline of frequency deviation: Case-a: Without ESS, Case-b: with droop
control, and Case-c: with DaSOF method.
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power gradually becomes zero such as high pass filtered value in Fig. 6.6(c), and the
deviation of SOC also remains constant such as low pass filtered value due to (6.15).

Consequently, the deviation of frequency starts with the full support of the ESS as
Case-b, but finishes without support of the ESS such as Case-a. This operation can be
explained as ESS is managing SOC for the long term.

Such considerations are of particular importance to understand the behaviour of pro-
posed method to compromisingly seek the support of frequency and the conservation of
energy.

6.5.3 The Influence of ESS Size and Droop Rate

In order to investigate ESS performance from given transfer functions at (6.17), the se-
lectable parameters are RESS, KE, and Kf, denoting droop rate, ESS energy, and frequency
compensation range, respectively. Regarding this, the indications of responses in terms
of ESS power, such as cut-off frequency and settling time, are directly associated with
the characteristics of both network frequency and ESS energy management, thus the cut-
off frequency and settling time of the ESS power on the basis of (6.17) are worthwhile
to be explored.

Response Characteristics of DaSOF Condition Change

In this section, the influences of the ESS size change and the droop rate change on both
cut-off frequency and settling time are investigated though three cases by comparing
different ESS sizes (X) and the number of parallel converters (Y). In regard to this, (6.26)
indicates cut-off frequency of ESS transfer function at (6.17), composed of the factors
(RESS, KE, and Kf) with Y and X. The equation (6.27) stands for settling time (5%) from a
calculation method in (6.28) [102], when damping ratio is over 0.69. Table 6.1 presents
gain from (6.5), cut-off frequency from (6.26), and settling time from (6.27) in each case
for different X and Y situations.

fa =
1

2π

∣∣∣ Kf

(RESS/Y)(KE · X)

∣∣∣ (6.26)

ts,ESS =
4.5(RESS/Y)(KE · X)

Kf
(6.27)
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Table 6.1: Response Characterisics of ESS

The Cases X Y
Gain Cut-off Settling

(db) Freq. Time

Case1 Single ESS 1 1
5 7.3683

972
(13.98) e-04

Case2
Two ESS

2 2
10 7.3683

972
in parallel (20) e-04

Case3
Two Times

2 1
5 3.6841

1944
Larger ESS (13.98) e-04

ts =
4.5ζ

ωn
(ζ > 0.69) (6.28)

where fa is cut-off frequency of ESS, Y is the parallel number of ESS, X is total ESS size
compared to single ESS size, ts,ESS is settling time of ESS, ts is settling time to arrive at
settling point within 5%, ζ is damping ratio, and ωn is natural undamped frequency.

Firstly, ‘Single ESS’ in Case 1 stands for indication of comparison consisting of one
ESS and one converter, which gain, cut-off frequency, and settling time are listed in
Table 6.1.

Secondly, in Case 2 for ‘Two ESSs in parallel’, droop rate (R) becomes half of the
original value and gain becomes double according to (6.20). In regards to the usable size
of ESS (KE), it becomes twice of single ESS. As consequences, the cut-off frequency
and settling time are constant, because X/Y is one in (6.26) and (6.27); however, gain
(Y/R) is increased as twice of Case 1 in Table 6.1 owing to the decrease of droop rate in
half by (6.20). In this sense, distributed ESS can independently regulate frequency all
together in decentralized manner for the certain frequency deviation in power system.

Thirdly, ‘Two times larger ESS’, Case 3, indicates the case with double-sized ESS
without the change of droop rate. As a result, the coverage of this case can be extended
to much lower frequency band, because settling time increases as in Table 6.1 and the
ESS, embracing higher energy, can support the power for longer time, although initial
value linked with gain is identical to the Single ESS case.
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Analysis of DaSOF ESS on Bode Plot and Time Domain

Fig. 6.7 and 6.8 compare the three case studies in Table 6.1 using bode plot in Fig. 6.7
and its time response in Fig. 6.8 concerning DaSOF transfer function in (6.17). The
graphs in Fig. 6.7 and 6.8 imply DaSOF method enables ESS to serve as high pass filter,
and the number and size of connection can differ the characteristics of DaSOF ESS.

Compared to Case 1, Case 2 is also undoubtedly bound up with the increase of gain;
therefore, the magnitude of Case 2 increases on the bode plot in Fig. 6.7, and the initial
value is magnified twice of Case 1 on time frame in Fig. 6.8; however, the compensation
frequency range and settling time between Case 1 and 2 can be identical as analysed in
Table 6.1.

The frequency coverage of Case 3 is extended to lower frequency band without the
change of gain in Fig. 6.7. In this regard, on the time domain, the value of Case 3
initializes as that of Case 1 but provides durable support for the longer time and lower
frequency band.
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Figure 6.7: Bode plot of DaSOF transfer function: Case 1: Single ESS, Case 2: Two
ESSs, Case 3: Two times larger ESS.
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Fig. 6.9 displays the interrelationship between KE and R with X and Y to observe
cut-off frequency change in regard to the case studies. Fig. 6.9 attempts to address that
when parallel ESS number (Y) increases (droop rate (R/Y) decreases), cut-off frequency
rises; however, when operational energy of ESS (KE · X) increases, cut-off frequency
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Figure 6.9: Cut-off Frequency in terms of total ESS size (X) and droop rate change (Y)
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decreases according to (6.26). Furthermore, it can be noticed that cut-off frequency
constantly remains where X and Y match.

On the other hand, the tendency of settling time exhibits inversely proportional to
cut-off frequency, thus the higher value of cut-off frequency in Fig. 6.9 converts into
lower value, and the lower value converts into higher value as can be shown in (6.27).

For the parameter selection, It can be considered as Kf can be determined for how
much frequency range ESS covers in (6.9), then initial value of ESS power can be de-
termined with droop rate as in (6.5), and the size of ESS (KE) can be determined for
the duration of energy supply or the coverage of frequency using settling time or cut-off
frequency in (6.27), (6.28), respectively.
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Figure 6.10: Block diagram of system for frequency stability study.

Table 6.2: Parameters for Frequency Stability

Variable H KE RG D Kf KI RESS

Value 5 1.8 0.05 0.01
0.1

20 0.2
/60

Droop rate of ESS is considered with system rating, and frequency and SOC are pu.
(60Hz and 100% respectively)
System base and rating is 1 GW. Single ESS size is 500kWh.
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Table 6.3: The Cases for System in Fig. 6.10

The Control The Number Single System Inertia

Cases Method of ESS ESS Size Constant(H)

Case A - 0 - 5

Case B Droop only 5 500kWh 5

Case C DaSOF 5 500kWh 5

Case D DaSOF 10 500kWh 5

Wind Rating: 200MW with variable Load.
All the parameters are the same as Table 6.2.

6.6 Frequency Stability in Case of DaSOF ESS

For the verification of DaSOF ESS on the power system, the system configuration is
formulated by including Turbine and Governor responses based on the reheat steam
turbine generator model [31] as depicted in Fig. 6.10.

The transfer functions in terms of Governor and Turbine responses are assumed as
(6.29) and (6.30) respectively, which indicates the time delay of valve adjustment in
(6.29) and simplified transfer function for the disturbed values of the turbine power and
control valve position in (6.30).

DaSOF ESS in Fig. 6.10 aims to provide the power (∆PESS) from external power
event in electrical power ∆Pe, which includes fluctuations of renewable generation and
contingencies from load, line, etc.

GGov(s) =
1

1 + sTG
(6.29)

GTur(s) =
1 + sFHPTRH

(1 + sTCH)(1 + sTRH)
(6.30)

Output power and the droop rate of ESS are calculated with the system base as in Table
6.2, and DaSOF ESSs are installed on the system as can be illustrated in Fig. 6.10. The
load event with 0.01 [pu] occurs at 100 [s].
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Advantage of DaSOF method for the system

The efficient and harmonious operation of ESSs for a system should be investigated;
accordingly, the aim of this chapter is to exploit droop control and SOC feedback for
complementary operation with the conventional electric power system.

The benefits of this droop control method are:

• Harmonious operation: Enabling ESS to naturally operate and coordinate with
the existing frequency regulation for reciprocal compensation between generators
and ESSs

• Parallel operation: Providing simultaneous compensation with conventional
generators and other ESSs in network.

• Decentralized control: Controlling ESS for frequency regulation and SOC man-
agement in a decentralized fashion.

• SOC consideration: Determining the quantity of supportable power in consid-
eration of battery SOC.

• LPF of frequency: Smoothing sudden changes of frequency, and increasing
the analysability of the compensable frequency band.

In Fig. 6.12, supporting power from ESS is provided to power system as in left
side of Fig. 6.12, and it supports the frequency regulation with conventional frequency
control devices against the disturbances (RES and Load). This power balance problem
among Load, RES, conventional generation, and ESS is reflected in frequency deviation
(∆f), which works as ESS reference input. For the ESS internal procedure in right side
of Fig. 6.12, supporting power change the SOC and fofs, which follows ∆f.

The role of ESS is to assist FR in considering the condition of system and device
against perturbation from the generation, RES, and load as in Fig. 6.12, which make
generator and ESS operates complementarily and harmoniously.

In this regard, the small size ESS compared to the system does not have a huge
influence on the system side, and SOC would experience the significant change due to
the compensation of frequency conducted almost only by generators. However, if the
huge number of ESS installed in parallel, and if total ESS reserve is large capacity, the
compensation of total ESS would have a significant influence on the system frequency,
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and deviation of frequency ∆f would be decreased. As a result, since the change of
fofs,ref (∆f) would not be significant, the change of SOC and fofs would be decreased as
well.

6.6.1 Frequency Coordination with Conventional System

A reduced number of conventional generators would be the root of two problems in terms
of frequency regulation: reducing the inertial energy and lowering the aggregated droop
slope of the system. Both problems are located in the primary response, the fastest time
domain in the frequency control sequence in Fig. 6.13. The role of each ESS within the
existing frequency compensation procedure should be clearly defined for well-balanced
ancillary service provision under high penetration.

The following role of ESS was suggested for existing FR.
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Figure 6.12: An overall picture of the proposed approach description.
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• Primary control: The static reserve (ESS) supports inertial energy and governor
control.

• Secondary control: Generators take charge of frequency recovery; subsequently,
the ESS recovers SOC.

Mutual compensation between conventional generators and ESS can be enabled with
this method. Its characteristics as a high pass filter allow ESS to be placed in primary
reserve, and the re-dispatch and AGC action of generators are responsible for eliminat-
ing a steady state error of frequency; meanwhile, frequency recovery leads to the SOC
recovery of the ESS.

Therefore, the ESS operation melts into the frequency regulation of the conventional
system, enabling complementary operation.

6.6.2 Frequency Control with Governor System

The study outcome to be presented in this section has assumed that conventional gener-
ation units regulate the frequency with governor.
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Figure 6.13: Coordinated operation of the energy sources: Multiple values from the ESS
along a time line.
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The Influence of ESS Numbers

In order to figure out the differences among ESS installation numbers, It is intended to
increase the number of ESS, resulting in the increase of both X and Y on (6.26) and
(6.27).

Apart from previous cases in Fig. 6.3 where assumption is made as frequency de-
viation is constant value, practically system frequency would not experience constant
frequency deviation due to the influence of ESS compensation. Moreover, the increase
of ESS numbers leads to increased initial power support by ESS, and the system would
receive the increased power support at the beginning. Thus, the increased number of
ESS tends to reduce the grid frequency deviation right after contingency.

In ESS point of view, the initial power and supporting duration due to the input of
ESS which is system frequency compensated by ESS itself in Fig. 6.14(a) have the
differences among the cases of ESS number change. Basically, the cut-off frequency
and time constant of ESS do not experience the change, since the multiplication between
the total energy of ESS (KE) and droop rate (R) in (6.26) and (6.27) remains constant.
However, the differences between the cases are coming from different level of ESS input
frequency deviation, and it leads the change of ESS power and SOC. In short, when the
contingency happens, the higher number of ESSs supports higher power for the system,
and for this reason, the frequency deviation decreases. Therefore, due to the decreased
frequency deviation meaning decreased ESS input value, the SOC and power from the
larger number of ESSs changes less then that of the lower number of ESSs.

Fig. 6.14 for the comparison of one, five, and ten ESSs in parallel illuminates the fact
that the supporting power from the plural ESSs reduces frequency deviation in short term
and changes settling time in long term as the number of ESS increases in Fig. 6.14(a)
as aforementioned. The initial power from each ESS in short term of Fig. 6.14(b)
is reduced as ESS number increases and its responses have differences in long term.
Because of these different power responses, the trajectories of SOC have also differences
in responses, and the steady state values of SOC are based on (6.25) in long term of
Fig. 6.14(c). The result in this section indicates the larger number of ESS connected in
parallel manner can be effective for the short term frequency stability, as the fleet of ESS
all together provides high power.
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The Influence of ESS Size

When ESS size (KE) increases without droop rate (R) change, the initial power support
regarding droop rate is not influenced, as initial power depends only on (1/R). The rise
of ESS size (KE) results in the the change of response characteristics; the decreases of
cut-off frequency as in (6.26), and the increases of settling time as in (6.27).

Observe in Fig. 6.15(a) that initial responses of frequency are identical in short term
and the decaying characteristics in long term exhibit different tendency, which implies
that the supporting powers are equally initiated due to droop rate. However, supporting
duration and its cut-off frequency become different due to ESS size, as can be shown
in Fig. 6.15(b). Additionally, the SOC change has also different characteristics in Fig.
6.15(c).

6.6.3 Coordination with Load Frequency Control

ESS and Generator can cooperate with each other to complementarily cover drawbacks
of the others and to offer mutual compensations, because the inborn characteristics of
ESS can be defined as limited energy and faster action, while that of generator can be
defined as unceasing energy and slower action.

More precisely, the operation of Load Frequency Control (LFC) drives system fre-
quency to become nominal value, and it provides enormous energy within few minutes
to match the balance between consumption and generation. On the other hand, when
system frequency returns to nominal value (fn), ESS recovers the central SOC (SOCcen)
after providing ancillary service within few second, as noted in Fig. 6.2(b) and Fig. 6.3.

Namely, for the second frame, ESS takes the responsibility of the ancillary service
to support governor action, and for minute frame, the generator takes the responsibility
of the ancillary service through LFC, where ESS should launch energy management,
thus DaSOF method can be explained as negative LFC. Fig. 6.16 presents harmonious
operation between ESSs and generators installed with parallel ESS with LFC control
based on Fig. 6.10. The fleet of ESSs supports the power for short term in Fig. 6.16(b)
and lessens frequency deviation in Fig. 6.16(a), and for the longer term, the operation of
LFC is carried out to recover frequency to nominal value and the DaSOF ESS method
manages its energy by adjusting SOC to central value in Fig. 6.16(c) as explained in Fig.
6.2.
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Figure 6.16: Coordinated frequency regulation with increased number of ESS: w/o ESS,
Single ESS, Five times larger size (TLS) ESS, and Ten times larger size (TLS) ESS.
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6.7 Efficacy in Renewable Integrated System

The fluctuation of renewables in small sized network critically affects the frequency
stability, especially in reduced inertia constant generation system. This chapter aims to
observe how much DaSOF method reduces frequency fluctuation and manages its energy
compared to No-ESS case and droop only case.

6.7.1 System Configuration and Parameters

The case studies are organized as in Table 6.3; Case A: No-ESS, Case B: ESS with
droop only (w/o DaSOF method), Case C: five DaSOF ESSs, and Case D: ten DaSOF
ESSs. All of the parameters regarding the inertia constant of the system and the size of
ESS are equal. Owing to the uncertainty of renewables, the variation of total generation
is the inevitable facts; consequently, rapid fluctuation of generation shakes the network
frequency as can be seen in Fig. 6.11(a).

6.7.2 The Results of DaSOF Application on Renewable Source Integration
Case

Against the backdrop above, ESS can resolve the insecure behaviour as in Fig. 6.11, pre-
senting that the operation of Case C and D manages SOC to confine energy in operation
range around 50% in Fig. 6.11(b), and supports power to reduce frequency deviation in
Fig. 6.11(a), while Case B compensates the higher power than the cases of DaSOF ESS
in Fig. 6.11(b) but shows unstable operation trajectory of SOC by integrating the error
of SOC and goes to 0% of SOC in Fig. 6.11(c).

It can be noticed that even though the frequency trajectory between Case B and C in
Fig. 6.11(a) is nearly identical, the SOC behaviour in 6.11(c) is totally different, which
indicates DaSOF ESS effective way to manage SOC.

6.8 Effect on A Highly Penetrated Bulk System

6.8.1 Simulation Environments

On the basis of the Australian Future Grid Scenario [23,24], the highly complex system
is designed, as can be seen in Fig. 6.17. In this system, most of Concentrating Solar
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Figure 6.17: The 14 Generator Model (Simplified Australian System) based on the Aus-
tralian Future Grid Scenario
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thermal power Plant (CSP) is located in central area of Australia, and WPPs are spread
along the sea especially in the south of Australia.

Under the circumstance with fewer conventional generators, the inertia constant of
the network can be reduced, and the increase of penetration level may increase the vul-
nerability of frequency stability. Aggregated inertia constants within coherent generation
areas can be calculated through (6.31). As frequency is a global problem, widely spread
ESS can enhance conventional system performance.

Htot =

ngen∑
i=1

Hini
Si
Sbase

(6.31)

where ngen: the number of generators, ni: the number of the ith generator, Si: the rating
of the ith generator; Hi: the inertia constant of the ith generator; and Sbase: the base of the
system.

6.8.2 Generator Trip

When frequency deviation occurs due to an unexpected generator trip as marked in Fig.
6.17. Case 1 in Fig. 6.18 shows the frequency deviates almost 0.1 Hz; however, the
reduced system inertia constant indicated in Table 6.4 makes the system highly vulnera-
ble: frequency deviation in the same contingency case is highly affected, almost 0.7 Hz
in Fig. 6.18.

Table 6.4: System Condition for Bulk System
Case 1 Case 2 Case 3

Generation of
22,212.9 MW 13,984.7 MW 13,984.7 MW

Conventional Units
Generation of

0MW 8,230MW 8,230MW
RES Units

Inertia Constant(s)
93.01 s 56.01 s 56.01 s

(Sbase:1GW)
Penetration level (%) 0 32.18 32.18
Static Reserve (ESS) - - 220 MW
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As a counterpart of this phenomenon, widely spread ESSs for frequency regulation
are adopted to assist frequency regulation; as a result, the frequency profile is consider-
ably improved but shows a delayed tendency because of ESS support during the short
term and ESS SOC recovery during the long term.
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Figure 6.18: Single generator trip case in 14 Generator Model

114



6.8.3 Renewable Integration

In the renewable fluctuation case, the Photovoltaic (PV) and WPP data are applied to
the system as in Fig. 6.19(a) and (b), and the extremely uncertain characteristics of
RES raise an imbalance between production and demand. As a consequence, it causes
a frequency fluctuation problem; moreover, the reduced inertia constant can deteriorate
the existing problem.
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Figure 6.19: Renewable fluctuation case on 14 Generator Model: (a) PV power (b) Wind
power, and (c) System frequency
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Figure 6.20: Frequency data profile and its Gaussian distribution graph for Case 2 and
Case 3.

The governor and AGC action have relatively longer time delay and longer time
constant than ESS operation; furthermore, the most influential factor is located in the
faster time frame as explained earlier with Fig. 6.13. The system frequency with and
without ESS is presented in Fig. 6.19(c). The contribution of ESS in Fig. 6.19(c)
provides evidence of the explanation, which shows the ESS eliminates and takes charge
of the high frequency band.

The frequency distribution of the collected data from Fig. 6.19(c) is illustrated in
Fig. 6.20 for Case 2 and 3. In both cases, the data of the frequency concentrate on the
nominal frequency, as mean values are nearly 50 Hz; nonetheless, the Case 2 shows an
obviously wider distribution of frequency than that of Case 3.

The curve fitting of the Gaussian distribution based on (6.32) indicates that the den-
sity around the nominal frequency of Case 3 is higher than that of Case 2 thereby demon-
strating the effectiveness of the proposed method. Most importantly, frequency deviation
is nearly two times smaller according to the standard deviation in (6.33).

f(x, µ, σ) =
1

σ
√

2π
exp[
−(x− µ)2

2σ2
] (6.32)

σ =

√
n
∑
x2i − (

∑
xi)2

n(n− 1)
(6.33)

where σ: standard deviation, µ: mean value, n: the number of data points, and x: data.
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6.9 Summary

This chapter has attempted to sketch out novel methodology of frequency regulation
purposed ESS enabling parallel operation with droop control method and the SOC man-
agement. This chapter provides a stepping-stone for developing mathematical theories
and its analysis of method. Furthermore, the suggested analysis has strengthened theo-
retical basis using response indications and has examined the effects of size and parallel
numbers of ESS. In the aspect of power system operation, the implications of ESS on
governor system with droop and LFC operation cases have been investigated and it is
tried to take a look into influences of ESS on the frequency fluctuating system due to re-
newable sources. The efficacy of the method in a practical bulk system underpins various
analytical and theoretical foundations. As may be ascertained from the evidence above,
this method facilitates ESS to manage SOC, to compensate frequency, to harmoniously
operate with coordination of existing frequency regulation in several circumstances.

The results of the study may lead to various promising applications for future re-
search and application.
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Chapter 7

Bifunctional Methodology
Maximizing EV Capability to
Arrange for Ancillary Service on
Frequency Coordination

Abstract– This chapter unveils a V2G methodology of EV which is able to perform
charging and frequency regulation together. This methodology combines Smart
Charging method with Droop control and SOC Feedback (DaSOF) method to ex-
hibit bifunctionality in regard to charging EV and providing ancillary service. This
method can extract the benefits of DaSOF to execute decentralized parallel opera-
tion, filtering frequency, and harmonious operation with frequency control coordi-
nation. the phenomenon of the proposed charging method with transfer functions
and state-space models on the basis of automatic control theory is also scrutinized.
The feasibility of this method is verified on practical mid-sized island system to in-
vestigate efficacy of charging/non-charging status and harmoniousness with other
generating units. The outcomes indicates the V2G service by EV compensation fil-
ters out the high frequency component without huge influence of charging status.
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7.1 Introduction

In regards to renewable sources embracing inherent variability and intermittency, some
of the scholarly work has found that the possibility exists for renewable sources to en-
danger power system resiliency, and the growing concerns towards the high penetration
level and reduced inertia constant inspire the scholars to conduct research concerning
the way of alleviation of the facing problems.

Against this backdrop, ESS and Electric Vehicle (EV) are anticipating the emer-
gence of the equipment to resolve these technical issues for grid modernization, as
EV is promising methods of future transportation, expected to take large portion of
vehicle market share and to geographically and widely spread around the power net-
work [28], [29]. Subsequently, the academic efforts regarding EV have been widely
rising through extensive studies and publications, and the countless research suggests
and develops the methods of EV operation aiming at compensation of frequency as a
supplementary frequency regulation. For instance, autonomous control of Vehicle to
Grid (V2G) for frequency support with SOC balance [91] and decentralized V2G con-
trol considering charging demands from EVs [90] are studied. A tuning method of ESS
controller is suggested for robust Load Frequency Control (LFC) under highly pene-
trated system [103]. The frequency regulation method with data acquisition via limited
communication for Plug-in Electric Vehicle (PEV) is investigated [104]. A method that
aggregator coordinates EV communication with AGC system is suggested [99]. EV sta-
bilization for frequency support of Microgrid using Multiple Model Predictive Control
is researched [105]. Regarding V2G issues, the review of V2G on distribution system is
extensively executed [106]. Energy Storage System (ESS) is also emerging equipment
for the future to stabilize power system in case of the increase of penetration level.

This chapter suggests the new method, a combination of two previous methods, to
exploit both capabilities of previously introduced Droop control and SOC Feedback (Da-
SOF) method onto Smart Charging method. The suggested method intends to take both
advantages, enabling EV to harmoniously mitigate the frequency deviations with previ-
ously established frequency coordination while charging.

The rest of the chapter organized as follows: Section 7.2 introduces previous study,
and Section 7.3 sheds light on proposed method. In Section 7.5, proposed method is
verified on Jeju Island and its effectiveness is indicated in Section 7.6. The chapter is
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Figure 7.1: Smart Charging Method.

concluded in last of the chapter in Section 7.7.

7.2 Existing V2G and ESS Control Method

7.2.1 Smart Charging Method

The Smart Charging method attracts scholars attention after the first introduction in [91],
which illuminates V2G methodology to protect frequency instability against intermit-
tency of renewable resources in use of EVs and PHEVs.

Conceptually, in case contingency happens and frequency deviation takes place, EV
can provide ancillary service proportional to the droop rate during the time when EV is
charging the power as can be observed in Fig. 7.1. Namely, the quantity of charging
power decreases or increases during the charging status, for the time frequency deviates.

This previous research also presents the SOC management scheme named Battery
SOC balance control by inclining droop slope; however, the proposed method in this
chapter places dissimilar scheme using an offset concept to manage SOC, which can be
formed into transfer function.

7.2.2 Droop control and SOC Feedback Method

The DaSOF method was invented for the management of SOC by means of droop control
for purpose of the ESS frequency regulation in Fig. 7.2.
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The transfer function of DaSOF in (7.1) can be derived from (6.6)-(6.8), denoting
the power of ESS theoretically responds as the type of high pass filter. This transfer
function can be reformulated to the state space model as can be observed in (7.2), which
would be the stepping-stone for the state-space model of the bifunctional EV operation
methodology in following sections.

∆PESS(s)

∆f(s)
=

KEs
RESSKEs + Kf

(7.1)

Ẋ(s) = −
Kf

KER
· X(s) + U(s)

Y(s) = −
Kf

KER2 · X(s) +
1

R
· U(s)

(7.2)

where X(s) is the state, U(s) is the input and Y(s) is the output of state space matrix.
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Figure 7.2: Droop control and SOC feedback method.
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Figure 7.3: Proposed DaSOF-Smart Charging method.

7.3 Proposed DaSOF-Smart Charging for EV

Apart from the previous research that introduces managing SOC by inclining droop rate
in [91], this method manages SOC with fofs and charges EV by linear change of SOC.
The distinct advantage of this method is to enhance the analysability of ESS system and
its output through the transfer function and state space matrix.

7.3.1 Operation Methodology

Operation at Contingency Condition

The basic principles of DaSOF-Smart Charging method posses the capability of both
charging the power to EV and supporting the grid for the frequency deviation in accor-
dance with droop rate during the charging state.

Fig. 7.3 sheds light on the suggested DaSOF-Smart Charging method with the com-
bination of Fig. 7.1 and Fig. 7.2, and in this figure, x-axis presents the charging power
of ESS and y-axis represents two factors; SOC and the frequency.

This method can be characterized as both Pofs and fofs in combined fashion, which
enables the energy on the battery to be filled in conjunction with the management of
SOC considering frequency depth simultaneously. The green mark in Fig.3 manifests
the central point (CP) of the droop rate and can serve as a meaningful indication of this
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method.
When this method initiates, the CP shifts to right side of x-axis for EV charging,

and y-axis is determined by SOC level of the EV battery based on the y-axis on the
left as much as the distance between SOC reference and current SOC. Furthermore, the
reference of the SOC corresponds to frequency deviation in y-axis on the left, and fofs

calculated by current SOC is designed to follow frequency deviation.
Observe Fig. 7.3 that SOC2 determines the fofs2 (y-axis of CP) and the charging

power for the EV exists as Pofsγ . If frequency deviation happens as ∆fγ , ESS decreases
the power as Pγ , and after the contingency situation, ESS supports the system as the
moment of contingency would be relatively short compared to charging. Explicitly, the
SOC level of the battery determines y-axis of CP and measured frequency determines
the power of the battery in Fig.3.

EV Charging Principles

The case in Fig. 7.4 exhibits EV charging principle for the steady state without the
contingency, and it is assumed as initial SOC settles down to SOC3. If initial CP is
located in point A (SOC3) and EV charges as much as Pofs, point A moves up to point B.

In this moment of charging, the command of EV charging power is maintained con-
stantly as much as Pev,ref as can be presented in (7.3); consequently, the movement of
point A to B, the change of SOCev,ref, rises linearly in Fig. 7.4.

In this sense, the position of nominal frequency in y-axis is sliding as in Fig. 7.4
and this can be explained in (7.4) denoting that ∆f = 0 becomes SOCFR,ref = 0, while
SOCref constantly escalates due to linearly rising SOCev,ref and constant Pev,ref, although
frequency deviation ∆f equals zero. Thus, the value of y-axis on the right for SOC is
fixed and SOCev,ref value itself rises, when the value of y-axis on the left ∆f = 0 is sliding
up.

The charging power signal Pev,ref is changed to SOC reference signal SOCev,ref in
(7.4) and EV charging offset signal for fchrg. The fchrg plays a charging reference role as
indicated in Fig. 7.5 and (7.5), as fchrg+∆f becomes fref.

Subsequently, fref is followed by fofs, and the deviation between fref and fofs propor-
tional to the inverse droop rate turns into the EV power Pev , which becomes a constant
value, when frequency deviation is zero as aforementioned.
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SOCev,ref =
1

KEs
Pev,ref =

1

KEs
(Pev,C-ref + Kp∆f) (7.3)

SOCref = SOCev,ref + SOCFR,ref =
1

KEs
Pev,ref +

1

Kf
∆f (7.4)

∆PESS =
1

R
(∆fref − fofs), (∆fref = ∆f + fchrg) (7.5)

∆fchrg = Kf · SOCev,ref =
Kf

KEs
· Pev,ref(s) (7.6)

where SOCev,ref is EV SOC reference, Pev,ref is EV power reference considering fre-
quency deviation, Pev,C-ref is constant EV power reference, Kp is the factor to change the
power reference during the frequency deviation, SOCFR,ref is SOC for frequency regula-
tion without considering EV charging signal, and fchrg is frequency offset reference for
EV charging.

7.3.2 Block Diagram of DaSOF-Smart Charging Method

Fig. 7.5 indicates the block diagram of the method, and the two equivalent block dia-
grams is illustrated in Fig. 7.5(a), (b) to be readily understandable. Fig. 7.5(a) focused
and based on the left y-axis (frequency) in Fig. 7.3. This method assists to easily under-
stand DaSOF method side and the function of droop rate, which can be explained as the
output power is calculated by multiplying inverse droop rate with subtracted value from
fref to fofs. Fig. 7.5(b) is depicted to assist understanding of the charging principles to
express how ramp input SOCev,ref functions in this methodology.

This block diagram consists of two inputs and one output noticeably; hence, it can be
defined as Multiple Input Single Output (MISO) type, and each input has its own mean-
ing as below. The first input from Pev,ref represented as constant value, and integration of
Pev,ref value is changed to an energy concept. That is to say, constant injection of power

125



X
G

+
+

Z
G

Y

(a)

G
X

+
+

Z Y

(b)

G

Figure 7.6: Basic rule of equivalent transfer function

to fill up the battery of EV is reflected into linearly rising SOC, which is an indication of
energy. The second input, frequency deviation, aims to compensate frequency deviation
and fluctuation by response only for high frequency band.

During the contingency, SOCev,ref constantly and linearly increases due to constant
Pev,C-ref whether frequency deviates or not; thus, after the contingency, the quantity of the
EV power is little bit higher than set up value to follow up the SOCev,ref. For this reason,
Kp is to reduce or increase the power reference Pev,ref when frequency deviation happens.
The advantage of Kp=0 is to match the charging-time, and SOC is tracking the linear in-
creasing SOCev,ref with higher charge of Pev; however, when Kp has a high value, the EV
participates in ancillary service more actively, because Pev,ref itself decreases or increases
to prevent the linear increase of SOCev,ref, depending on the frequency deviation.

7.3.3 Numerical Expressions of the Method

As this method is the type of MISO, it can be transformed to transfer function. In order
to conduct the transformation, DaSOF part can be divided to the side of ∆f and ∆fchrg

as indicated as (7.7).

PESS(s) =
KEs

RESSKEs + Kf
·∆f(s) +

KEs
RESSKEs + Kf

·∆fchrg (7.7)

This transfer function can be developed to state space model in (7.8) on the basis of
(7.2), which is added by both terms of transfer functions, frequency deviation side ∆f

and EV charging power Pev,ref in (7.7). This method allows for increasing the capability
of analysis when EV applied on the power system.
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 ẋ1(s)

ẋ2(s)

=

− Kf
KER 0

0 − Kf
KER

 x1(s)

x2(s)

+

 1 0

Kp 1

Pref(s)

∆f(s)



PESS(s)=
[

Kf
KER − Kf

KER2

] x1(s)

x2(s)

+
[

0 1
R

]Pref(s)

∆f(s)

 (7.8)

The response from EV charging reference Pev,ref to EV charging PESS becomes such
as first order filtered output as can be expressed in (7.9). In case the EV charging ref-
erence changes into ramp input based on (7.3), the response from the input SOCev,ref to
Pev can be expressed as (7.10), and steady state error in this transfer function may exist.
According to the control theory, if the input is defined as in (7.11), steady state error can
be defined as (7.12), and It can be noticed as the relation of SOC (7.10) has steady state
error.

∆PESS(s)

∆Pev,ref(s)
=

Kf

RKEs + Kf
(7.9)

∆PESS(s)

∆SOCev,chrg(s)
=

KfKEs

RKEs + Kf
(7.10)

r(t) = A · t · u(t), R(s) =
A
s2

(7.11)

ess(s) = A/(lim
s→0

s · [G(s)] · R(s)) (7.12)

7.3.4 Verification of EV Charging Theorem

This chapter intends to verify our theory with regards to linear change of SOC refer-
ence, first order characteristic for power charging, HPF characteristic against frequency
deviation, and steady-state error of SOC with the three cases.

Fundamentally, when inertial energy and governor control of generator support the
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Table 7.1: The Cases for Performance Verification

The Cases

Case A DaSOF only
Case B DaSOF-Smart Charging
Case C No EV

power against the frequency deviation, both DaSOF EV (fully charged) and DaSOF-
Smart Charging EV with 20kWh size assist the ancillary service. Afterwards, while
AGC recovers the frequency, EV also recovers SOC and starts charging.

In this system, the underlying assumption is established as the power system operates
with Load Frequency Control (LFC), which can maximize the functionality of DaSOF.
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Figure 7.7: Charging graph of DaSOF-Smart Charging method and reaction of contin-
gency; (a) SOC (b) Power
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Case A in Table 7.1 intends to observe the functionality of non-charging EV, only sup-
porting the grid and maintaining predetermined SOC value in this method. Case B aims
to verify the theory of steady state error and to observe EV support of charging EV.
Case C is to compare the system change without EV.

When EV initiates the charging at 0 [s] as can be shown in Fig. 7.7(a), the SOC
reference of the charging increases gradually and lead to steady state error compared to
the real SOC as aforementioned in (7.10)-(7.12).

According to (7.9), the trajectory of EV power in Fig. 7.7(b) exhibits filtered value to
follow the power reference. The temporary mismatch between the power reference and
the power injection leads to steady state error of SOC. As can be shown in Fig. 7.7(a)
Case B, SOC reference increases linearly, and the SOC value follows it with the steady
state error due to the slow response of the power as in Fig. 7.7(b) Case B.

If frequency deviation occurs, the SOCref is temporarily decreased, and EV releases
the supporting power. Fig. 7.7(a),(b) indicates that a contingency takes place at 30
[min], and the reference of SOC sharply drops to release the power. The discharging
time corresponds only to relatively short few minutes; thus, SOC does not experience
severe drop as low as SOC reference.

Fig. 7.8 illustrates the frequency trajectory of three case studies, which presents
the compensated frequency (Case A,B) and uncompensated frequency (Case C) shows
stark differences. In this figure, the compensation between Case A and B bears remark-
able similarity and overlaps each other, which implies the operation of AGC corrects
frequency to be nominal value before the occurrence of contingency, and the supplying
power of EV from the initial value analogizes with each other.
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7.3.5 Results of Charging Principles

The constant charging trajectory on the SOC-Power domain such as Fig. 7.3 and Fig.
7.4 can be presented as Fig. 7.9 without contingency, which indicates trajectory of the
charging reference EV as green indication rises constantly up from 50% to 100%. The
measured trajectory of the charging EV, as red indication from the 0kW to 10kW like a
form of first order filter such as a shape of a bowl. When SOC reaches 100 [%], it goes
back to idle state; meanwhile, Power and SOC trajectory linearly changes as both tracks
such as first order filter.

Under the contingency case in Fig. 7.10 , the process from start to finish has sig-
nificant similarity to the case in Fig. 7.9, but when the frequency drop happens, SOC
reference plummets and EV discharges. After this moment, generators recover the fre-
quency through the LFC in accordance with frequency control sequence; hence, the
recovery action of SOC is achieved, and supporting power turns into charging power.
After the contingency recovery, if Kp=0, this method allows charging slightly higher
power to meet the charging time.

7.4 The Charging Time

As a result of previous chapter, the time delay of power and the steady state error of SOC
result in the unpunctuality of the charging time. Thus, this chapter intends to provide a
guideline to charge the energy right on time with this method.
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Figure 7.9: Trajectory of DaSOF Smart Charging without contingency
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Figure 7.10: Trajectory of DaSOF Smart Charging with contingency

The EV charging rate will be discussed with C-rate, which defined as the current-rate
with a unit [C], which is able to charge a battery for an hour, for instance 0.5 [C] can
fully charge in 2 hours, and 2 [C] charging spends 30 mins for the full charging. In terms
of this, C-rate is expressed as α which is approximated as power in pu.

7.4.1 The Response of a Square Wave Pulse

Fig. 7.11 indicates square wave as an input (Pref) and its output of 1st order LPF (PESS).
In this regard, equation (7.13) indicates mathematical expressions of power trajectory
for the square wave change of reference power in each time slot. If we assume the pulse
reference charges as much as α during the time T as in Fig. 7.11, the actual power (PESS)
follows it such as 1st order filtered output such as second line of (7.13). After the time T,
in case power reference drops to 0 in Fig. 7.11, PESS gradually diminished to 0 as third

0 T

 = PESS,pu
Pref

Pess

t

C-rate = Ppu

Figure 7.11: The response of a square wave type reference
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line of (7.13).

PESS,pu(t) =


0 t < 0

α(1− e−t/τ ) 0 < t < T

α(1− e−t/τ )e−(t−T)/τ T < t

(7.13)

where α is the value of C-rate, τ is the time constant, T is time duration of reference,
and t is the time.

7.4.2 The Charging Time of the Normal Charger

Equation (7.14) is the relation of C-rate (α), charging time (Tchr), and chargeable SOC
(%SOC). %SOC indicates remaining capacity, calculated as dividing fully charged SOC
(100%) from the value of remaining SOC as indicated as (7.15).

The calculation of time in regards to C-rate is with the hour unit, and Tchr presents
the charging time in second unit, which is changed to hour unit by dividing h as in (7.14).

With (7.14), if C-rate and %SOC are given, the charging time Tchr can be calculated;
otherwise, if %SOC and Tchr are given, C-rate can be calculated. For instance, %SOC

and Tchr equal 0.5 and 3600 respectively, α can be 0.5 [C] for the 1 hour charging.

%SOC · 1

α
=

Tchr

h
(7.14)

%SOC =
SOCfull − SOCini

SOCfull
(7.15)

where SOCfull = 100%, %SOC is the rate of chargeable capacity, α is the value of
C-rate, SOCini is the value of SOC before charging, and Tchr is charging time.

7.4.3 The Charging Time of This Method

In proposed DaSOF-Smart Charging Method, since the response of power charges as
low pass filtered, settling time of delayed power should be included in charging time.

As indicated in Fig. 7.7, when SOC reference reaches to 100%, SOC cannot be fully
charged due to the steady state error; meanwhile, power reference becomes 0, and the
power gradually decreases until SOC becomes 100%. In this regard, the charging time

132



Table 7.2: The Cases for Performance Verification
The Cases

Case α Normal Charging

Case β Charging considering Time Delay

Table 7.3: Parameters of DaSOF Smart Charging EV

Variable KE R Kf SOCini SOCfull h Tchr

Value 18 0.05 0.1/60 50 100 3600 3600

is delayed as much as gradually decreasing power, which is after 60 [min] in Fig. 7.7.
So, this time should be included in the charging time.

Regarding this, to charge ESS right on time, the C-rate should be higher value than
normal charging to include the delayed time into charging time, as actual SOC is to
become 100%.

ts =
4.5ζ

ωn
=

4.5RKE

Kf
(ζ > 0.69) (7.16)

%SOC · 1

α
= (Tchr −

4.5RKE

Kf
)/h (7.17)

α = Pref,pu =
%SOC

(Tchr −
4.5RKE

Kf
)/h

(7.18)

where ζ is damping ratio, ωn is angular velocity of natural characteristics, SOCss =

SOCref − SOC, h is the coefficient to change the unit from seconds to hours (i.e. h =
3600).

First, settling time can be calculated as in (7.16) as the 1st order filter has damping
ratio equal to 1, and settling time can be approximated as (7.16) based on [102].

Therefore, charging time without settling time can be decreased with the increase
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Figure 7.12: The increased charging rate to charge right on time ; (a) Power in pu or
C-rate; (b) SOC (c) Charging signal

of C-rate . Tchr in (7.14) is reduced as much as the result in (7.16); thus, the time part
can be changed to Tchr − ts as in (7.17). This equation (7.17) is derived for the value
of C-rate in increased manner as in (7.18). For the verification of our theory in (7.18),
we establish the case studies as in Table 7.2. Fig. 7.12 shows the result of Case studies;
Case α is with normal charging demand and without the increase of C-rate; Case β is
with proposed charging reference including the increased C-rate.

Case α intends to charge 0.5 [c] to increase 50% of SOC in 60 [min] without con-
sidering the time delay based on (7.14), and Case β is to charge 60 [min] right on time
including the time delay based on (7.18) with the parameters in Table 7.3.

In Fig. 7.12(a) Case α, the power reference inject the signal to charge ESS by in-
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Figure 7.13: System configuration of Jeju island future grid.

creasing SOC linearly to 100% for an hour. However, because actual power does not
change instantly and changes such as low pass filtered, actual SOC increases with steady
state error, and the timing of full charge is indicated as 18 [min] later.

In Case β, ESS is charged with higher power based on (7.18); therefore, SOC refer-
ence in Case β reaches to 100% faster than SOC reference in Case α. The actual power
in Case β is also charged higher value than that in Case α; subsequently, SOC in Case β
is faster than Case α.

Fig. 7.12(c) indicates the charging signal of both cases, which is triggered during the
charging states and becomes zero during the non-charging states. The magnitude of Fig.
7.12(c) is the same value of C-rate of each case to graphically distinguish each case.

As can be seen in (c), full charging timing in Case β is finished in 60 [min] right
on time, although full charging timing in Case β is finished in 78 [min] as delayed as
18 [min]. This chapter provides a guideline for the change of charging magnitude, when
proposed method is used, and we have verified the underlying suggestion operates well.
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Table 7.4: The Location and Rating of WTG and PV

Wind
Rating

Wind
Rating

Wind
Rating

[MW] [MW] [MW]

Hankyung 3. Hengwon 10. Jeju Univ. 5.5
Kimnyung 1.5 Samdal 3. Sinchaing 0.85

Susan 2. Susan2 2. Walljung 1.5

PV
Rating

PV
Rating

PV
Rating

[MW] [MW] [MW]

Anduk 0.611 Gujwa 0.711 Halla 1.719
Hallim 1.846 Jochun 0.615 Pyosun 4.317
Seojeju 0.873 Sinjeju 0.176 Sungsan 4.702

7.5 Future Grid of Jeju Island

7.5.1 System Configuration of Jeju Island

The test bed to investigate effectiveness of the EV is configured as in Fig. 7.13 on Jeju
island based on existing information and the future plan of system expansion. Jeju island
has been subject to Smart Grid demonstration test bed and to installation of fleet of clean
energy sources as well as the large number of EV charger to promote EV. Due to the
short of the generation, first HVDC in Fig. 7.13 is currently under the operation to
flexibly meet the requirement of load demand, while the installation of second HVDC
is planning stage by the government. Nevertheless, in this scenario, we assume the
installation of second HVDC is completed and is presumably under the operation to
investigate phenomenon of the future system. The capability of generators in the island
to satisfy the demand of the load are restricted, and it relies on HVDCs characterized as
faster acting equipment; hence, HVDCs are in charge of frequency control and operate
LFC with several generators to balance the supply and generation, although most of the
generators conducts governor control for the frequency control. The detailed information
in regard with Jeju island is configured from the data in [107]. EVs are highly distributed
on the load centers and most of the tourist attraction sites, and two large scaled ESSs are
installed by utility, placed on nearby two dominantly large cities (Jeju and Seogwipo) to
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Figure 7.14: The power of renewable sources injected in Jeju Island.

ensure the reinforcement of the system resiliency.

7.5.2 Renewable Fluctuation

In order to investigate the strengthening of the system stability in regards to frequency
against circumstance of renewable variation, the fluctuating components of the renew-
able energy are injected into the system, which potentially deteriorates Jeju island sta-
bility.

Regarding renewable generators, utility owned PV and WTG are geographically
scattered around the Jeju island and are implemented as Table 7.4, which location is de-
termined based on the installation site and rating information [108], [109]. From these
renewable sources, the quantity of the renewable generation is provided into the power
network as can be shown in Fig. 7.14.

137



Table 7.5: The Location and Size of EV

Location
Size

Location
Size

Location
Size

[MWh] [MWh] [MWh]

1. Pyosun 0.28 5. Hallim C/C 0.25 9. Sanji 1.23
2. Sinseogui 0.7 6. Hallim 0.6 10. Sin-Jeju 1.9
3. SungSan 0.75 7. Halla 0.9 11. Dong-Jeju 1.25
4. Jochun 0.75 8. Jeju TP 0.06 12. Anduk 0.95

7.6 Effectiveness of ESS and EV Integration

The battery capacities of single EV sedan and single EV bus are assumed as 20-30 [kWh]
and 80-110 [kWh] [16], respectively. We assumed in here the group of EVs’ SOC and
power in each location in Table 7.5 are identical, although the practical system consists
of mixed EV charging situations.

7.6.1 Study Cases

Case 1 in Table 7.6 intends to observe fully charged case of the EV providing ancillary
service, and full charging may have the possibility to absolve further energy from the
grid; thus, fully charged reference is assumed as 95%, and all SOC values of the ESS
initiate with slightly different level of SOC.

Case 2 aims to investigate the compensation capability of EV during the charging
stage. EV is scheduled to charge the EV battery for 2 hours with 0.5 [C] and exhibits
analogous performance with non-charging status, because the compensation from the
initial point is equal to each case. Case 3 will indicate the frequency stabilizing case
by the two times larger number of EVs to investigate the influence of the increased EV
participation on the frequency stability.

7.6.2 The Case 1

Observe in Fig. 7.15 all of the EV are already charged approximately 95% of SOC
and are commanded not to charge. We can observe two important points in this figure;
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Figure 7.15: Frequency regulation of fully charged EV; (a) Power, (b) SOC.
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Table 7.6: The Case Study for Jeju Island

Frequency Supporting C-rate
Equipments [C]

Case 1
Fully Charged EV

0
(Non-Charging)

Case 2 Charging EV 0.5

Non-Charging EV,
Case 3 Charging EV, 0.5 & 0

(Twice EVs in total)

Case 4 No EVs -

first, DaSOF method corrects SOC level to 95% of the EV SOC in Fig. 7.15(b) such as
what DaSOF does correct SOC level to 50%, the center of the SOC. Second, all of the
power provides ancillary service around 0 [MW] for the fluctuating renewable sources
Fig. 7.15(a).

7.6.3 The Case 2

In the regard of Case 2, corresponding EVs are subject to charging with 0.5 [C] that in-
crease 50% of SOC level within 60 [min], which implies SOC ramp rate from the diverse
size of EV are all identical due to the same C-rate, although the power of aggregated EV
does not equal as indicated in Fig. 7.16(a) and Table 7.5. In Fig. 7.16(a), EVs conduct
well its responsibility of V2G service, which charges power and compensates fluctuating
component; in the meantime, accumulated EV energy is constantly rising in smooth and
linear manner, where it has minor fluctuation of SOC.

The differences between charging and non-charging cases in Case 1 and 2 can be
clearly distinguished by the power and SOC changes; however, the influence on the
frequency is almost negligible, when frequency is controlled by LFC.
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Figure 7.16: Frequency regulation of charging EV; (a) Power, (b) SOC.
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7.6.4 The Case 3

Case 3 presents the compensation ability of the larger fleet of EV to strengthen frequency
stability under the situation with the larger number of EVs and the mix of EV charging
and non-charging. The larger number of EVs have better compensation capability, which
is reflected into the less frequency deviation in following section. The number of EVs is
double of the previous cases in Table 7.6, which implies more EVs can participate the
frequency regulation.

7.7 Summary

This chapter has attempted to introduce a novel methodology of V2G service enabling
the fleet of EV to regulate frequency together with EV charging. Basically, the advantage
of the DaSOF method can be defined as harmoniously operable functionality with exist-
ing frequency control sequence especially AGC operation and easily definable to transfer
function. In this regard, DaSOF-Smart Charging method embedded with DaSOF char-
acteristics enables EV to show bifunctional fashion; charging and grid supporting. The
phenomena during the charging in this method is described in terms of reference and
output change of SOC and power, and the effects of the proposed method on Jeju is-
land during the charging and non-charging are introduced. The results of the study may
conclude V2G service facilitating EV to support power system with the advantages of
the DaSOF method to operate harmoniously with existing frequency control sequence
of conventional generation system.
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Chapter 8

Conclusions and Future Plans

This dissertation has attempted to investigate stability issues of power systems re-
garding small-signal stability and frequency stability for the renewable integration cases.

From small signal perspectives, the dissertation has tried to take a look at how much
the power system stability is influenced by the dynamic and the probabilistic output of
the renewable resource characteristics using system identification (N4SID) and Monte
Carlo simulations. Furthermore, this research also has been elaborated to scrutinize
the change of the inertia constant, Eigen-characteristics, and the penetration level. The
overall outcome provides the information of influences of the renewable integration on
small signal stability in Ch. 3 and 4.

Frequency stability issues centre on the countermeasure by means of ESS. This dis-
sertation has attempted to introduce the invented novel methodology of ESS for fre-
quency regulation, enabling parallel operation with droop control method and the SOC
management. This dissertation provides several theoretical basis strengthening the ap-
plicable methodology on power system in Ch. 5. The advantage of this method includes
independent, decentralized control for the global frequency stability with the conven-
tional frequency regulation sequences. The frequency band coverage of this method is
located on the high frequency band of the bode plot. In this regard, as conventional
frequency regulation method covers the low frequency band, this method can bring the
advantage of the complementary allocation and coordination of response time between
ESS and conventional generators. In the aspect of power system operation in Ch. 6,
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I have investigated the practical implications of ESS for the renewable integration on
governor system with droop and LFC operation cases on the Australian system and Jeju
island. The successful compensation of ESS has been proved to stabilize the frequency
fluctuation due to renewable sources by offering the power with regards to the high fre-
quency band of frequency fluctuation. As to the EV in Ch. 7, the one of advantage of
this method is to be applied on the highly distributed system, so this method is grafted
on the Smart Charging method for the EV application. The EV application also has the
same functionality as suggested method with its unique characteristics while charging
and non-charging.

To sum up, this research tried to deliver the various stability issues should be consid-
ered, when the renewable generators are integrated on the power system. In this regard,
I tried to suggest and develop the method of the analysis and solution for these issues.

Future plans can be ESS application for the small signal stability stabilization and
Microgrid in highly distributed fashion. Moreover, the issues with the control of HVDC/
FACTS to minimize the small signal stability with PMUs in the diverse location also
have possibility for the further research.
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Chapter 9

Appendix

A document of Student Cotutelle Agreement for Joint Ph.D Degree between Yonsei
University and the University of Sydney is attached at following pages.
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Student Cotutelle Agreement 
 

This Agreement is made on date of last signature 

 

Between 

The College of Engineering, Yonsei University Korea 

and 

The Faculty of Engineering and Information Technologies,  

The University of Sydney, Australia (ABN 15 211 513 464,CRICOS Provider 00026A) 

and 

Jae Woong SHIM, Korea (‘the Student’) 

(‘the Parties’) 

 

 

Background 

 

A. The University of Sydney and Yonsei University have entered into a Principal Cotutelle Agreement, 

dated December 2011.  

B. The Faculty of Engineering and Information Technologies at the University of Sydney and the 

College of Engineering at Yonsei University share an ongoing commitment to cooperative research 

collaboration. 

C. Mr Jae Woong Shim desires to undertake a doctoral degree jointly offered and awarded by the 

University of Sydney and Yonsei University. 

D. The Parties have agreed to enter into a Cotutelle arrangement for Mr Jae Woong Shim on the 

terms set out in this Agreement. 

 

Agreed Terms 

1. Definitions and Interpretation 

1.1 Definitions 

In this Agreement: 

Academic Year: 

(a) at the University of Sydney, means from March to November in the same year; 

(b) at Yonsei University, means from March to February in the next year; 
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Intellectual Property means all registered and unregistered rights, titles and interests in relation to present 
and future copyright, trademarks, designs, know-how, patents, confidential information and all other 
intellectual property as defined in article 2 of the Convention establishing the World Intellectual Property 
Organisation 1967; 

Jointly Awarded Degree means PhD Cotutelle.  

Supervisor means an appropriately qualified employee of the University of Sydney or Yonsei University 
who is jointly responsible for supervising the conduct and progress of the Student’s candidature, including 
by means of instruction, advice and mentoring. 

1.2 Interpretation 

In this Agreement: 

(a) headings are for convenience only and do not affect the interpretation of this Agreement; 

(b) all references to clauses and schedules are references to clauses and schedules to this 
Agreement, unless otherwise specified; 

(c) words importing the singular include the plural and vice versa; 

(d) an expression importing a natural person includes any University, partnership, joint venture, 
association, corporation or other body corporate and vice versa; 

(e) a reference to legislation includes any subordinate legislation, and includes that legislation 
and any subordinate legislation as amended or replaced; 

(f) a reference to a document or agreement includes all amendments or supplements to, or 
replacements or novations of, that document or agreement. 

2. Term of Agreement 

2.1 This Agreement is effective from the date of last signature and ends on the date of the Student’s 

graduation, unless it is terminated at an earlier time in accordance with clause 2.2. 

2.2 This Agreement may be terminated at any time by any of the Parties giving written notice to the 

other Parties of the suspension or termination of the Student’s candidature. 

3. Administration 
 
3.1 The Student will offer himself for the Jointly Awarded Degree on the basis of research undertaken 

in the field of “Operation and Analysis of Hybrid AC/HVDC Super Grids”. 

3.1 For Students from Yonsei University, the Student’s candidature will be divided between the 
University of Sydney and Yonsei University with a minimum of one (1) year of the candidature to 
be undertaken at each institution. 

3.2 Upon completion of 2 years of coursework, Yonsei students would be enrolled in a four (4) year 
PhD Research Program at the University of Sydney.  

3.3 The Student will be based and spend the majority of their time in attendance at the University of 
Sydney and Yonsei University as follows: 

(a)     Academic Year July 2013 – July 2014:  The University of Sydney 
(b)     Academic Year July 2014– December 2014:  Yonsei University 
(c)     Academic Year 2015:  Yonsei University 

3.4 Unless otherwise agreed by the Parties in writing (noting the potential impact on the Student’s 
insurance coverage), the Student will simultaneously enrol at the University of Sydney and Yonsei 
University for each year of the candidature. 

3.5 The Student will be entitled to the same rights and privileges (including library services and student 
support services) at the University of Sydney and Yonsei University as other enrolled students. 
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3.6 Yonsei University will be responsible for administering the Student’s candidature. 

3.7 Yonsei Candidates are required to undertake one unit of study worth 6 credit points (according to 
the University of Sydney credit system) in the Faculty of Engineering and Information Technologies 
at the University of Sydney during their attendance at the University of Sydney.  

3.8 To the extent of any inconsistency between the rules and regulations of the University of Sydney 
and Yonsei University, the rules and regulations Yonsei University will apply to the Student’s 
candidature. 

4. Supervision 

4.1       The University of Sydney and Yonsei University will each appoint a Supervisor. 

4.2 The University of Sydney and Yonsei University may change or substitute a Supervisor at any time. 

4.3 At the date of this Agreement, the Supervisors are: 

(a) The University of Sydney: Dr Gregor Verbic; and 

(b) Yonsei University Dr Kyeon Hur.  

5. Thesis and Examination 

5.1 The student’s Home Institution will be responsible for organising and administering the 
examination process. The examination will take place at the student's home institution in 
accordance with its rules and regulations. 

5.2 The earliest date for submission of a thesis by the Student for examination is August 2015.  

5.3 The latest date for submission of a thesis by the Student for examination is August 2016.  

5.4 The examiner(s) will be appointed by written agreement between the University of Sydney and 
Yonsei University. 

5.5 The Student will submit a thesis for examination and thereafter present himself for examination at 

Yonsei University and the University of Sydney in  accordance with the rules and regulations of the 

Yonsei University and the University of Sydney subject to the following conditions: 

(a) the Student will write and (where applicable) defend the thesis in English, and will include 

in the thesis a substantial abstract written in Korean.   

(b) the Student will submit two copies of the thesis to the University of Sydney, of which one 

will be for the University of Sydney’s use and retention; 

(c) the Student will submit six copies of the thesis to Yonsei University, all of which will be for 

Yonsei University’s use and retention. 

5.6 Both institutions will respect the examination outcome, provided the process above is followed.  In 

the event of a dispute between the University of Sydney and Yonsei University regarding the 

examination outcome (due to incorrect procedures), the University of Sydney and Yonsei 

University will jointly appoint a suitably qualified external person to re-examine the thesis and, if 

necessary, conduct an additional oral examination (‘External Re-Examiner’).  The decision of the 

External Re-Examiner will be final. 

6. Graduation 

6.1 If the conditions for graduation are met, the Jointly Awarded Degree will be conferred by Yonsei 
University. 

6.2 The Student is entitled to receive a testamur that: 

(a) states that the Jointly Awarded Degree was undertaken by the Student through a Cotutelle 

arrangement; and 
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(b) lists the names of both the University of Sydney and Yonsei University. 

6.3 The University of Sydney may also confer a testamur in accordance with clause 6.2, at its sole 
discretion. 

7. Financial Arrangements 

7.1 Unless otherwise agreed in writing by the University of Sydney and Yonsei University the Student 
will pay tuition fees at the home institution and be exempt from payment of tuition fees at the other 
institution for the duration of the candidature. 

7.2 Unless otherwise agreed in writing by the Parties, the Student will be responsible for all other 
personal costs in connection with the candidature, including all living, travel, insurance (including 
additional medical coverage, liability and accident insurance) and ancillary costs. 

7.3 The student stipend details as follows:  

· Travel  support provided by the National Research Foundation Korea 

7.4 Unless otherwise agreed in writing by the University of Sydney and Yonsei University the 
supervisors will be responsible for the cost of any flights and accommodation required for a 
Supervisor or examiner to attend any oral or other examination. 

8. Intellectual Property 

8.1 Unless otherwise agreed by the Parties in writing, all Intellectual Property rights developed by the 
Student during his candidature will vest in Mr Jae Woong Shim.   

8.2 The University of Sydney and Yonsei University  will not assert copyright ownership over the 
Student’s doctoral thesis, as the copyright vests in the Student. 

9. Student Accommodation 

9.1 The Student will be responsible for organising his own accommodation. 

9.2 The University of Sydney and Yonsei University will provide information to the Student regarding 
temporary and longer-term accommodation on and off campus. 

9.3 Neither the University of Sydney nor Yonsei University guarantees that accommodation on campus 
will be available. 

10. Student obligations  

10.1 The Student will: 

(a) at all times comply with and be bound by any relevant laws, rules, regulations and codes of 

practice applicable to the candidature, including in respect of: 

a. any entry and visa requirements; 

b. the research conducted by the Student; and 

c. the Student’s presence in or on land or buildings owned, occupied or under the control 

of the University of Sydney or Yonsei University ; 

(b) obtain medical insurance for the duration of the Student’s time at Yonsei University  

(c) if enrolled at the University of Sydney as an overseas student, be solely responsible for the 

purchase and maintenance of Overseas Student Health Cover (OSHC) while staying in 

Australia, as a condition of the Student’s visa. 
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11. Indemnification 

11.1 Subject to applicable laws, the University of Sydney and Yonsei University indemnify and agree to 
keep indemnified (‘Indemnifying Institution’) the other institution (‘Indemnified Institution’) 
against all liability, loss, costs, damages or expenses (including legal costs and expenses) incurred 
or suffered by the Indemnified Institution as a result of any wilful misconduct or negligent act or 
omission by the Indemnifying Institution, or a material breach of this Agreement by the 
Indemnifying Institution. 

11.2 Subject to applicable laws, the University of Sydney and Yonsei University will not be liable to one 
another for incidental damages, such as loss of profits, revenue, goodwill or opportunities, and 
each institution’s liability under this Agreement is reduced to the extent that any liability, loss, costs, 
damages or expenses arise from or are attributable to any wilful or negligent act or omission by the 
Indemnified Institution. 

11.3 References to the Indemnifying Institution and the Indemnified Institution in this clause include the 
institution’s directors, officers, employees, agents and students, 

11.4 The University of Sydney and Yonsei University  will maintain adequate insurance protections for 
public liability and professional indemnity (which may be self-insurance) to cover their obligations 
under this Agreement, and will provide to the other institution a certificate of currency and renewals 
of such insurance, if requested to do so. 

12. Force Majeure 

12.1 Neither institution will be held responsible or liable, or be deemed to be in default or breach of this 

Agreement, for any delay, failure or inability to meet its obligations under this Agreement (other 

than any obligation to pay money) caused by or arising from any cause that is unavoidable or 

beyond the reasonable control of the institution, including war, warlike operations, riot, insurrection, 

orders of government, strikes, lockouts, public health emergencies, quarantines, disturbances or 

any act of God or other cause which frustrates the performance of this Agreement.  

13. Nature of Agreement and Amendment 

13.1 This Agreement is binding and constitutes the entire agreement between the Parties, in addition 

only to a Principal Agreement between the parties which has been agreed to by both parties and 

which sets out their general obligations regarding Cotutelle arrangements. 

13.2 Nothing contained or implied in this Agreement is intended to create a partnership between any of 

the Parties or, except as otherwise provided in this agreement, establish any of the Parties as an 

agent or representative of any other party. 

13.3 This Agreement and any Schedule to it may be amended, modified, extended or renewed only with 

the written, mutual consent of the Parties. 

13.4 The Parties agree that this Agreement and all documents related to may be written in both English 

and the language chosen by Yonsei University  with the English version prevailing. 
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