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Abstract 

Due to their low-dimensional structures, nanomaterials demonstrate many 

interesting properties that are not seen in bulk materials, for example discrete carrier 

energy levels in nanostructured semiconductors, and a larger dynamic range of elastic 

and plastic strains observed in nanostructured materials. With their superior properties 

and nanoscale dimensions, nanomaterials including nanowires (NWs) and nanofilms 

have many significant applications in areas including solar cells, nanogenerators, 

lasers, photodetectors, and highly-sensitive biological and chemical sensors. The 

mechanical properties of these nanomaterials are a crucial factor in designing devices 

where predictable and reproducible operation is important. As such, mechanical 

characterisation of nanomaterials is necessary. However, because of the difficulty of 

mechanical testing of nanoscale objects, mechanical properties of nanomaterials have 

been less investigated.  

Many techniques have been used to study the mechanical behaviours of 

nanomaterials. Among them, in situ deformation transmission electron microscopy 

(TEM) is one of the most effective approaches. This thesis aims to apply an in situ 

deformation TEM technique combined with finite element analysis (FEA) to 

investigate the mechanical behaviours of semiconductor NWs, and also aims to 

develop an in situ technique to extract the Young’s modulus of thin films with a 

thickness down to ~ 2 nm. 

In the first chapter of this thesis, the applications, synthesis methods, 

nanomechanical characterisation techniques, and mechanical behaviours of 

nanomaterials (mainly focusing on NWs and nanofilms) are summarised. 

The second chapter provides a general understanding of the methods used in 

this thesis, including TEM, scanning electron microscopy, in situ nanomechanical 

characterisation, and FEA. Details of the experimental and modelling procedures are 

also described. 

Loading misalignment and tapering of nanowires are usually unavoidable 

factors in compression and tensile mechanical property testing of nanowires. 
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Unfortunately, these two factors have been largely ignored in previous data analysis of 

NW mechanical characterisation using uniaxial compression or tension. In the third 

chapter, quantitative FEA and experimental measurements were conducted to 

investigate how these two factors affect the measured compression and tensile 

mechanical properties if they are not included in the data analysis. The results 

obtained show that ignoring these two factors leads to different degrees of 

underestimation of the critical buckling load, Young’s modulus, and tensile fracture 

strength. 

The fourth chapter discusses the effect of a high density of stacking faults 

(SFs) on the Young’s modulus of GaAs NWs. The Young’s moduli of GaAs NWs with 

two distinct structures – defect-free single crystalline wurtzite (WZ) and highly-

defective wurtzite containing a high density of SFs (WZ-SF) – were investigated 

using combined in situ compression TEM and FEA. The Young’s moduli of both WZ 

and WZ-SF GaAs NWs were found to increase with decreasing diameter due to the 

increasing volume fraction of the native oxide shell. The presence of a high density of 

SFs was further found to increase the Young’s modulus by 12%. This stiffening effect 

of SFs is attributed to the change in the interatomic bonding configuration at the SFs.  

Determination of the elastic modulus of nanostructures with sizes at a several 

nanometre range is a significant challenge. In the fifth chapter, a method is developed 

to measure the Young’s modulus of nanoscale films with thicknesses down to ~ 2 nm 

by using a core–shell NW structure. In situ nano-compression in a TEM and FEA 

were used to determine the Young’s modulus of the core–shell NWs. The Young’s 

modulus of the shell at varying thicknesses was then extracted using a core–shell 

model. The method was applied to the GaAs–Al2O3 core–shell NW system. The 

results indicate that the elastic modulus of amorphous Al2O3 (a-Al2O3) shells (thin 

films) increases significantly when the thickness of the layer is smaller than 5 nm. 

This phenomenon can be attributed to the re-construction of the bonding on the 

surface of the material, coupled with the increase of the surface-to-volume ratio with 

reducing materials dimensions. 

In the last chapter, major conclusions are drawn from this PhD research. Some 

possible future work is proposed as extension of what has been achieved.  
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1 Introduction  

Nanomaterials are defined as materials with structural features (e.g., grain 

sizes) smaller than ~ 100 nm in at least one dimension. Nanowires (NWs) are one-

dimensional nanomaterials with diameters ranging from several to several hundred 

nanometres and lengths varying from hundreds of nanometres to several millimetres 

[1-4]. Nanofilms are two-dimensional nanomaterials with thicknesses in the nanoscale 

range [5].  

Nanomaterials demonstrate many interesting physical, chemical, and 

mechanical properties that are not seen in bulk materials because of their low-

dimensional structures. For example, semiconductor nanomaterials have a unique 

quantum-mechanics effect that leads to discrete-carrier (electron and hole) energy 

levels in the nanomaterials, which is different from the continuous energy levels 

presented in bulk materials [6, 7]. Nanostructured materials can apparently sustain a 

larger dynamic range of elastic and plastic strains than their bulk counterparts [8-10]. 

Mechanical properties, such as Young’s modulus and fracture strength, are 

independent of size in bulk materials, but they show strong size-dependency in 

nanomaterials [8, 11-13]. The unique characteristics permit many applications of 

nanomaterials, including nanosensors [14-16], nanogenerators [17] and nanolasers 

[18]. Over the past two decades, the field of nanomaterials – including metals and 

alloys, magnetic materials, semiconductors, and oxides – has undergone a significant 

expansion, becoming one of the most active research areas in materials science. 

Nanomaterials such as nanowires (NWs) and nanofilms have received increasing 

attention because of their unique properties and significant applications. The 

mechanical properties of these nanostructures are a crucial factor in designing such 

devices, where predictable and reproducible operation is crucial. In the literature 

review of this thesis, the applications, synthesis methods, nanomechanical 

characterisation techniques, and mechanical behaviours of nanomaterials (focusing on 

NWs and nanofilms) are summarised.  
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1.1 Applications of nanomaterials 

Due to their novel physical and mechanical properties, nanomaterials have 

significant advanced applications in areas including nanolasers [18], nanogenerators 

[17], solar cells [19-21], nanosensors [14-16], thermoelectrics [22, 23], nanoscale 

transistors [24-26], actuators [27], and light-emitting diodes [28-30]. Some 

applications of NWs and nanofilms are briefly discussed below. 

Semiconductor NWs are key building blocks for bottom-up nanotechnology. 

For example, by taking advantage of the superior mechanical properties and 

piezoelectric property of ZnO NWs, a ZnO NW-based nanogenerator was developed, 

which can convert ambient vibration, hydraulic energy, and mechanical movement to 

electricity [17]. These devices provide a solution to power battery-free wireless 

nanodevices.  

Si NWs with rough surfaces can be essentially thermal insulators, but with 

good electrical conductivity [22, 23]. Therefore, they can be used as excellent 

thermoelectric materials for converting heat – which could be otherwise lost to the 

environment during fuel combustion – to electricity.  

Solar cells are attractive because they provide clean and renewable power. 

Compared to the planar semiconductors that are used in thin-film solar cells, NW 

arrays show low reflective losses, strong light-trapping capability, and long optical 

path lengths while maintaining short distances for carrier collection. Moreover, the 

cost of NW solar cells is relatively low [19-21]. These features make NW solar cells 

more efficient and less expensive than planar Si solar cells. Further, at a significantly 

reduced size, NW solar cells might serve as integrated power sources for 

nanoelectronic systems.  

Semiconductor NWs can also be used for interfacing with living cells. 

Research has provided a good understanding of the electrical functionality of 

semiconductor NWs [14, 24, 25]. The large surface-to-volume ratio of NWs 

significantly enhances the communication between cells and NWs. In addition, the 

dimensions of NWs are much smaller than the typical cell dimensions, making NWs 

very comparable and compatible to the dimensional scale of biological and chemical 

species, and less invasive. All these characteristics make NWs excellent candidates 
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for creating nanosensors to be used to detect a wide range of chemical and biological 

species such as proteins, antibodies, and viruses [14-16].  

Optically-active semiconductor (e.g., III-V compound semiconductor) NWs 

are good candidates to replace thin films in computing tools that will merge photonics 

with electronics on a single platform, because NW growth enables a dislocation-free 

semiconductor, while conventional thin-film technologies often result in highly-

defective optical semiconductors. The presence of crystallographic defects can 

adversely affect the optical and electrical properties of semiconductors [31].  

In addition to ZnO NWs, highly-efficient piezoelectric thin films – such as 

(Pb0.92Sr0.08)(Zr0.65Ti0.35)O3 (PSZT) – can also convert small mechanical movement 

into electrical voltage to power silicon transistor logic, and to enable micro- and nano-

electronic circuits which can scavenge their power from their environment. Moreover, 

it has been proposed that the piezoelectric thin films are more suitable for powering 

nanosensors than nanowires, since they have higher voltage output and current [32]. 

Due to their large surface-to-volume ratio, nanofilms have been extensively 

used in ultrasensitive sensors for ultrafine resolution applications. ZnO is an important 

semiconductor for toxic and combustible gas-sensing devices. The gas-sensing 

principle involves absorption of oxygen from gas molecules on the sensor surface 

causing charge transfer, leading to a change in surface resistance of the sensor 

element [33]. Therefore, ZnO nanofilms exhibit a higher degree of gas sensitivity 

compared to other forms of sensor elements. 

 

1.2 Fabrication of semiconductor nanowires 

The fabrication of semiconductor NWs with well-controlled surface, 

orientation, diameter, and length is the first step in the development of semiconductor 

NW-based devices. A variety of “top-down” and “bottom-up” methods have been 

developed to synthesise semiconductor NWs. The top-down approaches use a 

subtractive fabrication strategy. An example is Si NW fabrication from silicon-on-

insulator wafers using electron-beam lithography [34]. Bottom-up approaches produce 

crystalline one-dimensional structures via directed self-assembly of atoms from 
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source materials. Bottom-up approaches usually produce devices that are much 

cheaper than those produced using top-down approaches. Bottom-up approaches have 

been widely used for the growth of semiconductor NWs, producing NWs with 

relatively smooth surfaces, which can be difficult to achieve using a top-down 

approach.  

Currently, the most popular bottom-up approach for NW synthesis is the 

vapour–solid–liquid growth technique [35-42], first described by Wagner and Ellis in 

1964 with silicon whiskers grown using gold (Au) catalyst [42]. This technique uses a 

liquid metal particle (often Au) as a catalyst, which is heated to react with the 

supplied source vapour semiconductor materials to form a liquid-alloy particle. This 

alloy particle becomes supersaturated on continuous supply of the source materials 

and the excess semiconductor materials precipitate at the bottom of the particle in the 

form of a one-dimensional semiconductor NW, with a diameter comparable to the size 

of the particle. Further growth and extension of the NW occur through continuous 

precipitation of additional materials at the interface between the alloy particle and the 

NW [43]. The different steps involved in the vapour–solid–liquid growth mechanism 

are demonstrated in Figure 1-1. 

 

 

Figure 1-1 Schematic diagram of NW growth via the vapour–liquid–solid 

mechanism (adapted from Dailey et al. [44]). 

 

The advantage of the vapour–liquid–solid approach is that it can grow a broad 

range of NW materials, including group IV, III-V and II-VI semiconductors in core–

shell, superlattice, and branched structures with precisely controlled composition and 

morphology [37, 38, 41, 45, 46]. The development in NW synthesis techniques makes 
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it possible to control NW growth and manipulate the electrical, mechanical, and 

thermal properties of NWs. 

 

1.3 Fundamental concepts of mechanical properties  

Materials are usually subjected to force or load when in service. It is therefore 

necessary to understand the mechanical behaviours and properties of materials under 

various types of applied load, including tension, compression, torsion, and shear. 

Mechanical properties depend mainly on the chemical composition and structure of 

materials, and are measured through standardised mechanical tests. 

In many situations, mechanical testing data are recorded as engineering stress 

vs engineering strain. Engineering stress is defined as the instantaneous applied load 

divided by the original cross-sectional area of the specimen. Engineering strain is 

defined as the change in the length of materials at some instant, divided by the 

original length of the specimen. Mechanical properties can be extracted from a stress–

strain curve [47].  

Figure 1-2 shows a typical tensile engineering stress–strain curve for a ductile 

metallic material. The material first undergoes elastic, or non-permanent, deformation, 

in which stress and strain are proportional, i.e., there is a linear relationship between 

the stress and the strain. The slope of this linear elastic region is the Young’s modulus 

– or elastic modulus – of the material, which is a measure of the stiffness of the 

material. At the atomic scale, the magnitude of the Young’s modulus is a measure of 

the resistance to separation of adjacent atoms, or the interatomic-bonding force. 

Elastic deformation is reversible; when the applied load is released, the material 

returns to its original shape.   

Elastic deformation is usually time-independent. Upon release of the load, the 

elastic strain is completely recovered (i.e., the strain returns to zero immediately). 

However, in some materials, there also exists a time-dependent elastic-strain 

component, and some finite time is required for complete recovery after the load has 

been released. This time-dependent elastic behaviour is known as anelasticity, and it 
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is due to time-dependent microscopic and atomistic processes that are attendant to the 

deformation [47]. 

 

 

Figure 1-2 A typical engineering stress–strain curve for metals [47]. 

 

Beyond a certain stress level, elastic strain reaches its limit and plastic 

deformation occurs.  In plastic deformation, stress is no longer proportional to strain. 

Plastic deformation in crystalline materials is primarily caused by dislocation slip and 

twinning. Plastic deformation is permanent – or not reversible – which means that 

when the applied load is removed, the material does not return to its original shape 

[47]. Yielding represents the onset of plastic deformation on a microscopic level. The 

position of the yielding point is difficult to measure precisely, so it is determined 

roughly by constructing a line parallel to the elastic portion of the curve, but offset to 

the right by a strain of 0.002. The intersection of this line and the stress–strain curve is 
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the yielding point. The stress value at the yielding point is the 0.2 % offset yield 

strength σy  [47]. 

After yielding, stress continues increasing to the maximum on the engineering 

stress–strain curve, point M. The stress at point M is the tensile strength TS, 

representing the maximum stress that a structure can sustain in tension. Before point 

M, the deformation is uniform throughout the narrow region of the tensile specimen. 

Beyond point M, necking starts at some point of the specimen and all subsequent 

deformation is confined to this neck. As a result of necking after point M, stress 

decreases to eventual fracture at point F. The fracture strength is the stress value at 

which fracture occurs [47]. 

There are two basic types of fracture: brittle and ductile. For ductile materials, 

fracture occurs in the ductile mode. Ductile fracture is mediated by plastic 

deformation. For brittle materials, such as ceramics, no plastic deformation is possible 

[47]. The stress–strain curve for brittle materials only has the linear part of Figure 1-2 

and fracture occurs before plastic deformation. A brittle-fracture process consists of 

the formation and propagation of cracks. Bulk semiconductor materials are brittle in 

nature, because dislocation activities are largely blocked by the ionic/covalent 

bonding in semiconductor materials. Therefore, they tend to fracture catastrophically 

in a brittle manner before any plastic deformation occurs. 

When structural components, such as columns and bars, are subjected to 

uniaxial compressive load, they may either fail by crushing or buckling depending on 

whether they have a slenderness ratio (length/diameter) smaller or larger than their 

critical slenderness ratio. The value of the critical slenderness ratio varies and depends 

on the boundary conditions and materials. If the structural component has a 

slenderness ratio smaller than the critical slenderness ratio, failure occurs by either 

crushing for brittle materials, or yielding for ductile materials, when the compressive 

stress reaches the fracture strength or yield strength, respectively. If the structural 

component has a slenderness ratio larger than the critical slenderness ratio, buckling – 

or lateral deflection – occurs before the compressive stress applied on the structural 

component reaches the strength of the material, and finally failure associated with 

buckling occurs [48].  
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When a structural component is designed, fracture strength is used as the 

criterion to determine failure if – and only if – the component is always in static 

equilibrium when it is loaded. Otherwise, if buckling (lateral deflection) occurs, the 

critical buckling load will be used as the failure criterion. Critical buckling load is the 

maximum axial load that the structural component can support when it is on the verge 

of buckling. It causes the column to be in a state of unstable equilibrium, the 

introduction of the slightest lateral force will cause the column to buckle and therefore 

deflect laterally. 

Buckling is geometric instability. Figure 1-3 presents a buckling load-

displacement curve for a slender column subjected to an axial compressive load. The 

behaviour of an ideal column compressed by an axial load P is summarised below:  

1. At the initial stage, the column is in the stable equilibrium state in the straight 

position. The load increases with the displacement, which corresponds to the 

initial increase between points 1 and 2 in the load-displacement curve. 

2. At the critical buckling point (P = Pcr), which is point 2 at the load-

displacement curve, the column is in a neutral equilibrium in either the straight 

or a slightly bent position. 

3. After the critical buckling point, the column becomes unstable and starts to 

buckle, but does not suddenly collapse. Here, the load-displacement curve 

becomes flat. 

4. Finally, the column fractures at point 3. 

In 1757, Leonhard Euler derived a formula that gives the maximum axial load 

or critical buckling load that a long, slender, ideal column can carry without buckling. 

The formula is known as Euler buckling formula [49]: 

 
( )

2

2cr
EIP

KL
π

=  1-1 

where Pcr is critical buckling loading; E is the modulus of elasticity (later known as 

Young’s modulus); I is the area moment of inertia of the cross section of the column; 

L is the original length of the column; K is column effective length factor, whose 

value depends on the boundary conditions of the end support of the column (K = 1.0 
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for both ends pinned, K = 0.50 for both ends fixed, K ≈ 0.699 for one end fixed and 

the other end pinned, K = 2.0 for one end fixed and the other end free to move 

laterally). KL is the effective length of the column. 

 

 

Figure 1-3 A typical buckling load-displacement curve for a slender column 

subjected to an axial compressive load. 

 

1.4 Methods for testing the mechanical behaviours of 

nanomaterials  

Several experimental and computational methods have been used to 

investigate the mechanical properties of nanomaterials. The experimental techniques 

differ from each other based on the mechanical properties measured and the platform 

used for the nanomechanical characterisation. Due to the small dimensions of 

nanomaterials, all nanomechanical characterisations of NWs have been conducted in 

one of the following types of microscopes: atomic force microscope (AFM), scanning 

electron microscope (SEM), and transmission electron microscope (TEM). Here, we 

categorise and review the existing experimental techniques for nanomechanical 

characterisation of nanomaterials from the literature, basing this on loading modes 

including bending, resonance, uniaxial loading, and nanoindentation. In addition, 
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computational calculations/simulations of the mechanical behaviours of nanomaterials 

are reviewed. 

 

1.4.1 Bending 

Bending tests of semiconductor NWs can be conducted in AFM, TEM, and 

SEM. There are two types of bending test: In the first, one end of individual NWs 

must be fixed and the other free, then load is applied at the free end to bend the NW 

using an AFM probe [50-55]. In the second, both ends of an individual NW is fixed, 

and load is applied at the middle point of the NW, which is termed “three-point 

bending” [56-62].  

The first type of bending test is performed as follows: For NWs that are 

epitaxially grown perpendicular to the substrate, one end of the NWs is already fixed 

at the substrate, the testing can be easily conducted through applying a lateral force 

perpendicular to the NW axis at the free end of the NWs. This technique allows direct 

measurement of the mechanical properties of individual NWs without destroying or 

manipulating the sample. AFM is a major platform for the investigation of the 

mechanical behaviour of NWs. While AFM-based testing techniques enable direct 

measurement of force as a function of displacement from which the mechanical 

properties of NWs are extracted, the techniques are incapable of real-time imaging, 

which makes it difficult to interpret the F–d correlations to details of the structural 

evolution during NW deformation processes. In situ bending tests of NWs can also be 

conducted in TEM using a special TEM sample holder equipped with 

AFM/nanoindentation systems [63]. Thanks to the real-time high-resolution imaging 

capability of TEM, this method enables direct observation of the NW deformation 

process to understand the deformation mechanisms of NWs. Some bending tests 

conducted in SEM do not provide any F–d curve, however, the quantitative strength 

and strain values of NWs at fracture can still be calculated using three-dimensional 

finite element analysis (FEA) [50-52].  

The three-point-bending method [56-62], in which a force perpendicular to the 

NW axis is applied at the middle point of a double-clamped NW, has also been used 
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in AFM to measure the mechanical properties of individual NWs. The F–d curve is 

recorded during the test. Using this method, the elastic modulus and yield strength of 

Au NWs with different diameters as small as 40 nm are measured [57]. This method 

has also been applied to the mechanical property measurement of other materials, 

including Si [56] and SiO2 [59] NWs.  

It is easy to perform bending experiments to measure the elastic modulus, 

fracture stress, and fracture strain of NWs because no complicated specimen 

preparation is needed and the testing can be completed in short time. However, the 

stress status of NWs under bending conditions is very complicated, with one lateral 

side under compression and the other side under tension. This makes it difficult to 

analyse the deformation mechanism of NW bending.  

Although the above-mentioned methods enable direct measurement of the 

mechanical properties of NWs subjected to bending, they do not reveal the 

deformation mechanisms and dislocation activities of NWs that require real-time 

observation of the NW deformation at the atomic-level resolution. Han et al. 

developed a technique that enables in situ observation of the deformation process of 

individual NWs at the atomic scale [9, 64-69]. In this technique, NWs are sonicated 

off the substrate and dispersed in ethanol; they are then deposited on a TEM grid with 

a broken colloidal/carbon supporting film on the Cu grid. When the broken 

colloidal/carbon film is irradiated/heated by the electron beam, it undergoes shrinkage 

and applies bending or tensile force to individual NWs deposited on it. An intact 

colloidal/carbon film does not deform under the irradiation of electron beam. The 

experiment can be conducted in a high-resolution TEM (HRTEM) using a double-

tilted holder so that individual NWs can be tilted to a specific zone axis for HRTEM 

imaging. Using this method, the mechanism of the unusually large plasticity in 

semiconductor NWs is revealed [64, 66, 67, 69]. The drawback of this method is that 

the strain rate and deformation mode of the NWs are normally uncontrollable. 

Another way to investigate the atomic-scale mechanism of bending 

deformation of NWs is through an HRTEM,  observing the dislocation activities of 

individual NWs that are deformed in an SEM using a manipulator and kept in the 

deformed status [10]. A typical deformation process of a NW is presented in Figure 

1-4: one point at the NW is fixed on the TEM grid using electron-beam-induced 
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deposition of Pt (Figure 1-4a), followed by bending of the NW using the manipulator 

on one end of the NW (Figure 1-4b). The bending status of the NW is maintained 

through fixing the bent end of the NW on the TEM grid (Figure 1-4c). The bent NW 

is then observed at atomic scale in HRTEM.  

 

 

Figure 1-4 A series of SEM images showing a bending-deformation process of a 

NW. One end of the NW is fixed on the carbon film by the electron-beam-

induced deposition of Pt. The other end is gradually bent by a manipulator. The 

top right corner of the images indicates the time-stamp (in seconds) during the 

experiment [10].  

 

1.4.2 Resonance 

The resonance method was first used in 1999 to characterise the mechanical 

properties of multi-walled carbon nanotubes [70], and has been applied to NW 

research [71-74]. The resonance method is based on the natural resonant vibration of a 

single cantilevered NW that is excited with an alternating current. The method can be 

used in TEM with a homemade TEM specimen holder that allows the application of 

electrical signals between the tip, to which the NWs are mounted, and a counter 

electrode [74, 75]. The application of a frequency-tuneable alternating current voltage 

across the tip and the counter electrode will drive the NW to vibrate mechanically, 

from which the resonance frequency is measured. Performing the experiment in TEM 

allows accurate measurements of the dimensions of the NWs and direct monitoring of 

the resonance. In addition to TEM, both SEM [72] and AFM [76] has also been used 
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for resonance experiments. While mechanical characterisation of NWs using the 

resonance method is straightforward, the only mechanical property that can be 

extracted from these experiments is the elastic modulus.  

 

1.4.3 Uniaxial loading 

Mechanical characterisation of NWs can also be performed by uniaxial tension 

and compression loading of a single NW in SEM or TEM. 

Tensile tests in SEM can be performed by clamping one end of a NW to the 

tungsten tip of a nanomanipulator and the other end on an AFM cantilever using 

electron-beam-induced deposition. A tensile force is applied to the NW through the 

precision movement of the nanomanipulator, and the AFM cantilever works as the 

load sensor. The same experimental setup for tensile testing can be used for 

compression tests of individual NWs in SEM through moving the nanomanipulator 

towards the AFM cantilever in the opposite direction to apply compressive load to the 

NWs [13]. 

Deforming a NW in SEM using an AFM probe or nanomanipulator enables 

direct real-time observation of the structural changes during the entire process of the 

NW deformation. The large chamber size in SEM makes it easy to manipulate the 

NW deformation processes. However, it is difficult to reveal the deformation 

mechanisms of NWs during in situ testing in SEM because of the poor structural 

resolution of SEM. This problem can be overcome by conducting in situ experiments 

in TEM.  

Recently, several commercial in situ TEM straining stages have been 

developed. The Hysitron PicoIndenter© and NanoFactory holders are the most 

commonly-used commercial products for in situ TEM tensile, compression, and 

bending tests [8, 77-87]. Some stages are able to provide quantitative stress–strain 

curves during the deformation, which is the basic requirement for mechanical 

property testing. In situ tensile testing in a TEM can be accomplished by coupling the 

PicoIndenter with a push-to-pull (PTP) device developed by Hysitron. This device has 

been used in a TEM to study the tensile strength of submicron-sized metallic glass 
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wires [88], the elastic properties and strain-induced phase transformation of individual 

VO2 NWs [81], and dislocation activities in Mo alloy nanofibers [89]. Although these 

types of specially designed in situ straining TEM holders can provide quantitative 

stress–strain data, it is very difficult to use them for 2-D HRTEM imaging for the 

investigation of atomic-scale deformation mechanisms because the holders are usually 

single-tilt. 

Han et al. have developed a method that allows 2-D HRTEM imaging during 

in situ uniaxial tensile deformation with controllable strain rate in TEM [90-95]. The 

working mechanism of the method is demonstrated in Figure 1-5. A specimen, which 

can be a NW, is attached to the edges of a trench between two bimetallic strips made 

of two materials that have different thermal expansion coefficients. When the strips 

are heated in a TEM heating stage holder with double-tilt capability, the bimetallic 

strips bend slowly in opposite directions, pulling the sample with an adjustable strain 

rate that is controlled by the temperature of the heating stage. While this method is 

excellent for the investigation of tensile deformation mechanisms at the atomic 

resolution, it does not provide any quantitative mechanical data. This technique can 

also be used to perform tensile tests of nanofilms. By using this technique, dislocation 

behaviour in a Pt ultrathin film with nanometre grains has been observed [91]. 

 

 

Figure 1-5 An illustration of the NW tensile testing technique using bimetallic 

strips. (a) Prior to the tensile test. (b) During the tensile test [90].  
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The stress state of the NWs under uniaxial tension is very simple, leading to 

easy interpretation of the measured mechanical data. However, mechanical 

characterisation of a single NW under uniaxial tension is very difficult. It requires a 

significant amount of specimen preparation due to the requirement to clamp NW 

samples to the testing stage (e.g., AFM cantilever, nanomanipulator, or PTP device). 

Characterisation of NWs using this method requires a great deal more time than the 

other methods. 

 

1.4.4 Nanoindentation 

One of the most commonly used techniques for the investigation of 

mechanical properties of nanomaterials, especially nanofilms, is nanoindentation. In 

this method, a nanometre-sized hard tip or nanoindenter is pressed into a sample by 

applying a small force. Young’s modulus and hardness – resistance to permanent or 

plastic deformation – of the sample is measured from the test. Nanoindentation has 

been widely used in AFM for mechanical characterisation of nanofilms [96, 97], 

nanobelts [98, 99] and NWs [100-102]. Hardness and Young’s modulus were 

extracted from the F–d curve obtained by nanoindentation. Nanoindentation hardness 

can be calculated from the following equation: 

 maxPH
A

=  1-2 

where Pmax is the indentation load (the peak load from the F–d curve) and A is the 

projected contact area of the indentation. The Oliver–Pharr data analysis procedure 

[103] is used to calculate the elastic modulus.  

 

1.4.5 Computational approaches 

Experimental measurements are essential to investigate the mechanical 

behaviours of nanomaterials. However, due to the difficulty of sample handling, the 

sensitivity limits of testing facilities, and the inability to decouple the mechanical 



16 
 

properties of thin films from those of their underlying bulk substrates, it is very 

challenging to conduct experimental measurements for nanomaterials such nanowires 

and nanofilms with relatively small dimensions (no more than ~ 20 nm). Moreover, it 

is difficult to explore the deformation mechanisms of nanomaterials at atomic scale 

through experimental techniques. Computational methods are helpful in the 

investigation of the deformation behaviour of nanomaterials because they enable the 

real-time observation of the deformation at the atomic scale and, at the same time, 

provide stress–strain curves [104-107]. Two major computational approaches are 

molecular-dynamics (MD) simulations and first-principles calculations. Theoretical 

approaches have some unavoidable limitations, as the results obtained from 

computational methods depend strongly on the parameters and theoretical functions 

used. Due to the computational limitations, theoretical calculations have only been 

used to study NWs with relatively small diameters, usually below 20 nm [105, 106, 

108, 109]. Moreover, the strain rates applied in simulations are very high, usually 

108 s-1 [105, 106], which is much higher than the strain rate of ~10-4 s-1 applied in 

experiments [12, 65, 66]. 

 

1.5 Mechanical behaviours of nanomaterials 

1.5.1 Young’s modulus 

For bulk materials, Young’s modulus is an intrinsic property of materials, and 

is fundamentally independent of the dimensions of the materials. However, the 

Young’s modulus of a low-dimensional nanomaterial is very different to that of its 

bulk counterpart, and is also size-dependent. The size dependency of Young’s 

modulus is important for the applications of nanomaterials and, therefore, has 

attracted a great deal of attention from researchers.  

The Young’s modulus of ZnO NWs has been extensively investigated by 

many research groups because of the significant potential applications of ZnO NWs 

[13, 53, 61, 72, 110-121]. Results have been significantly scattered. For example, 

AFM lateral bending experiments demonstrate that the Young’s modulus of ZnO 

NWs with an average diameter of 45 nm is 29 ± 8 GPa [53], which is significantly 
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lower than the bulk value (~ 140 GPa); a much larger Young’s modulus of 220 GPa 

for ZnO NWs with a diameter of 17 nm was obtained from electric-field-induced 

resonance measurement [72]. A report has also demonstrated that the Young’s 

modulus of ZnO NWs with diameters ranging from 18 nm to 304 nm is close to the 

bulk value [61].  

In addition to the scatter of the value of Young’s modulus of ZnO NWs, there 

is no consensus on the size effect on the Young’s modulus. Some reports have 

claimed that the Young’s modulus of ZnO NWs is essentially independent of NW 

dimensions [61, 122], while others have found that the Young’s modulus of ZnO 

NWs decreases with decreasing diameters [113]. However, most studies have 

supported the conclusion that the Young’s modulus of ZnO NWs increases 

dramatically with decreasing diameter [52, 72, 112, 115, 119]. For example, the 

Young’s modulus of ZnO NWs increases from 140 GPa to 210 GPa when the 

diameter decreases from 550 nm to 17 nm [72]. The same trend on the size effect on 

Young’s modulus has also been reported in GaAs NWs [8]. 

Similar to ZnO NWs, significant discrepancy in the experimental results on 

the size effect on Young’s modulus also exists for Si NWs [108, 109, 123-127]. The 

sources that lead to the discrepancy are not clear but experimental errors could be a 

reason. The different techniques used for mechanical testing are also a possible reason 

for the discrepancy. For example, NW surface carries more stress in flexural-loading 

conditions (i.e., resonance and bending) than in uniaxial loading conditions; as such, 

the surface has a greater effect on the Young’s modulus of NWs under resonance and 

bending than under tension. Loading misalignment of NWs, which can be quantified 

based on the misalignment angle between the loading direction and the NW axis, is 

usually unavoidable in mechanical property testing of NWs. Unfortunately, loading 

misalignment has been ignored in many investigations, which leads to 

underestimation of the Young’s modulus. A misaligned load can be resolved into two 

components Fx and Fy, which represent the force perpendicular and parallel to the NW 

axial direction, respectively. For a compression test, Fx can generate a bending 

moment to buckle the NW. Compared to uniaxial compression, a smaller force is 

needed to buckle a NW with loading misalignment due to the bending moment. Most 

epitaxially grown NWs are tapered rather than straight-edged because NW bases are 

grown first, and hence are exposed to reactants for a greater length of time than the 
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later grown tips [128]. Ignoring the NW tapering during the data analysis of NW 

tensile or compression tests results in inaccuracy of the measured Young’s modulus 

because the inaccurate cross-sectional area of the NW is used. In addition, for a 

technique that needs information on materials density, such as the resonance method, 

the density of bulk materials could be used. However, if native oxides form on the 

surface of NWs, the density changes, which becomes a source of the error. Combined 

detailed structural characterisation at the atomic scale and careful mechanical testing 

would provide more information on the sources of the discrepancy. 

Several mechanisms have been proposed to explain the size effects on the 

Young’s modulus of NWs, including bulk nonlinear elasticity [129, 130] and surface 

reconstruction [13, 72, 112, 115, 119]. The dependency of Young’s modulus on the 

dimensions of materials has been observed in high-quality single-crystal NWs with 

few defects [8, 13, 72, 112]. Therefore, it is expected that the phenomenon of size-

dependent Young’s modulus originates from surface reconstruction of NWs. Young’s 

modulus is very sensitive to interatomic distance. Atomic reconstruction on the 

surface of materials usually decreases the interatomic spacing on the surface, leading 

to the surface-stiffening effect [131]. The difference between the Young’s moduli on 

the surface and in the bulk does not affect the overall Young’s modulus for bulk 

materials. However, this difference significantly affects the Young’s modulus of NWs 

due to their large surface-to-volume ratios. By assuming a NW with a diameter of D 

having a core–shell structure composed of a core with modulus (E0) of the bulk 

material, a surface shell layer with constant thickness (rs), and a surface modulus (Es) 

higher than the bulk value, a core–shell model has been proposed to calculate the 

effective Young’s modulus (E) of the NW [72]: 

 
2 3 4
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 1-3 

A combined experimental/simulation study proposed that the effect of surface 

reconstruction rapidly decays beyond a certain number of atomic layers, and the 

number of these atomic layers increases with increasing the NW diameter [115]. It is 

suggested that the shell thickness is not constant and remains ~ 15% of NW diameters 

ranging from 20 nm to 80 nm, which is in contrast to the assumption made in the 

core–shell model [72]. 
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Based on a continuum-mechanics approach that describes the surface effect of 

NWs under tension and bending, a core–surface model [132] was established to 

calculate the effective Young’s modulus (E) of NWs with a diameter of D. In the 

model, a NW consists of a core with elastic modulus Ec and a surface with zero 

thickness and surface elastic modulus S (the unit is Pa•m). The effective Young’s 

modulus E is given by the following: 

 4c
SE E
D

= +  under tension, and 1-4 

 8c
SE E
D

= +  under bending. 1-5 

The surface-reconstruction mechanisms, including the core–shell and the 

core–surface models, are experimentally confirmed and well accepted [13]. However, 

some studies explain the size effect through bulk nonlinear elasticity, in which the 

residual tension-stiffened interior atomic layers are the main contributor to the size 

effect [129, 130]. This explanation is drawn from theoretical studies without support 

from experimental data. 

Theoretical simulations have also been widely used to investigate the size 

effect on the Young’s modulus of NWs [104, 106, 108, 109, 133-136]. However, 

computational data has presented some discrepancies from the experimental results. 

For example, computational results demonstrated that the Young’s modulus of Si 

NWs begins to deviate from that of bulk Si only when the diameter of the Si NWs is 

less than 10 nm [104, 108, 109, 133, 137]. However, experimental results indicate the 

transition diameter is approximately 30 nm [125]. Due to the computational limit, 

theoretical simulations have only been used to investigate the size dependency of 

NWs with diameters smaller than 15 nm. In contrast, due to the difficulty of sample 

handling and the sensitivity limit of testing facilities, most experimental results have 

come from NWs with diameters larger than 15 nm. The dimension gap between 

experimental results and computational predictions makes the comparison of the 

experimental results and computational predictions difficult. 

By using the computational methods, it has also been revealed that the 

Young’s modulus of ZnO nanofilms [130, 138] and nanobelts [129] is size-dependent, 
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and the value differs from that of bulk ZnO when the thickness was below 8 nm and 

4 nm, respectively. Theoretical investigations also revealed that the effect of size on 

the mechanical properties of nanomaterials depends strongly on the specific material 

properties. In some situations, opposite effects were predicted. For example, the 

Young’s modulus of ZnO films was expected to increase by ~ 22% with decreasing 

thickness from 8 nm to 1 nm[130, 138], whereas the Young’s modulus of Cu films 

has been predicted to decrease when the thickness of the film decreases from 12 nm to 

1 nm.[139, 140] 

 

1.5.2 Elastic strain 

Ceramic materials are naturally hard but brittle at room temperature. They 

usually fracture in the brittle mode with little (< 0.1%) or no plastic strain [47]. 

However, large elastic strains in semiconductor NWs have been widely reported 

(Table 1-1) [8, 10, 51, 52, 65, 66, 141, 142]. In Table 1-1, the fracture strain of a NW 

is either the same as the elastic strain or equal to the sum of elastic strain and plastic 

strain, depending on whether the fracture is brittle or ductile. MD simulations have 

demonstrated that the tensile elastic strain of SiC NWs with a radius of 0.432 nm at 

room temperature can be as high as 8.9% [141]. Large elastic strains in semiconductor 

NWs have been experimentally confirmed. The elastic strain of SiC and Si NWs can 

be as high as ~ 2% [66] and 10% [142], respectively. The elastic strain in brittle 

fracture of ZnO NWs measured by two research groups was 7.7 ± 0.8% [52] and 4–7% 

[51]. 

Combined in situ compression in TEM and FEA has been used to study the 

fracture strain of GaAs NWs [8]. The failure strain is 11.3%, which is approximately 

100 times higher than the bulk value. Brittle fracture with fracture strain remaining at 

10–11% for NWs with diameters in the range of 50 nm to 150 nm was observed, 

indicating that the high elastic strain could be an intrinsic material property. Recently, 

another study on GaAs NWs also revealed the development of high elasticity, with an 

elastic strain up to 3.16%, during a bending-deformation process of GaAs NWs with a 

diameter of ~ 50 nm [10]. 
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Table 1-1 Elastic, plastic, and fracture strain of semiconductor NWs. 

Material Loading Fracture Elastic 
Strain (%) 

Plastic 
Strain (%) 

Fracture 
Strain (%) 

GaAs [8] Compression Brittle 11.3 - 11.3 

Si [142] Tension Brittle 10.0 - 10.0 

ZnO [52] Bending Brittle 7.7 - 7.7 

ZnO [13] Tension Brittle 6.1 - 6.1 

GaAs [10] Bending Ductile 3.16 0.99 4.15 

SiC [66] Bending Ductile 2.0 1.5 3.5 

SiC [141] Tension Ductile 8.9 46.0 54.9 

Si [67] Bending Ductile - - 21.5 

Si [65] Tension Ductile - - 125.0 

Ge [143] Bending Ductile - - 17.0 

SiC [90] Tension Ductile - - 200.0 

 

A fracture process involves two steps: crack formation and propagation. For 

brittle materials, cracks usually initiate at microscopic flaws or imperfections that 

exist at the surface and within the interior of the materials. These flaws significantly 

reduce the fracture stress and fracture strain because an applied stress may be 

amplified or concentrated at the tip of the flaw, which makes the material fracture at a 

strain far below its elastic limit. It is well known that with the reduction of materials’ 

dimensions, the probability of the existence of a flaw in materials decreases. The 

fracture strain of semiconductor NWs with no pre-existing defects is expected to be a 

great deal higher than that of their bulk counterparts because the mechanism of crack 

initiation by flaws is absent. The NW has a core–shell structure, comprising a perfect 

crystalline core without any defect and an amorphous surface around the core, and the 

amorphous/crystalline interface is smooth. All of these factors indicate that crack 

initiation in such a NW would be difficult due to a lack of crack-initiation sites. 

Therefore, superelasticity was observed in GaAs NWs [144]. 
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These results clearly demonstrate that semiconductor NWs can sustain elastic 

strain that is approximately 100 times higher than that of their bulk counterparts due 

to the diminished number of defects in the NWs. Many physical and chemical 

properties of materials are closely related to the interatomic distances of neighbouring 

atoms. Elastic straining could alter the electronic structure [145], band gaps [146-149], 

thermal transport [150, 151], and electro-optical [152, 153] properties of materials. 

Unfortunately, no large elastic strain can be applied to bulk materials because pre-

existing defects in the bulk materials would lead to plastic deformation or fracture at 

very small elastic strain. Tuning the physical and chemical properties through elastic-

strain engineering can only be achieved in nanomaterials. In fact, elastic-strain 

engineering has been widely applied to commercial semiconductor products. For 

example, strained silicon technology [154-156] has been widely used to improve the 

mobility of charged carriers (more than 50% improvement in response to tensile 

elastic strain of ~ 1%) [156] and electrical conductivity (a compressive elastic strain 

of 0.4% doubles the conductivity) [157].  

 

1.5.3 Anelasticity 

Anelasticity has been observed in polymers [158], metallic alloys  [159, 160], 

polycrystalline ceramics [161], and bulk metallic glasses [162]. The underlying 

mechanisms of the anelasticity in different materials are different. For example, phase 

transformations, reversible motion of twins, grain reorientation, and cooperative 

motion of many atoms at grain boundaries are the dominant mechanisms for the 

anelasticity in Cu-Al-Ni alloys [160], In-Ti alloys [159], yttria-stabilised zirconia 

[163], and nanocrystalline Au [164], respectively. Note that none of these materials is 

a single crystal, and the polycrystalline feature of these materials is a key factor for 

anelasticity.  

A recent investigation demonstrated that single-crystal GaAs semiconductor NWs 

with small diameters (e.g., 25 nm) demonstrate anelasticity [84]. However, 

anelasticity was not observed in GaAs NWs with large diameters (55 nm). As 

demonstrated in Figure 1-6a, a GaAs NW with a diameter of 25 nm presented uniform 

contrast in TEM. Compression led to bending of the NW and bending contour, 
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indicated with arrows in Figure 1-6b, presented along the NW. Upon load release of 

the NW (Figure 1-6c), the bending contour did not disappear immediately, indicating 

no instantaneous full recovery of the elastic strain. In fact, it took close to two minutes 

for the NW to recover gradually to its original shape (Figure 1-6d–f). Structural 

characterisation of the NWs revealed the reason for the anelasticity. Figure 1-7 

presents a typical HRTEM image of a GaAs NW with SFs; an amorphous native-

oxide layer covers the surface of the GaAs NW. The atomic bonding at the interfacial 

region may not be as strong as that inside the NW crystal, therefore, after the same 

displacement, the residual stress and relaxation time of the amorphous surface layer  

 

 

Figure 1-6 A series of TEM images showing the anelastic behaviour of a GaAs 

NW with a diameter of ∼ 25 nm. (a) Before deformation. (b) During deformation 

with arrows indicating the bending contours. (c) Immediately after the external 

stress was completely removed. The gap between the two dotted arrows is the 

difference between the current and original positions of the NW tip. (d, e) The 

NW gradually returned to its original shape. Dotted ellipses mark the region for 

contrast comparison. (f) The NW completely recovered to its original shape. The 

inset in (f) presents the whole length of the NW. The scale bar in the inset image 

is 200 nm [84].  
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Figure 1-7 A typical atomic-resolution TEM image of the interface in a NW with 

SFs [84]. 

 

and the crystal core of the NW are different during the unloading process. When the 

external stress is removed, the whole NW gradually returns to its original shape with a 

time delay, since the amorphous layer holds back the crystal core resulting in a slow 

recovery. Anelasticity in GaAs NWs with small diameters was attributed to the 

interfacial effect between the amorphous layer and the crystalline core. Therefore, the 

interfacial structure, which was closely related to the defects in the NWs, plays a 

crucial role in determining the anelasticity of the NWs. The interfacial effect would 

no longer dominate the mechanical behaviour of NWs with large diameters due to the 

significantly decreased surface-to-volume ratio. As such, no anelasticity was observed 

in NW with large diameters. In addition to GaAs NWs, single-crystalline ZnO NWs 

with diameters ranging from 38 nm to 65 nm released from bending strain were also 

reported to exhibit anelastic behaviour [165]. The large anelasticity in ZnO NWs is 

due to the stress-gradient-induced diffusion of point defects, i.e., oxygen vacancies 

diffuse from the tensile to the compressive side and zinc interstitials diffuse in the 

opposite direction. These findings open up the prospect of using semiconductor NW 

materials for nanoscale damping applications.   

 

1.5.4 Plastic strain 

The mechanical behaviours of nanomaterials can be different from that of their 

bulk counterparts. For example, although Si is nominally brittle, ductility was 
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reported in Si nanopillars below a critical diameter, between 310 nm to 400 nm [166]. 

Bending deformation of a SiC NW resulted in a failure strain of ~ 1.5%, and this has 

been achieved through increasing dislocation density, atomic lattice disordering, and 

amorphisation [64]. Unusual large plastic bending strain (no quantitative strain value 

was provided) of SiC NWs has been observed through in situ deformation HRTEM at 

close to room temperature [66]. Superplasticity of SiC NWs with > 200% elongation 

has been observed in the 3C structure of SiC by in situ axial-tensile experiments in 

SEM [90]. Large plastic strains have also been observed in Si NWs under bending [67, 

69] and tensile [12, 65] stress. It has been demonstrated that Ge NWs tolerate 

diameter-dependent flexural strains of up to 17% before fracture, and the crystalline 

NW structure transforms to an amorphous structure at the maximum strain [143]. ZnO 

NWs have also been found to demonstrate a crystal-to-amorphous transition in highly 

compressed regions after a number of loading and unloading cycles [119]. A summary 

of the fracture modes and failure strain, including the values of plastic strain in some 

cases, is listed in Table 1. 

Due to the existence of flaws in bulk ceramic materials, ceramics usually 

fracture at a stress lower than the critical resolved shear stress, which is the minimum 

resolved shear stress required to initiate dislocation-mediated plastic deformation [47]. 

However, when the dimensions of ceramic materials reduce to a small scale, defect-

free structures can be obtained, which makes it possible for the materials to sustain 

high strain and high stress before fracturing. This stress could be high enough to 

overcome the critical resolved shear stress and supply sufficient energy to nucleate 

and/or move glissile dislocations. In addition to the defect-free structures, the high 

surface-to-volume ratios in NWs could also be responsible for the development of 

plasticity because the surface of the NWs provides abundant dislocation-nucleation 

sites, and much lower stress is required for dislocation nucleation at the surface than 

dislocation self-multiplication within crystals [167, 168].  

HRTEM investigations of the bending deformation of Si NWs has revealed the 

atomic mechanisms of large plastic strain in semiconductor NWs [69]. During 

bending deformation, prevalent mobile full dislocations nucleate, interact, and form 

Lomer lock dislocations. A typical example of the process is presented in Figures 

1-8a–d. A dislocation with a Burgers vector of b = 1/2[011] is shown in Figure 1-8a  
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Figure 1-8 An atomic-scale in situ observation of a Lomer lock dislocation–

formation process via a dislocation reaction and the subsequent crystalline to 

amorphous transition. (a, b) A glissile dislocation with a Burgers vector of b = 

1/2[011] and 1/2[ 110 ], respectively. (c) A Lomer lock dislocation formed via the 

reaction of the two dislocations shown in (a) and (b). (d) An enlarged HRTEM 

image showing the Lomer lock structure. (e, f) Enlarged HRTEM images 

showing a crystalline to amorphous transition process at the atomic scale [69]. 

 

and another dislocation with a Burgers vector of b = 1/2[ ] is presented in Figure 

1-8b. These two types of dislocations can react and form a Lomer lock dislocation 

(Figure 1-8c). An enlarged HRTEM image of the Lomer lock structure is presented in 

Figure 1-8d. Figures 1-8e–f present two HRTEM images taken from the same region 

101
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at different strain values, demonstrating that continuously increasing bending strain 

results in atomic disorder at the core of a Lomer lock that eventually transforms the 

local area into an amorphous structure. These results clearly demonstrate that 

ultralarge plasticity in some semiconductor NWs is caused by extensive dislocation 

activities and a crystal-to-amorphous phase transition. 

Controversial results have also been reported for the deformation behaviour of 

semiconductor NWs. Many studies have demonstrated that semiconductor NWs are 

brittle and have not observed any noticeable plastic deformation before catastrophic 

fracture under both uniaxial tension and bending. For example, both bending tests [50, 

124, 169] and tensile deformation [12, 125, 170, 171] of Si NWs demonstrated only 

brittle fracture. Figure 1-9a presents a typical in situ tensile test on a Si NW using a 

TEM–AFM platform [12]. An HRTEM image of the fracture surface is presented in 

Figure 1-9b. The fracture is brittle by cleavage along the (111) planes. The fracture 

surface is flat and perpendicular to the loading direction without any obvious necking 

or sliding. A typical stress–strain curve in Figure 1-9c demonstrates a linear elastic 

deformation before an abrupt drop in the stress caused by failure. ZnO NWs have also 

been found to deform elastically until brittle fracture under bending [51, 52, 61]. 

The fact that different or contradictory results have been reported indicates 

that the mechanical behaviours of semiconductor NWs are complicated and depend on 

many factors, including strain rate, loading condition, sample size, sample orientation, 

and sample defects. The mechanical behaviours of materials (e.g., brittle-to-ductile 

transition) are sensitive to the strain rate [172, 173]. The critical brittle-to-ductile 

transition temperature increases with increasing strain rate. Large plastic strain is 

usually obtained at a low strain rate, for example, Si NWs under bending or tension 

with a strain rate of approximately 10-5 s-1 [65, 66], and Ge NWs under bending with a 

strain rate of 10-3 s-1 [143]. Higher strain rates might result in brittle fracture. Much 

faster loading with a constant displacement of 20 nm/s has been used to compress 

GaAs NWs for the whole cycle distance of ~ 150 nm, and brittle fracture was 

observed [8]. Similarly, Si NWs have demonstrated brittle fracture when bent at a 

speed of 10 nm–30 nm for a distance of 100 nm–300 nm [124]. 
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Figure 1-9 An in situ TEM tensile test of a single Si NW. (a) Snapshots of the 

tensile elongation and fracture process. Uniform elongation occurred until 

simultaneous abrupt fracture at two positions. (b) An HRTEM image of the Si a 

NW at fracture site. (c) Typical stress−strain curve illustrating a linear elastic 

deformation until abrupt failure with the values of fracture stress and strain of 

8.7 GPa and 4.6%, respectively [12].  
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Under different loading conditions, stress states are different and therefore 

might result in different mechanical behaviours. A stress-state parameter (α) of the 

ratio between the maximum shear stress and the maximum axial-tensile stress can be 

defined to describe the influence of the stress state on the ductility of a material: α = 

(τmax)/(Smax) = (σ1  −  σ3)/(2[σ1 −  ν(σ2 + σ3)]), where τmax, Smax, σ1,2,3, and ν are the 

maximum shear stress, maximum tensile stress, three principal stresses, and Poisson’s 

ratio, respectively [174]. The α value for uniaxial tension and compression states is 

~ 0.5 and ~ 2, respectively. Materials tend to be more brittle with a smaller α value, so 

materials are usually more brittle under tension than under compression. Si NWs 

fractured in a brittle manner under tension but pronounced plastic deformation by 

dislocation activities and crystalline to amorphous transition occurred under bending 

[12]. The diameters of NWs have important influences on the mechanical behaviours 

of NWs. It has been proposed that the plasticity of a particular material is controlled 

by the dislocation velocity, which is regarded as the rate of emission of dislocations 

and/or dislocation motion [65]. The dislocation velocity is diameter-dependent. NWs 

with a small diameter have a high dislocation velocity and tend to be ductile. Further, 

MD simulations have suggested that materials’ dimensions are critical in determining 

the fracture mode. For example, Si NWs [107] and ZnO NWs [175] could fracture in 

either brittle or ductile manners under tension, depending on their diameter. For 

example, under a bending condition, brittle fracture was observed for Si NWs with 

diameters in the range of 100 nm to 700 nm [124] and ductile deformation presented 

in Si NWs with diameters between 15 nm to 70 nm [65]. The mechanical behaviours 

are also closely related to NW orientations (growth directions). It has been found that 

Si NWs with [111] growth directions are more brittle than those with [110] growth 

directions [104, 107]. Defects such as surface steps or twin boundaries may act as 

stress concentrators and initiation sites for cracks, facilitating a brittle fracture [12, 

124], while ductility may be observed in a defect-free NW [65]. In addition, 

experimental conditions, such as electron-beam irradiation[176], NW clamping and 

loading alignments could also affect the mechanical behaviours of NWs. 

In bulk materials, plastic deformation is nonrecoverable or permanent. 

However, reversible plasticity has been observed in GaAs NWs during bending-

deformation processes [10]. The reversible plastic deformation is accompanied by 

large elastic strain and occurs from an early stage of bending deformation until failure. 
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As presented in Figure 1-10a and the inset selected area electron diffraction (SAED) 

pattern, a high density of dislocations was found across a bent NW. After the release 

of the bending stress, the dislocation density in the recovered NWs reduced 

dramatically (Figure 1-10b). The results indicate that upon load release, both the 

lattice-based elastic deformation and the dislocation-based plastic deformation 

recovered. In this study [10], the NWs were deformed to different strain levels. It was 

found that both elastic and plastic strain components increase with the increase of the 

total strain, indicating that plastic strain develops in parallel with elastic strain 

throughout the whole deformation range. 

 

 

Figure 1-10 The microstructural evolution of a GaAs NW during a bending–

release process. (a) An HRTEM image and a corresponding SAED pattern of a 

NW deformed 4.81% show a very high density of dislocations. (b) An HRTEM 

image of the NW following release of the applied load. The inset SAED pattern is 

identical to that of the undeformed sample [10]. 
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It is known that NW has very high surface-to-volume ratio, and the surfaces of 

NWs provide abundant sources for dislocation nucleation and act as the sink for 

dislocation annihilation. Hence, during the bending deformation of a NW, a very high 

density of dislocations nucleates from the surface of the NW. For bending 

deformation of a NW, the stress status changes from tension at one side of the NW to 

compression at the other side. There is a transition zone somewhere around the 

geometric axial centre of the NW with zero stress. Such a zero-stress area acts as a 

barrier to prevent dislocations from passing through the whole NW. Consequently, the 

tangling of dislocations results in significant work hardening, leading to a very rapid 

increase in flow stress and further increases in significant elastic strain after the 

initiation of plastic deformation. When the load is removed, the recovery of elastic 

strain produces large internal stress, which is opposite in direction and approximately 

equivalent in magnitude to the applied stress. This internal stress spontaneously drives 

the dislocation motion backwards and, finally, most of the dislocations annihilate at 

the NW surface from which they nucleate. Therefore, the plastic strain is recovered 

through the reverse motion of the dislocations. 

 

1.5.5 Fracture strength 

The measured fracture strengths of most materials are significantly lower than 

the theoretical prediction calculated based on atomic-bonding energy. This is caused 

by the unavoidable defects (e.g., dislocations and cracks) in materials that serve as 

sources for crack formation and propagation. When the dimensions of materials are 

reduced to the nanometre regime, a structure with few or no internal defects could be 

obtained that would provide the ability to sustain high stress before failure. Therefore, 

the fracture strength of semiconductor NWs could be much higher than that of their 

bulk counterparts (Table 2). 

The fracture strength of SiC NWs was first measured by the Lieber group in 

1997 using AFM-based bending tests [177]. The group reported that the maximum 

fracture strength of SiC NWs was 53.4 GPa, which is much larger than the 

corresponding values for bulk SiC and microscale SiC whiskers. The fracture strength 

of Si NWs increased from 5.1 GPa to 12.2 GPa as the NW diameter decreased from  
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Table 1-2 Fracture strength of semiconductor NWs and their bulk counterparts.  

Material Diameter 
(nm) Loading Mode 

Fracture Strength (GPa) 

NW Bulk 

SiC 35 Bending 53.4 [177] 0.8-1.5 [47] 

SiC 50 Compression 5.4 [85] 0.8-1.5 [47] 

Si 15 Tension 12.2 [125] 0.3-1.0 [178] 

Si 100 Bending 18.0 [50] 0.3-1.0 [178] 

ZnO 220 Bending 7.7 [52] 0.1 [179] 

ZnO 20 Tension 10.32 [13] 0.1 [179] 

Ge 23 Bending 18.0 [143] 0.13-0.15 [143] 

GaN 200 Tension 7.0 [180] - 

 

60 nm to 15 nm [125]. Such a size effect on fracture strength was related to the 

reduced numbers of defects in NWs with smaller diameters. This study also revealed 

that the strength of Si NWs increased with decreasing the side surface area of Si NWs, 

which confirmed the importance of the surface defects in fracture. Similar results have 

also been reported for the tensile fracture strength of Si NWs [12, 171]. However, no 

clear size effect was discovered for the bending fracture strength of Si NWs [50, 124]. 

For example, the bending fracture strength of Si NWs with diameters of 90 nm to 

140 nm was found to be in the range of 7 GPa to 18 GPa without showing a clear size 

effect [50]. Using a microelectromechanical systems testing stage, the tensile fracture 

strength of GaN NWs was measured to be in the range of 4 GPa to 7 GPa [180]. 

Ultrahigh strength of the ZnO NWs under tension is size dependent. It is believed that, 

in addition to the diminished number of defects in small NWs, surface strengthening 

also contributes to the size effect of the fracture strength [13]. Structural 

reconstruction on materials’ surface leads to reduced bond length and this strengthens 

the materials on the surface. Reducing the dimensions of NWs increases the surface-

to-volume ratio of the NWs, and therefore leads to higher fracture strength.  
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Grown-in defects in bulk materials, including dislocations and cracks, are a 

major factor in reducing the strength of materials. Interestingly, a recent investigation 

proposed that GaAs NWs could be strengthened through defect engineering [85]. This 

strengthening effect was attributed to the higher Young’s modulus values of the NWs 

with a high density of SFs, which made the NWs more resistant to bending and better 

able to suppress crack initiation. Most recently, in situ tensile tests in SEM of SiC 

NWs consisting of segments with the 3C structure, the 3C structure with an inclined 

SF, and a highly-defective structure in a periodic fashion along the NW length [181], 

demonstrated that the NWs fractured in the 3C with inclined SF segments, rather than 

in the highly-defective segments. A strong size effect on the fracture strength was 

observed (Figure 1-11a). As presented in Figure 1-11b, reducing the diameter of SiC 

NWs reduces the density of defects in the NWs and this increases the fracture strength 

of the NWs. Therefore, the size effect in this study was due to the size-dependent 

defect density. 

 

1.5.6 Fatigue 

Fatigue is a form of delayed failure that occurs in materials subjected to cyclic 

loading. Similar to the fracture of materials under static loading, the process of fatigue 

begins with crack initiation, in which a small crack forms at some point of high stress 

concentration, followed by crack propagation, during which the crack advances 

incrementally with each stress cycle. Finally, failure occurs rapidly once the 

advancing crack has reached a critical size. The applied stress is amplified at a crack 

tip to the degree that the local stress level exceeds the yield or fracture strength. 

Therefore, failure occurs in materials even if the maximum applied stress in each 

stress cycle lies below the yield or fracture strength. Fatigue is catastrophic and 

insidious, occurring suddenly and without warning. For semiconductor NWs, fatigue 

is important inasmuch it is a commonly encountered failure mode that determines the 

stability and lifetime of NW-based devices [182]. However, performing a fatigue 

experiment on a NW is very difficult due to the small size of the NW, and the 

experiment is very time-consuming because it usually requires ~ 108 loading cycles 
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[47]. So far, only the fatigue behaviours of ZnO NWs have been studied due to their 

piezoelectric property-related applications [182, 183]. 

 

 

Figure 1-11 The effect of size-dependent defect density on the fracture strength 

of SiC NWs. (a) Fracture strength of SiC NWs as a function of the diameter. (b) 

Defect density as a function of NW diameter. The range between the dotted lines 

corresponds to the diameter range tested (17 nm−45 nm) [181].  

 

In situ TEM fatigue studies have revealed that ZnO NWs are free of fatigue 

after high-cycle loading up to 1010 cycles [182, 183]. However, a NW that was 

irradiated by an electron beam before resonance testing fractured after resonance for 

seconds [182]. This is because defects in the NWs act as local stress concentrators, 
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just like the unavoidable defects (e.g., dislocations and cracks) in materials always 

serve as sources for crack nucleation and propagation. Therefore, the infinite fatigue 

life of intact NWs is caused by the defect-free nature of the NWs, which makes crack 

nucleation extremely difficult. The large surface-to-volume ratio of NWs also 

contributes to the fatigue-free nature of ZnO NWs, because the surface enhances the 

atomic mobility that allows the NWs to undergo deformation without fracture. 

 

1.6 Outstanding issues in the field and the aims of this thesis 

As seen in the literature review, nanomaterials demonstrate many interesting 

properties that are not seen in bulk materials and have significant applications in 

various areas. Before nanomaterials can be successfully incorporated into devices, it is 

important to gain a better understanding of their mechanical behaviours. However, our 

understanding of the mechanical behaviours of nanomaterials is still far from 

complete; there are still some inconsistences and gaps between the existing results on 

the mechanical behaviours of nanomaterials. As such, to fully utilise the superior 

properties and advantages offered by the size specificity and selectivity of 

nanomaterials, further investigation of the mechanical behaviours of nanomaterials, 

such as NWs and nanofilms, is necessary. 

A number of experimental techniques have been developed to measure the 

mechanical properties of NWs, including resonance, bending, uniaxial tension or 

compression, and nanoindentation of NWs. Uniaxial in situ compression and tension 

of NWs in an electron microscope are popular nanomechanical testing techniques. 

However, it is extremely difficult to properly align the NW axial direction with the 

loading direction because of the nanoscale sample sizes, and most epitaxially grown 

NWs are tapered. Therefore, loading misalignment and tapering of nanowires are 

usually unavoidable factors in compression and tensile mechanical property testing of 

NWs. Unfortunately, these two factors have been largely ignored in previous data 

analysis of NW mechanical characterisation using uniaxial compression or tension [13, 

111, 115, 116, 125]. Neglect of these two factors could lead to inaccurate measured 

mechanical properties. It is therefore necessary to understand quantitatively how 

loading misalignment and tapering affect the mechanical behaviour of NWs under 
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uniaxial compression and tension. The effects of these two factors on the measured 

compression and tensile mechanical properties of NWs are investigated in this study 

using quantitative FEA and experimental measurements. 

SFs are commonly observed crystalline defects in III-V semiconductor NWs 

that affect a variety of physical properties. These defects can potentially have a 

positive impact on some of the physical properties of NWs and therefore benefit 

certain NW applications [184, 185]. Exploring how crystalline defects affect the 

mechanical properties of semiconductor NWs is important. However, until now, there 

have been only a few reports on the effect of planar defects on the Young’s modulus 

of semiconductor NWs, and the available results vary markedly [87, 186]. It is 

important to explore the mechanical behaviour of semiconductor NWs and to 

understand how the mechanical behaviour is affected by SFs. The Young’s moduli of 

GaAs NWs with two distinct structures – defect-free single crystalline wurtzite (WZ), 

and highly-defective wurtzite containing a high density of SFs (WZ-SF) –  are 

investigated here using combined in situ compression TEM and FEA. 

Due to the small dimensions of nanomaterials, mechanical characterisation of 

nanomaterials is still a challenge to many existing testing and measurement 

techniques. Determination of the elastic modulus of nanostructures with sizes at 

several nm range is even more challenging. Most experimental results on the size 

dependency of mechanical behaviour have been obtained from nanowires and thin 

films with dimensions larger than 15 nm [8, 60, 72, 187]. However, due to 

computational limits, theoretical simulations have normally been used to investigate 

the size dependency when the dimensions are smaller than 15 nm [129, 130, 138-140], 

although NWs with a diameter of 20 nm has been simulated [188]. Therefore, there 

exists presently a gap in the dimensions between experimental measurements and 

computational predictions. It is necessary to design an experiment to measure the 

elastic modulus of nanomaterials with dimensions of just several nanometres. In this 

thesis, a method that combines in situ compression TEM and FEA is developed to 

measure the Young’s modulus of nanoscale materials with dimensions as small as 

2 nm by using a core–shell NW structure. 
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2 Methodology 

A general understanding of the methods used in this thesis, including TEM, 

SEM, in situ nanomechanical characterisation, and FEA is provided in this chapter, 

followed by detailed description of the experimental and modelling procedures. 

 

2.1 Electron microscopy 

2.1.1 Brief history of electron microscopy 

To help exploration of the details of very tiny objects, different tools, for 

example the magnifying glass and optical microscope, were invented. A good optical 

microscope can reach a resolution of 260 nm [189]. However, the desire to see further 

has been driving the exploration of the mechanisms that limit the resolution of optical 

microscopes and the invention of a microscope with even higher resolution.  

In 1873, Ernst Abbe proposed the so-called Abbe diffraction limit for a light 

microscope: the resolution limit of optical imaging instruments is equal to about half 

of the wavelength of light used in the microscope [190]. Based on the theory, a light 

source with a shorter wavelength is necessary to improve the resolution of a 

microscope. In 1897, J.J. Thomson discovered electrons [191]. In 1924, Louis de 

Broglie theoretically suggested that electrons had wave-like characteristics, with 

wavelengths substantially less than those of visible light [192]. Moreover, the 

wavelength of electrons could be further decreased through accelerating the electrons 

by applying a high voltage, since [193]: 
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where λ is the wavelength of the radiation, h is Planck’s constant, m0 is the rest mass 

of an electron, e is the charges carried by an electron, V is the accelerating voltage, 

and c is the speed of light. For example, with an accelerating voltage of 100 kV and 
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400 kV, the wavelength of the accelerated electron is ~ 0.00386 nm and 0.00193 nm, 

respectively. In 1926, Hans Busch found that, in the same way visible light can be 

focused by lenses, electrons can be focused by magnetic fields [194]. With these 

findings, the theoretical foundation for building an electron microscope had been 

established. It was now theoretically possible to build a microscope that could “see” 

detail well below the atomic level. The first transmission electron microscope TEM 

was invented by Max Knoll and Ernst Ruska in 1931 in Berlin [195]. Later, in 1936, 

the Metropolitan-Vicker EM1 was the first commercial TEM successfully built [193]. 

In 1937, the first high-resolution SEM was developed and built by Von Ardenne [196].  

After that, research continued on the electron microscope to improve its resolution 

limit. Compared to the first commercial TEM, the resolution of today’s TEMs has 

been increased by more than 100 times to sub-angstrom scale [193].  TEM and SEM 

have become efficient and versatile tools in materials science research. 

 

2.1.2 Interactions of electrons with matter 

When fast electrons pass through a thin material, the electrons interact 

strongly with the material. There are two types of interactions between electrons and a 

material: elastic interactions and inelastic interactions. There is no measurable energy 

loss in elastic interactions, while the electrons lose part of their energy to the material 

in inelastic interactions [193]. The interactions between fast electrons and thin 

materials lead to many types of products, as illustrated in Figure 2-1. All of these 

interaction products carry useful information about the materials. By collecting and 

processing these products, information on the surface morphology, crystal structure, 

crystal orientation, elemental content etc. can be extracted. Both TEM and SEM use 

accelerated electrons as the “light source”, the major difference between them is they 

collect and process different types of signals scattered in the interactions between the 

electrons and the material. Images seen with a TEM are formed by electrons that pass 

through the specimen, while in SEM, the reflected (or back-scattered) electrons and 

secondary electrons are collected. 
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Figure 2-1  The interactions between a high-energy electron beam interacts and a 

thin material [193]. 

 

2.1.3 Transmission electron microscopy 

TEM has two operation modes: diffraction mode and imaging mode. The 

diffraction mode gives electron diffraction patterns, which provide information about 

the material structure in reciprocal space, while the image mode gives electron 

scattering contrast images, which provide information in real space. Crystal structural 

information (for example, unit cell, lattice parameters, space groups, and atomic 

positions), crystallographic information of the material, and defects in the material can 

be determined from both diffraction and image modes.  

The diffraction mode and image mode can be realised in TEM by controlling 

the intermediate lenses, as shown in Figure 2-2. A specimen is placed on the front 

focal plane of the objective lens. In the image mode, an objective aperture is inserted 

on the back focal-plane of the objective lens to allow selected diffracted beams (one 

or more), including the transmitted beam, to go through. The image produced by the 
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objective lens becomes the object for the intermediate lens which produces a second 

intermediate image. The second intermediate image is further magnified by the 

projector lens to produce the final image on a fluorescent viewing screen. In 

diffraction mode, the objective aperture is retracted, while a small selected area 

diffraction (SAD) aperture is inserted to the first intermediate image plane of the 

objective lens. Due to the reduction of the strength of the intermediate lens, its focal 

length is changed from fI to fD, and hence an image of the diffraction pattern in the 

back-focal-plane of the objective lens is focused on the viewing screen. In this mode,  

 

 

Figure 2-2 Schematic diagrams showing the TEM three-stage magnification 

imaging system in the diffraction mode (left) and the imaging mode (right) [193]. 
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the back focal plane of the objective lens acts as the object plane for the intermediate 

lens, so the object for the intermediate lens is the diffraction pattern produced by the 

objective lens [193]. 

The incident beam is scattered as it traverses the specimen, and both the 

amplitude and the phase of the electron wave change at that moment, which give rise 

to image contrast: so-called amplitude contrast and phase contrast. There are two main 

types of amplitude contrast, namely, mass-thickness contrast and diffraction contrast.  

Diffraction contrast is simply a special form of amplitude contrast where the 

scattering occurs at special (Bragg) angles [193]. Bragg diffraction is controlled by 

the crystal structure and orientation of the specimen. In crystalline materials, electrons 

are strongly scattered by Bragg diffraction, especially in the crystalline area oriented 

along a zone axis with low indices, so this area appears with dark contrast on a bright 

field image. To form a diffraction-contrast image in TEM, a small objective aperture 

is inserted on the back focal plane to select one Bragg scattered beam. The transmitted 

beam is selected to pass through the aperture to form a bright-field diffraction contrast 

image. An objective aperture is used to exclude unneeded beams for enhanced 

contrast. Diffraction contrast is very useful in determining crystalline defects in 

materials, such as dislocations, twins, and stacking faults. 

In addition to amplitude contrast, the difference in the phase of the electron 

waves scattered through a thin specimen also give rise to contrast in TEM images. A 

phase contrast image forms by removing the objective aperture or by using a large 

objective aperture, which allows multiple (> 2) electron beams (not only the 

transmitted beam, but also diffracted beams) from thin sample areas to contribute to 

the image. In crystalline materials, the scattering centres (positions of atoms) are 

periodically spaced, therefore the path difference travelled by all of the waves are 

integer multiples of the wavelength of the incident wave. The phase contrast image 

forms as a result of the interference between the transmitted and scattered waves. 

Phase contrast is mainly used for imaging at the atomic resolution, and employed to 

image individual atomic columns. Examples of phase contrast include Moiré fringes, 

Fresnel contrast at defects, and HRTEM images [193].  
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2.1.4 Scanning electron microscopy 

In SEM, the surface of a specimen to be examined is scanned with an electron 

beam, and the imaging signals generated from secondary electrons or backscattered 

electrons are collected and then converted to intensity changes in the viewing screen. 

SE is the most often used signal to produce SEM images because these vary primarily 

as a result of differences in surface topography. The basic configuration and the 

working principle of a SEM are illustrated in Figure 2-3. The SEM uses a beam of 

high energy electrons generated by an electron gun and accelerated through a voltage 

difference between the cathode and an anode. Then the beam is processed by 

magnetic lenses, focused at the specimen surface, and systematically scanned 

(rastered) across the surface of a specimen. The intensity of the signal generated from 

the interaction between the beam and the specimen is measured from point-to-point 

across the specimen surface to produce contrast in the image. The intensity of the 

signal or the contrast in the image generated from each point reflects the 

topographical and/or compositional difference in the sample. Increased magnification 

is produced by decreasing the size of the scanned area, which is controlled by the 

deflection system (two pairs of electromagnetic scan coil). Signals are collected by an 

electron detector, and then converted to photons by a scintillator, amplified in a 

photomultiplier. Finally, they are converted to electrical signals to modulate the 

intensity of the image on the viewing screen [197, 198]. 

Secondary electrons are formed by inelastic scattering. Normally SE has an 

energy spectrum in a range of ~ 0 eV–50 eV. Because of their low energy, secondary 

electrons are easily collected. Generation of the SE signal is mainly affected by the 

topography of the specimen surface, so the routine SEM image of the specimen 

surface is formed by SE. Edges and point parts produce more electrons, so they look 

brighter than the rest of the image. Another important signal used in SEM imagining 

is BSE, which shows information about the average atomic number of the sample. 

The angular exit characteristics of BSE are modulated by Kikuchi bands, which can 

be recorded as an electron backscattered diffraction. Many other signals are also used 

in SEM imaging, including specimen current, transmitted electrons, electron beam 

induced current, cathode-luminescence (the emission of ultraviolet, visible, or infrared 
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light stimulated by electron bombardment), acoustic thermal wave, and x-ray [197, 

198]. 

 

 

Figure 2-3 A schematic representation of the principle of the SEM [198]. 

 

2.2 In situ TEM nanomechanical testing 

2.2.1 An overview of in situ TEM nanomechanical testing 

The emergence of nanostructures as fundamental constituents of advanced 

materials and as key building blocks of next-generation electronic and 

electromechanical devices has increased the need for the investigation of the 

mechanical properties and deformation behaviours of materials at the nanoscale. 

Electron microscopes have been platforms to perform in situ nanomechanical testing 

due to their high-resolution capability. Coupling this capability with in situ 

mechanical deformation enables researchers to have a better understanding of the 

mechanical behaviours of nanostructures. A number of approaches have been 

developed to realise in situ deformation in electron microscopes.  
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In 1968, in situ indentation experiments were carried out in SEM by using a 

very fine stylus as an indenter to measure the mechanical properties of metal surfaces, 

where loads as low as 2 μN could be applied [199]. With some modification of in situ 

indentation techniques in SEM, a series of in situ deformation experiments – 

including indentation, compression, and bending – were conducted in either an SEM 

or a TEM in 1970 [200]. This was the first use of contact probes inside a TEM. Later, 

the use of actuated piezo-driven diamond indenters led to the rapid development of in 

situ deformation techniques. Replacing the piezo drive with a depth-sensing 

transducer and displacement control feedback has increased the sensitivity to load and 

displacement, while continued device miniaturisation and commercialisation allows 

experiments to be run almost routinely in the TEM. Recently, several commercial in 

situ TEM straining stages have been developed. The Hysitron PicoIndenter© and 

NanoFactory holders are the most commonly used commercial products for in situ 

TEM tensile, compression, and bending tests [8, 77-87]. Some stages are able to 

provide quantitative stress–strain curves during deformation, which is the basic 

requirement for mechanical property testing. 

 

2.2.2 The PI 95 TEM PicoIndenter  

A Hysitron PI-95 Picoindenter holder [201] was used for the in situ TEM 

experiments in this study. The PI-95 Picoindenter is a TEM holder equipped with an 

indenter. It is the first full-fledged depth-sensing indenter that allows direct 

observation of nanomechanical testing in a TEM. This holder is specially designed to 

address various environmental and configurational challenges of a TEM. The most 

powerful function of this holder is that it provides in situ force-time-displacement 

curves in a precise depth-sensing manner, as well as the corresponding TEM video of 

in situ deformation processes. The coupling of high-resolution techniques offers the 

potential to reveal the microscopic origin of a transient change in the measured force 

or the displacement.  

The basic hardware components of the PI 95 system include:  

• PI 95 PicoIndenter transducer assembly (TEM holder)  
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• Sample mounting bracket 

• PI 95 PicoIndenter control unit, named the performech 

• Computer and data acquisition system. 

Figure 2-4 shows the Hysitron PI 95 PicoIndenter TEM holder, and the 

enlarged image of the front end of this holder. The core of this holder is the new 

capacitive force/displacement transducer. The transducer provides electrostatic 

actuation and capacitive displacement sensing. The traditional three-plate capacitive 

design provides high sensitivity, a large dynamic range, and a linear force or 

displacement output signal with displacements up to 5 μm and loads up to 1.5 mN. 

The transducer consists of the force/displacement sensor, drive circuit board, and 

hardware used to mount the transducer to the TEM system. The transducer sensor 

consists of fixed outer electrodes (drive plates), which are driven by AC signals 180 

degrees out of phase with adjacent drive plates (Figure 2-5). Since the signals applied 

to the drive plates are equal in magnitude but opposite in polarity at any instant, the 

electric field potential is maximised (equal to the applied signal) at the drive plates 

and minimised (zero, the two opposite polarity signals cancel each other out) at the 

site cantered directly between the drive plates (Figure 2-5). When a large direct 

current bias is applied to the bottom plate of the capacitor, an electrostatic attractive 

force will be created between the bottom plate and the centre plate to pull the centre 

plate down, then the force is applied to the transducer. The magnitude of the force can 

be controlled by altering the magnitude of the voltage applied. Since the transducer is 

electrostatically actuated, substantially larger forces can be realised without 

compromising force sensitivity [201]. 

 

 

Figure 2-4 PI 95 TEM PicoIndenter holder for usage in JEOL TEMs [201]. 
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Figure 2-5 The transducer actuation diagram [201]. 

 

The axis labelling system of the PicoIndenter differs from that of the existing 

TEM system. Typically, during an in situ TEM deformation experiment, the 

indentation direction is perpendicular to the direction of the beam, parallel to the 

direction of the holder. The Hysitron-supplied sample mount consists of a bracket and 

two screws (Figure 2-4). The sample is adhered to the bracket by using a thin layer of 

adhesive, such as epoxy. When the sample is adhered to the bracket, efforts should be 

made to centre the sample, as the movement range of the PicoIndenter is limited. The 

NW sample should be mounted in a way that the substrate surface is parallel to the 

surface of the front end of the bracket to ensure that the loading axis is parallel to the 

NW axis. The sample mounting bracket can be held to the front-end of the holder by 

tightening the screws. The indentation probe must be fully retracted before loading the 

bracket to prevent damage to the probe. The PicoIndenter is then ready to be inserted 

into the TEM. 

The PicoIndenter is used with a computer-driven control unit Hysitron call the 

performech, a state-of-the-art electronic digital signal processor control unit. The 

control unit provides users with exceptional control and unsurpassed resolution for 

nanomechanical testing. The PicoIndenter connects to the controller, which connects 

to the data acquisition computer. All basic instrument operation, data collection, and 
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analysis are incorporated by the software suite, called TriboScan, in the data 

acquisition computer supplied by Hysitron. Mechanical testing with difference 

parameters, such as total displacement and displacement rate, can be realised by 

editing the loading function using the quasistatic load function editor in the TriboScan 

software. 

 

2.3 Fundamental concepts of finite element analysis 

As we have seen in Chapter 1, significant efforts have been taken to study the 

deformation mechanisms and mechanical properties of NWs. However, mechanical 

testing methods at small scales usually have their own limitations and issues. For 

example, most epitaxially grown NWs are tapered rather than straight-edged [128]. 

For those tapered NWs, the mechanical properties have to be extracted through FEA, 

in which the finite element NW models are built based on the experimentally 

measured real dimensions of the tapered NWs, so the effect of tapering has been 

considered [8]. In addition to tapering, it is extremely difficult to properly align the 

NW axial direction with the loading direction because of the nano-scale sample sizes. 

If these issues are not handled properly, the data extracted from in situ compression 

tests of NWs would be meaningless to the intrinsic mechanical properties of materials 

at the nanoscale. In many situations, numerical modelling and simulation are 

conducted to better interpret the experimental data and provide deeper insights into 

the mechanical behaviour of materials. FEA is an effective approach to simulate the 

mechanical behaviour of materials at the micron and submicron scales, with 

controllable loading and modelling parameters [202, 203]. In this section, some basic 

concepts of FEA are introduced, followed by the introduction of the FEA software 

package Abaqus used in this thesis. 

 

2.3.1 What is finite element analysis? 

FEA is a numerical method for predicting how a structure reacts to forces, 

vibration, heat, fluid flow, and other physical effects. FEA shows whether a structure 
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will break, wear out, or work the way it is designed. FEA can be used in a product 

development process to predict reliability when the product is used in the real-world. 

FEA was first developed in 1943 by the mathematician Richard L. Courant [204]. In 

the early 1960s, engineers began to pay attention to this mathematical approach, and 

this method was used to study the stresses in complex airframe structures in the 

aircraft industry [205]. Later, the rapid reduction in the cost of computers and 

significant increases in computing power facilitated the development of FEA to 

incredible precision.  

Because of the diversity and flexibility of the finite element method, it has 

been extended and applied to structure analysis, solid mechanics, dynamics, thermal 

analysis, and biomaterials. Recently, the finite element method has also been 

successfully used in the study of nanostructures, such as nanowires, although this 

method was originally developed to deal with macroscopic structures. For example, 

the bending strength of an experimentally bent Si NW that stands perpendicular to the 

substrate was calculated by FEA [50, 51]. Combined in situ compression TEM and 

FEA was used to evaluate the Young’s modulus of GaAs NWs with their diameters 

ranging from 50 nm to 150 nm [8]. 

 

2.3.2 How does finite element analysis work?  

FEA consists of a model of a material or design that is stressed and analysed to 

obtain approximate solutions in engineering. Firstly, a model of the part to be 

analysed is constructed, and the geometry of the model is broken down into a large 

number of discrete subregions, or “elements,” such as little cubes, connected at 

discrete points called “nodes.” An element is the basic building block of FEA. It is 

programmed to contain the material and structural properties which define how the 

structure will react to certain loading conditions. There are several basic types of 

elements, which can be lines (trusses or beams), areas (2-D plates and membranes), or 

solids (bricks or tetrahedrals). The selection of the type of elements for FEA that is 

used depends on the type of the object to be modelled and the type of analysis to be 

performed. Since these elements can be put together in a variety of ways, they can be 

used to represent exceedingly complex shapes.  
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A node is a coordinate location in space where the degree of freedom (DOF) is 

defined. Some nodes in a model have fixed displacements, while others have 

prescribed loads. The results of an FEA, including deflections, stresses, and strains, 

are usually given at the nodes. The density of nodes that are assigned throughout the 

model depends on the anticipated stress level of a particular area. Areas to be 

subjected to large stresses, such as a fracture point of a previously tested material, 

fillets, corners, and complex detail, usually have a higher node density than those 

areas that experience little or no stress.  

A mesh is a list of elements, nodes, and other data that describes the 

computational domain. The mesh acts like a spider web in that a mesh element 

extends from each node to each of the adjacent nodes.  

Constructing models can be extremely time-consuming, but some commercial 

FEA software has a user-friendly “pre-processor”, which can generate a mesh on a 

pre-existing computer-aided design (CAD) file. 

Once a finite element model has been prepared by the pre-processor, it is used 

as input to the finite element code itself, which constructs and solves a system of 

linear or nonlinear algebraic equations. Linear equations use simple parameters and 

assume that the material is not plastically deformed. Non-linear models consist of 

stressing the material past its elastic capabilities. 

To demonstrate how a complex problem is reduced to a series of simplified 

interrelated problems by finding solutions for individual elements, an example of a 

system composed of two springs loaded by external forces is shown in Figure 2-6. 

The system can be broken down into smaller subregions, i.e., elements connected 

each other through nodes. Force (F), displacement (d) and spring stiffness (k) are the 

only parameters in this system. An isolated element is shown in Figure 2-7. For the 

linear spring, F and d are related through Hooke’s law by 

 ( )2 2 1x x xf k d d= −  2-2 

The force equilibrium for this single element can be expressed as  

 1 2 0x xf f+ =  2-3 
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 ( )1 2 2 1x x x xf f k d d= − = − −  2-4 

Collecting the two equations above in matrix form, we have  

 1 1

2 2

x x

x x

f dk k
f dk k

−    
=    −    

 2-5 

 or  

 { } [ ]{ }f k d=  2-6 

where the square matrix [k] is the element stiffness matrix, the column vector {d} is 

the element nodal displacement vector, and the column vector {F} is the nodal force 

vector. 

 

 

Figure 2-6 Schematic diagram of a system composed of two springs (Element 1 

and 2) loaded by external forces. 

 

 

 

Figure 2-7 Schematic diagram of an isolated element composed of a single spring 

loaded by external forces. 
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Although the above matrix expression is derived from a simple example, its 

form remains unchanged for all of the finite element problems. Having found 

equations to describe the behaviour of each spring element of the system, we then 

need to obtain the behaviour of all the elements by assembly. The original structure 

can be split into component elements (Figure 2-8): 

 

            

Figure 2-8 Schematic diagram showing the isolated single elements split from an 

original system composed of two springs. 

 

The equilibrium equations corresponding to the split component elements: 

 Element 1: 
( )

( )

( )

( )

1 1
1 11 1

1 1
1 12 2

x x

x x

f dk k
k kf d

   −    =    −       
 2-7 

 Element 2: 
( )

( )

( )

( )

2 2
1 12 2

2 2
2 22 2

x x

x x

f dk k
k kf d

   −    =    −       
 2-8 

The system assembly procedure is based on the compatibility at the element 

nodes. At nodes where elements are connected, the value of the unknown nodal 

variable is the same for all elements connecting at that node. For example, the local 

displacement of node 2 in element 1( (1)
2xd ) and 2 ( (2)

1xd ) is the same, and equal to the 

global displacement of node 2 ( 2xd ), (1) (2)
2 1 2x x xd d d= = . To obtain unique values of the 

displacements of all the nodes, at least one of the nodal displacements must be 

specified. Thus, boundary conditions have to be considered at this assembling stage.  

For the above spring example, the boundary condition is zero displacement of 

the left end node. After all the above procedures, the finite element problems are now 

ready for solution. 
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To summarise, FEA follows three steps: 

1. Divide the problem domain into non-overlapping regions (elements) connected 

to each other through special points (nodes).  

2. Describe the behaviour of each element. 

3. Describe the behaviour of the entire body by putting together the behaviour of 

each of the elements (this is a process known as assembly) 

For the post-processing of FEA, in earlier days, the values of displacements, 

stresses, and strains were listed at discrete positions within the model. The user would 

pore through reams of numbers, so it was easy to miss important trends. Currently, 

coloured contour plots are displayed in the post-processor to represent stress 

distribution throughout the model, showing a full-field picture that is easy to read and 

interpret. 

 

2.4 Experimental and analytical procedures 

2.4.1 Specimens 

All GaAs NWs samples were grown by Prof. Chennupati Jagadish’s group in 

the Department of Electronic Materials Engineering, Research School of Physics and 

Engineering at Australian National University. There are three types of samples used 

in this research, including defect-free zinc-blende (ZB) and wurtzite (WZ) GaAs NWs 

with a native oxide shell, highly-defective WZ GaAs NWs with a native oxide shell, 

and ZB GaAs–a-Al2O3 core–shell NWs. The GaAs–a-Al2O3 core–shell NWs studied 

in this thesis comprise of two materials, GaAs in the core and a-Al2O3  in the shell, 

which is different from the core–shell NWs mentioned in Section 1.5.1, in which the 

core is ZnO and the shell is a reconstructed surface layer of ZnO caused by the 

surface effect. 

ZB GaAs NWs with a diameter of 100 nm were coated with amorphous Al2O3 

(a-Al2O3) shells, forming GaAs–a-Al2O3 core–shell nanostructures. The ZB GaAs 

NWs were grown by low-pressure metal-organic chemical vapour deposition using 
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100 nm Au nanoparticles as the catalyst. Single crystal GaAs NWs were epitaxially 

grown on a GaAs (111) B substrate using a two-temperature procedure [38]. GaAs 

NW growth was initiated at the nucleation temperature, Tn, of 450 °C. The 

temperature was then rapidly ramped down to the subsequent growth temperature, Tg, 

of 390 °C. Source flows of AsH3 and trimethylgallium (TMG) are 5.4 x 10-4 and 

1.2 x 10-5, respectively.  After NW growth, the a-Al2O3 shell was coated via atomic 

layer deposition with a controlled uniform thickness along the length of the NWs 

varying from 2 nm to 25 nm.  

Wurtzite GaAs NW with a defect-free single crystalline structure and a highly-

defective structure containing a high density of SFs were grown by metal-organic 

chemical vapour deposition using Aixtron 200/4 at a temperature of 575 °C under 

AsH3 and trimethylgallium (TMG) molar fractions of 1.43 x 10-5 and 1.04 x 10-5, 

respectively, with the Ga and As ratio of 1.4. The semi-insulating GaAs (111) B 

substrates employed were pre-treated with poly-L-lysine (PLL) and then a 250 nm 

colloidal Au solution (Ted Pella, Inc.).  

 

2.4.2 Structural characterisation 

Structural characterisation was performed using a Zeiss Ultra SEM and a 

JEM-3000F TEM. For TEM characterisation, NWs are sonicated off the substrate, 

dispersed in ethanol, and then deposited on a Cu TEM grid with a colloidal/carbon 

supporting film. The Cu TEM grid is loaded onto a double-tilted holder, which is then 

inserted into the JEM-3000F TEM for the HRTEM images. 

 

2.4.3 In situ compression in TEM  

For in situ compression in TEM, the NW substrates were cleaved along <110> 

directions on the (111) surfaces of GaAs substrate into a rhomboid of 2 ×  1 mm2 

using a diamond scribe. As shown in the inset of Figure 2-4, a cleaved substrate 

sample with vertically aligned NWs was carefully attached onto a mount using epoxy 

in such a way that a compressive force was applied along its axial direction with a 
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loading misalignment angle no more than 5°, which was checked in TEM to ensure 

good alignment (Figure 2-9). A 5° loading misalignment angle in a NW compression 

test results in less than 10% underestimation of the measured critical buckling load or 

Young’s modulus [206]. A schematic diagram of NW compression tests performed by 

the PI 95 TEM PicoIndenter holder is shown in Figure 2-9. In situ TEM compression 

tests were conducted in a JEM-2100 TEM using a Hysitron PI 95 TEM PicoIndenter® 

holder [3] with a diamond flat punch. The compression tests were performed at a 

constant displacement rate of 10 nm·s-1, and the whole process was recorded at a 

speed of 25 frames per second using a digital video recorder in the microscope. By 

moving the punch towards a NW, a compressive load is applied to the NW with the 

loading direction parallel to the NW axis. In response to a gradually increased 

compressive load, buckling of the NW occurs before fracture. The applied force and 

displacement of the punch are recorded simultaneously during the deformation 

process. The fracture strength and critical buckling load of the NW can be easily 

obtained from the F–d curve. 

 

 

Figure 2-9 Schematic diagram of NW compression tests performed by the PI 95 

TEM PicoIndenter. 
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2.4.4 Finite element analysis 

To determine the Young’s modulus of a single NW from the experimental 

measured critical buckling load of the NW, FEA was carried out using Abaqus 

Version 6.10 software. A NW model was built based on the experimentally-measured 

dimensions of the NWs. The boundary conditions were set in such a way that the base 

of the NW was fixed and the tip of the NW was pinned. No rotational and 

translational motions were allowed at the fixed end, and only rotational motion was 

permitted at the pinned end. A C3D8R eight-node linear brick reduced integration 

element with one integration point (Figure 2-10) selected to perform the mesh in all 

the FEA modelling in this thesis. 

 

 

Figure 2-10 A C3D8R eight-node linear brick reduced integration element with 

one integration point. 

 

The accuracy of the FEA results depends on the mesh size of the model. An 

example of the basic FEA problem, plate with a hole analysis, is shown in Figure 2-11, 

where a 2-D solution region is divided into many small subregions using the 

triangular elements with three nodes. Several models of the plate with different mesh 

sizes were created to determine the influence of mesh size on results. Figure 2-12 

shows the results obtained for different mesh sizes. It is clear that von Mises stress 

values depend strongly on the mesh size. Reducing the mesh size improves the 

accuracy of the results. However, finer meshes come with longer calculation time and 

larger memory requirements. It is necessary to conduct convergence tests to determine 
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the largest mesh size (i.e. the minimum number of elements) that gives a converged 

solution.  A convergence test begins with a mesh discretisation and then the solution 

is observed and recorded. The problem is repeated with a finer mesh. A mesh size will 

be selected when further reducing the mesh size does not lead to much variation in the 

results.  

 

Figure 2-11 A 2-D solution region divided into many small subregions using the 

triangular elements with different mesh sizes. “elts” = elements, “nds” = “nodes”. 



57 
 

 

Figure 2-12 Contour plots of the stress distribution for the same plate obtained 

for different mesh sizes. 

 

In this thesis, the element size was determined from convergence tests for each 

individual NW. An example of the results from the convergence tests for a NW with a 

diameter of 100 nm and a length of 1,200 nm are presented in Figure 2-13. The NW 

model was firstly tested with a mesh size of 20 nm, which generated a total number of 

2,160 elements. Then finer meshes, which generated larger numbers of elements, were 

tested to give converged results. A comparison of the NW models with 2,160 

elements and 31,680 elements are shown in Figure 2-14. Young’s moduli calculated 

from the  models with different mesh sizes were recorded and normalised with the 

Young’s modulus corresponding to the mesh size of 20 nm. The normalised Young’s 
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moduli were plotted against the total number of elements generated by meshing. The 

plot shows that the Young’s moduli obtained from the models with 31,680 elements 

(mesh size = 7.2 nm) and 35,738 elements (mesh size = 7 nm) are very close. 

Therefore, a mesh size of 7.2 nm was selected to generate elements for this model. 

The optimal mesh size obtained from the convergence tests for NWs with different 

sizes may be different, so convergence tests were performed for each individual NW 

to determine the optimal mesh size. 

 

 

Figure 2-13 The effect of the number of elements (mesh size) on the Young’s 

modulus obtained from FEA. 

 

The Young’s modulus of the model (EFEA) was set to an arbitrary value at this 

step. An arbitrary value of load (PFEA) was applied on the tip of the NW along its axial 

direction. The linear perturbation method (Buckle) [207] was used to calculate the 

critical load (PcrFEA) corresponding to the given EFEA by giving an Eigenvalue, and the 

critical load (PcrFEA) equals the product of the Eigenvalue and the load applied  (PFEA) 

to the NW in the pre-processing steps, . According to Euler crFEA FEAP EigenValue P= ×
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Figure 2-14 NW models with mesh sizes of 20 nm and 7.2 nm, which yield 2,160 

and 31,680 elements, respectively. 

 

buckling theory (Equation 1-1), for structures with the same geometry, the buckling 

load is proportional to the Young’s modulus. The effective Young’s modulus of the 

NW was then determined from the expression: E = EFEA Pcr / PcrFEA.  

The calculation procedures of how to obtain the Young’s modulus for a NW 

with a diameter of d and a length of l is summarised as following: 

1. Obtain the experimentally-determined critical buckling load Pcr from the in 

situ compression test. 

2. Build the NW model with experimentally-measured dimensions. Set the 

Young’s modulus of the model (EFEA) to an arbitrary value. Apply a load (PFEA) 

of an arbitrary value on the tip of the NW. 

3. Generate meshes for the model with a mesh size determined from convergence 

tests. 

4. Solve the problem with Buckle method, which gives an Eigenvalue. The FEA-

calculated critical load (PcrFEA) for the NW with a given Young’s modulus 

EFEA is obtained by the following equation: crFEA FEAP EigenValue P= × . 

5. Determine the effective Young’s modulus of the NW from the expression:

crFEA

crFEA

P
PEE = . 



60 
 

The Riks method (statics, Riks [208]; inclusive of nonlinear geometric effects 

and fixed step) is used to calculate the elastic strain at fracture. By using this method, 

a gradually increased load is applied to the tip of a NW. Therefore, in the post-

processing step, the results, such as the displacement of the tip and the contour plot of 

the maximum principal strain distribution, which corresponds to the value of load 

applied in every step, can be viewed by selecting the step number in the software. The 

displacement of the NW tip at fracture is experimentally determined from the load-

displacement curve obtained from the in situ compression test. The fracture strength, 

at which the NW failed, is determined when the displacement of the tip obtained from 

FEA reached the experimentally-observed value of the displacement at fracture. The 

failure strain of the NW is obtained through the contour plot of the maximum strain 

distribution corresponding to the fracture step. 
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3 Effects of loading misalignment and 

tapering angle on the measured 

mechanical properties of nanowires 

 

3.1 Introduction 

Uniaxial in situ compression and tension of NWs in an electron microscope 

are popular nanomechanical testing techniques, since they provide visualisation of the 

structural evolution processes of nanomaterials under external loading which can 

directly correlate with the structure, deformation behaviour, and mechanical 

properties of the nanomaterial [8, 78, 85]. For easy interpretation of experimental 

results, it is essential to have uniform NW shape and diameter, and perfect loading 

alignment, i.e., the loading direction is excellently aligned with the NW axial 

direction during the mechanical testing. However, most epitaxially grown NWs are 

tapered rather than straight-edged, because NW bases are grown first, and hence are 

exposed to reactants for a longer time than the later-grown tips [128]. Further, it is 

extremely difficult to properly align the NW axial direction with the loading direction 

because of the nano-scale sample sizes. Unfortunately, these two factors have been 

largely ignored in previous data analysis of NW mechanical characterisation using 

uniaxial compression or tension [13, 111, 115, 116, 125]. For example, in most NW 

compression tests, the Young’s modulus of a NW was determined based on the 

conventional Euler buckling theory by measuring its critical axial buckling load [111, 

116], which did not take into account of the aforementioned two factors in the data 

analysis. Neglect of these two factors could lead to inaccurate measured mechanical 

properties. It has been evidenced that loading misalignment and tapering have 

significant effects on the test accuracy of micro-compression experiments of posts 

[209]. The neglect of these two factors in compression and tensile data analysis could 

be a reason that led to different measured mechanical properties of the same or similar 

nanomaterials reported by different groups. For example, the Young’s moduli of ZnO 
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NWs with a diameter of 20 nm obtained from uniaxial tensile tests from two groups 

were 160 GPa and 200 GPa, respectively [115, 118]. Also, the tensile fracture 

strengths of Si NWs with a diameter of 30 nm measured by two groups were 6.2 GPa 

and 12.2 GPa, respectively [12, 125]. 

It is therefore necessary to understand quantitatively how loading 

misalignment and tapering affect the mechanical behaviour of NWs under uniaxial 

compression and tension. However, it is difficult to carry out such a study 

systematically through experiments. FEA is an effective approach to simulate the 

mechanical behaviour of materials at the micron and submicron scales, with 

controllable loading and modelling parameters [202, 203]. In this study, we apply 

FEA to study the effect of tapering of NWs on the critical buckling stress and 

Young’s modulus measured from compression, as well as the effect of loading 

misalignment and tapering on the fracture strength and Young’s modulus obtained 

from tensile testing. We also conduct in situ compression tests in a TEM to explore 

the effect of loading misalignment on the critical buckling stress. 

 

3.2 Methods 

To investigate the effects of loading misalignment and tapering angle on the 

mechanical behaviour of NWs under uniaxial compression and tension, FEA was 

performed using the Abaqus software. In this study, ZnO was selected as the model 

material because the mechanical data of ZnO NWs are readily available in the 

literature, while no data are available for the Poisson’s ratio and tensile fracture 

strength of GaAs NWs. However, only GaAs NWs are available for in situ TEM 

compression experiments to explore the effect of loading misalignment on the critical 

buckling load. Therefore, ZnO NWs were used for modelling while GaAs NWs were 

used for in situ TEM compression experiments. The use of different NW materials 

does not affect the conclusions reached in this study. 

 Isotropic elasticity is assumed with Young’s modulus E = 150 GPa and 

Poisson’s ratio v = 0.3, which are the average values of ZnO NWs with a diameter 

larger than 100 nm [61, 115, 118].  For compression testing, the boundary conditions 
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were set in such a way that the base of the NWs was fixed, and the tip of the NWs was 

pinned, i.e., the tip end can rotate about any direction and can translate along the axial 

direction of the NWs. For tensile testing, the base of the NWs was fixed while the tip 

end can only have translational motion along the loading direction. 

To determine the tensile fracture load of a NW, the tensile fracture strength of 

a ZnO NW with a diameter of ~ 100 nm, which was experimentally determined to be 

4.1 GPa [52], was used as the fracture criterion. According to the maximum principal 

stress criterion, it was assumed that tensile fracture occurred when the maximum 

principal stress reached 4.1 GPa, so the tensile fracture load of each NW was 

determined when the load led to the maximum principal stress of 4.1 GPa. Note that 

the selection of a specific value of the tensile fracture strength does not affect the 

conclusions reached in this study. To quantify the effect of tapering angle, which is 

the angle between the tangent of the NW wall and the NW axis, NWs with tapering 

angle ranging from 0° to 0.8° were modelled, and a uniaxial load P was applied on the 

tip of each NW. The critical buckling load Pcr was obtained using the Buckle method.  

Because the Buckle method in Abaqus works only with symmetric loading 

condition, any analysis with asymmetric loading may lead to incorrect results. As 

such, in situ TEM compression tests, which include asymmetric loading when 

buckling occurs, were conducted in a JEM-2100 TEM using a Hysitron PI 95 TEM 

Pico-Indenter holder to study the effect of loading misalignment on the critical 

buckling load. The NWs have diameters and lengths of 150 nm to 160 nm and 

1400 nm to 1500 nm, respectively. The NW sample was attached onto a specimen 

mount in two ways so that the axial direction of the NWs was (1) parallel to the 

loading direction and (2) intentionally misaligned from the loading direction with 

different angles. The angle between the loading direction and the NW axis is defined 

as the misalignment angle. The critical buckling load corresponding to different 

misalignment angles was determined from the force–time curve obtained during the 

compression tests. To ensure valid comparison of all the results, the values of the 

critical buckling load and tensile fracture load were normalised with respect to those 

of a perfectly-aligned cylindrical NW. This reference NW has the same average 

diameter as the misaligned or tapered NW. 
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3.3 Effect of tapering angle 

For NWs with the same tapering angle, the reduction of the cross-sectional 

area of the NW tip is closely related to the slenderness ratio (length/diameter) of the 

NW. In consideration of the effects of slenderness ratio on the measured properties of 

NWs, cylindrical and tapered NWs with a length (l) of 1, 1.5 and 2 µm, and a constant 

average diameter (d) of 100 nm were modelled to generate NWs different slenderness 

ratios. In addition, cylindrical and tapered NWs with diameters of 100, 150 and 

200 nm at a constant slenderness ratio of 10 were also modelled. The average 

diameter of a tapered NW is defined as the average value of the base and tip diameters.  

Figure 3-1a shows a schematic diagram of a tapered NW under compression. 

To explore the effects of NW geometry on the measured mechanical properties in 

uniaxial compression tests, NWs with a constant average diameter of 100 nm, a 

constant length of 1.5 μm, and different tapering angles under a constant loading 

condition were modelled. Figure 3-1b displays the contour plot of maximum principal 

stress distribution of NWs with 0°, 0.2°, 0.4°, 0.6°, and 0.8° tapering angles, under the 

same uniaxial compressive load of 6 µN, which is the critical buckling load of the 

cylindrical NWs calculated from the Euler buckling formula. The buckling point is 

located near the tip of all NWs and moves closer to the tip with increasing tapering 

angle. Under the same applied load, increasing the tapering angle increases the 

maximum principal stress due to the reduced diameter of the buckling site of the NW. 

This leads to a reduced critical buckling load of the tapered NWs. Figure 3-1c shows 

the effect of tapering angle of a NW on the critical buckling load of uniaxial 

compression, suggesting that when the tapering angle increases, the normalised 

critical load decreases, irrespective of the dimension of NWs. Moreover, the effect of 

tapering angle on the critical buckling load is more prominent for a slender NW with a 

larger slenderness ratio, since with the same tapering angle and length, a NW with 

larger slenderness ratio has more reduction of the cross-sectional area of the NW tip. 

Since there is a linear relationship between the critical buckling load, critical buckling 

stress, and Young’s modulus [49], for a NW with a slenderness ratio of 15, ignoring 

the effect of tapering angle of 0.8° will result in 7% underestimation of the critical 

buckling stress and calculated Young’s modulus using Euler’s formula.  
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Figure 3-1 (a) Schematic diagram of a tapered NW under compression. (b) 

Contour plots of maximum principal stress distribution of NWs with a 

slenderness ratio of 15 and different degrees of tapering angle under the same 

compressive loading condition. (c) The effect of tapering angle on the normalised 

critical buckling load of tapered NWs with different slenderness ratios under 

uniaxial compression. 
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Figure 3-2 (a) Schematic diagram of a tapered NW under tension. (b) Contour 

plots of maximum principal stress distribution of NWs with a slenderness ratio 

of 15 and different degrees of tapering angle under the same tensile loading 

condition. (c) The effect of tapering angle on the normalised tensile fracture load 

of tapered NWs with different slenderness ratios under uniaxial tension. 
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Tapering of NWs also has profound effects on their tensile properties. Figure 

3-2a shows a schematic diagram of a tapered NW under tension. Figure 3-2b displays 

the contour plot of maximum principal stress distribution of NWs with a constant 

average diameter of 100 nm, a constant length of 1.5 μm, and different tapering angles 

(0°, 0.2°, 0.4°, 0.6°, and 0.8°), under a uniaxial tensile load of 20 µN, at which the 

maximum principal stress of NW with 0.8° tapering reaches 4.165 GPa. The 

maximum stress is uniformly distributed along the cylindrical shaped NW. However, 

with the appearance of tapering, the stress distribution ceases to be uniform, 

maximum stress is present at the tip of the NW, and the value of maximum stress 

increases with tapering angle. Figure 3-2c shows the effect of tapering angle of a NW 

on the tensile fracture load of uniaxial tension. The results reveal that when the 

tapering angle increases, the tensile fracture load decreases. Moreover, similar to 

compression testing, the effect of tapering angle on the tensile fracture load is more 

prominent for a slender NW with a larger slenderness ratio. The results obtained from 

the three groups of NWs with the same slenderness ratio of 10 overlap, because with 

the same tapering angle, NWs with the same slenderness ratio have the same 

reduction of the cross-sectional area of the NW tip. Compared with the effect of 

tapering on the uniaxial compression testing results of a NW, tapering affects uniaxial 

tensile testing results more significantly. Therefore, the assumption of a cylindrical 

shape of a tapered NW during the data analysis of the tensile testing results leads to 

significant errors in the calculated results. As shown in Figure 3-2c, 37% less load is 

needed to break a 0.8°-tapered NW than that for a cylindrical NW with the same 

average diameter of 100 nm and the same length of 1.5 μm, i.e., treating a NW with a 

tapering angle of 0.8° as a uniform NW in data analysis will result in a 37% 

underestimation of the tensile fracture strength and Young’s modulus calculated from 

the measured fracture load. This is reasonably expected due to the significant 

reduction in cross-sectional area near the tip of NW. With the same average diameter, 

the tip area of a NW with a 0.8° tapering angle is 37% smaller than that of a 

cylindrical NW, which is exactly the same as the reduction of fracture load. That is, if 

a tapered NW without any defect fractures near the clamping point, using the tip 

diameter instead of the average diameter in the calculation of fracture strength will 

dramatically increase the accuracy of the result. For example, if the fracture load and 

tip/base area of cylindrical NW are both 1.0, and then the normalised fracture strength 

is 1.0, which is considered to be the accurate value of normalised strength. Using the 
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average diameter in the calculation of the fracture load of NW with a 0.8° tapering 

angle results in a 37% lowered fracture strength than the actual value. However, if the 

tip area, 0.63, is used, the calculated fracture strength will be 1.0, which is accurate. 

 

3.4 Effect of loading misalignment 

Figure 3-3a presents a schematic diagram of a cylindrical NW under tension 

with misalignment angle. Unlike the effect of tapering angle, the effect of 

misalignment angle on the tensile fracture load of a NW is independent of the 

slenderness ratio. Figure 3-3b shows the contour plots of the stress distribution of the 

NW under tension with 0° and 10° misalignment. Figure 3-3c shows the effect of 

misalignment angle on the tensile fracture load of a cylindrical NW with a diameter of 

100 nm and a length of 1.5 μm. The tensile fracture load decreases with increasing 

loading misalignment. As shown in Figure 3-3b and the insets in Figure 3-3c, the 

stress distribution near the tip end of the NW under tension with 10° misalignment is 

slightly different to that of the NW under uniaxial tension. There is an apparent shear 

component of maximum principal stress due to loading misalignment, which means a 

combined tension and shear loading condition. This promotes fracture of the NW and 

therefore results in a reduction of the tensile fracture load [210]. Ignoring a slight 

loading misalignment does not have much effect on the calculated results based on the 

tensile test data, but it is still important to have correct loading alignment in a tensile 

test of a NW for improved accuracy. 

Because the Buckle method in Abaqus works only with symmetric loading 

condition, any analysis with asymmetric loading may lead to incorrect results. As 

such, in situ TEM compression tests, which include asymmetric loading when 

buckling occurs, were conducted in a JEM-2100 TEM using a Hysitron PI 95 TEM 

Pico-Indenter holder to study the effect of loading misalignment on the critical 

buckling load. GaAs NWs grown epitaxially on a single-crystal GaAs (111) substrate 

[41] was used for compression testing. The NWs have diameters and lengths of 

150 nm to 160 nm and 1400 nm to 1500 nm, respectively. The method used is the 

same as the one described in the previous paragraph, but, here, the NW sample was  
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Figure 3-3 (a) Schematic diagram of a cylindrical NW under tension with 

misalignment angle. (b) Contour plot of maximum principal stress distribution 

of a cylindrical NW under uniaxial tension and 10°-misaligned tension. (c) The 

effect of loading misalignment angle on the normalised fracture load of a 

cylindrical NW with a diameter of 100 nm and a length of 1.5 μm under tension. 

The insets are the contour plots of maximum principal stress distribution at one 

end of a cylindrical NW under uniaxial tension  (left) and 10°-misaligned tension 

(right).  
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attached onto a specimen mount in two ways so that the axial direction of the NWs 

was (1) parallel to the loading direction and (2) intentionally misaligned from the 

loading direction with different angles. The angle between the loading direction and 

the NW axis is defined as the misalignment angle, as shown in Figure 3-3a. The 

critical buckling load corresponding to different misalignment angle was determined 

from the force–time curve obtained during the compression tests. 

Figures 3-4a–c show typical buckling behaviour of a cylindrical GaAs NW 

with a diameter of 160 nm and a length of 1500 nm during in situ compression testing 

with 0°, 4°, and 6° loading misalignment angles. TEM images of the same NW in 

Figures 3-4a–c show 0°, 4°, and 6° loading misalignment angles between the NW 

axial direction and the compression loading direction. The latter is perpendicular to 

the surface of the punch. Figure 3-4d shows the force-time curves corresponding to 

the loading condition in Figures 3-4a–c. Note that plastic deformation of the Au 

catalytic particle at the tip of the NW occurred during the first compression test, 

which resulted in the flat portion (indicated by the arrow) of the force curve for 4° 

misalignment. The flat portion does not affect the measurement of the critical 

buckling load of the NW. With 0°, 4°, and 6° loading misalignment, the critical 

buckling load is 35.0, 32.6, and 30.0 μN, respectively, for the same NW.  

Figure 3-4e shows the effect of misalignment angle on the critical buckling 

load of the cylindrical NWs, in which each data point is the average from the results 

of five individual cylindrical NWs. A misaligned load can be resolved into two 

components Fx and Fy, which represent the force perpendicular to, and parallel to, the 

NW axial direction, respectively. For a compression test, the tip is pinned to restrict 

the translational motion along x and z axes but allow rotation around x, y, and z axes. 

Therefore, Fx can generate a bending moment Mz to buckle the NW. Compared to 

uniaxial compression, a smaller force is needed to buckle a NW with loading 

misalignment due to the bending moment. Therefore, as shown in Figure 3-4e, the 

critical stress and Young’s modulus of the NW estimated without considering the 

loading misalignment will be lower than the actual values. 
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Figure 3-4 (a)–(c) Loading misalignment angle of 0°, 4°, and 6° between the NW 

axial direction and the loading direction. (d) Force-displacement curves of the 

same NW with different misalignment angles. The flat portion of the red curve 

indicated by the arrow is caused by the plastic deformation of the Au particle at 

the NW tip during the first compression test. (e) The effects of misalignment 

angle of loading on the normalised critical buckling load of cylindrical NWs 

under compression. 
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3.5 Combined effect of misalignment and tapering 

Extensive FEA analysis on a tapered NWs under tension shows that the effect 

of loading misalignment angle on the tensile fracture load of tapered NWs is almost 

the same as that of cylindrical NWs, as shown in Figure 3-3c. Similarly, the effect of 

tapering angle on the tensile fracture load of a NW under misaligned loading is also 

almost the same as that of a NW under uniaxial loading, as shown in Figure 3-2c. The 

combined effect of misalignment and tapering on the tensile fracture load can be 

roughly estimated by superimposing the effect of each individual factor, however, the 

exact values can only be obtained from FEA. As mentioned earlier, the Buckle 

method in Abaqus works only with symmetric loading condition, so the combined 

effect of misalignment and tapering on the critical buckling load have not been 

investigated in this study. 

Results obtained from FEA and in situ experiments in this study are only 

related to elastic deformation and therefore are applicable to NWs with different 

crystal structures. Different from plastic deformation in which crystal structure plays a 

critical role, the elastic deformation process of NWs should not be affected by their 

crystal structures, although NWs made from different materials or with different 

crystal structures have different values of elastic properties. 

 

3.6 Conclusions 

The quantitative effects of loading misalignment and tapering angle of NWs 

on the compression and tensile behaviours of NWs were demonstrated by measuring 

their critical buckling load and tensile fracture load, respectively. In summary, the 

following conclusions are drawn: 

1. Ignoring the tapering angle and/or loading misalignment leads to different 

degrees of underestimation of the critical bulking load, Young’s modulus, and 

tensile fracture strength from actual values.  

2. Inclusion of these two factors in the compression and tensile data analysis is 

crucial for accurate determination of the mechanical properties of NWs.  
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3. Tensile fracture strength can be accurately determined by using the cross-

sectional area at the fracture site.  
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4 Effect of a high density of stacking 

faults on the Young’s modulus of 

GaAs nanowires 

 

4.1 Introduction 

Randomly distributed planar defects, including twins and SFs, commonly lead 

to the formation of polytypic structures in III-V semiconductor NWs [128, 211-213]. 

These defects can potentially have a positive impact on some of the physical 

properties of NWs, and therefore benefit certain NW applications [184, 185]. Just as 

planar defects are critical in determining the mechanical behaviour of bulk metallic 

materials [214-217], planar defects also significantly affect the mechanical properties 

of semiconductor NWs. Previous work has shown that the fracture strength of GaAs 

NWs greatly increases with the introduction of a high density of SFs [85], while the 

fracture strength [181] and plastic behaviour [90] of SiC NWs decrease with the 

presence of a high density of SFs, due to the different effects of SFs on atomic bonds 

in different materials and the blocking of dislocation slip by SFs. Until now, there 

have been only a few reports on the effect of planar defects on the Young’s modulus 

of semiconductor NWs, and the available results vary remarkably among different 

materials [87, 186]. For example, molecular dynamics simulations revealed that 

increasing the volume fraction of SFs in SiC NWs from 0 to 50% leads to only a 1.0% 

decrease in Young’s modulus [186],  while the only available experimental data on 

this topic showed that introducing 4% volume fraction of SFs into GaN NWs results 

in a significant reduction of the Young’s modulus from 272 GPa to 66 GPa in defect-

free GaN NWs [87]. The different SF effects on Young’s modulus might come from 

the intrinsic difference between different materials and/or possible errors introduced 

in simulations or experiments. 

GaAs NWs can have either a cubic ZB or hexagonal WZ structure, although it 

only exists as a ZB structure in its bulk form. Under certain growth conditions, GaAs 
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NWs with the WZ structure can have a high density of SFs. SFs, or variations in the 

stacking sequence in WZ GaAs NWs, result in the formation of defective WZ with 

short inclusions of other polytypic structures in the NWs. As the properties of these 

polytypic structures vary, this polytypism may be harnessed to deliver unique 

structures such as crystal phase quantum dots and superlattices for a variety of novel 

applications [218-221]. While the physical properties of GaAs NWs are relatively 

well studied, the mechanical performance of defect-free WZ GaAs NWs and WZ 

GaAs NWs with high densities of SFs has been less investigated. However, because 

of the potential functional applications of WZ GaAs NWs, it is important to explore 

the mechanical behaviour of WZ GaAs NWs and to understand how the mechanical 

behaviour is affected by SFs. 

In this chapter, the Young’s moduli of GaAs NWs with two distinct structures 

– defect-free WZ, and WZ with a high density of SFs (hereafter referred to as WZ-SF) 

– grown on the same piece of substrate in one growth are evaluated using combined in 

situ compression TEM and FEA. Results obtained show that the presence of a high 

density of SFs in GaAs NWs significantly increases the Young’s modulus of the NWs, 

and that the Young’s modulus of GaAs NWs increases as the NW diameter decreases, 

regardless of the crystalline structure. 

 

4.2 Results 

Figures 4-1a and 4-1b present low magnification TEM images of WZ and 

WZ-SF NWs, respectively. An Au nanoparticle is seen at the tip of each NW. While 

no obvious tapering is seen in the WZ NWs (Figure 4-1a), tapering appears in the 

WZ-SF NWs (Figure 4-1b), i.e., the diameter of the WZ-SF NW at the base is slightly 

larger than that at the tip. The axial direction of all NWs is [0001]. Typical diffraction 

contrast and high-resolution TEM (HRTEM) images of WZ NWs are shown in 

Figures 4-1c and 4-1d, respectively. The HRTEM image of a WZ GaAs NW given in 

Figure 4-1d, together with a corresponding 1120 zone axis selected area electron 

diffraction (SAED) pattern inset in Figure 4-1c, clearly demonstrate that the NWs is 

of a perfect single crystalline WZ structure. Extensive TEM investigations showed no 
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planar defect is present in the WZ GaAs NWs. Figures 4-1e and 4-1f present the 

diffraction contrast image and an HRTEM image, respectively, of a WZ-SF NW. The 

diffraction spots or the reciprocal space lattice of the structure, as shown in the 

corresponding 1120  zone axis SAED pattern inset in Figure 4-1e, are similar to 

those obtained from the WZ structure. However, long streaks along the [0001]* 

direction in the SAED pattern, as well as the stripe contrast in the diffraction contrast 

image in Figure 4-1e, indicates that the NWs are of a WZ structure with a high density 

of planar defects parallel to the (0001) plane. The HRTEM image in Figure 4-1f 

indicates that the planar defects are SFs, leading to polytypic structures including 2H, 

4H, 8H, and 3C, with the thickness of each structure ~ 2 nm. It is difficult to quantify  

 

 

Figure 4-1 Low magnification TEM images of WZ (a) and WZ-SF (b) GaAs NWs. 

Diffraction contrast (c) and HRTEM (d) images of WZ GaAs NWs. Diffraction 

contrast (e) and HRTEM (f) images of WZ-SF GaAs NWs. The inset in (c) and (e) 

are their corresponding SAED patterns. 
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the volume fractions of these structures as they are randomly distributed along the 

NW. As shown in Figures 4-1c–f, there is an amorphous layer with a constant 

thickness of ~ 2 nm on both NWs, forming a core–shell type structure. The 

amorphous layer is the native oxide formed after the NWs were removed from the 

growth chamber and exposed to air [84, 222]. Careful examination of the HRTEM 

images in Figures 4-1d,f shows that the interface between the amorphous layer and 

the crystalline core is atomically flat for the WZ NWs and wavy for the WZ-SF NWs. 

SEM characterisation showed that the GaAs NWs grow perpendicular to the 

surface of the GaAs substrate, as shown by the SEM image in Figure 4-2a. Since it 

has been identified in low magnification TEM images that slight tapering appears in 

WZ-SF NWs and no obvious tapering is present in WZ NWs (Figures 4-1a,b), these 

two types of NWs can be easily distinguished by their morphologies in the SEM 

images. As shown in Figure 4-2a, a WZ NW has a large base. The height of the base 

was not considered when measuring length. SEM images show that the cross sections 

of both WZ (Figure 4-2b) and WZ-SF (Figure 4-2c) NWs have a hexagonal geometry. 

 

 

Figure 4-2 (a) An SEM image showing that the WZ and WZ-SF NWs are 

oriented perpendicularly to the GaAs substrate surface. SEM images show that 

the cross sections of both WZ (b) and WZ-SF (c) NWs are hexagonal.  
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In situ TEM compression tests were conducted to investigate the mechanical 

behaviour of WZ and WZ-SF GaAs NWs. Figure 4-3 shows typical mechanical and 

structural responses from a WZ-SF GaAs NW under in situ compression. The 

diameter (d) and the length (l) of the WZ-SF NW, were ~ 97 nm and 1,390 nm, 

respectively. This diameter was measured at the position where the largest buckling 

deformation occurred before fracture. The failure of brittle materials caused by 

compression occurs either by crushing or buckling (lateral deflection), and in the case 

of a NW depends if its slenderness ratio (l/d) is smaller or larger than a critical value 

[49]. The critical value varies and depends on boundary conditions and the type of 

material. The NW in Figure 4-3 with a slenderness ratio of ~ 14 failed by buckling, 

while GaAs NWs with a slenderness ratio of ~ 6.5 subjected to uniaxial compression 

in another study [85] failed by crushing.  Figure 4-3a presents the load–time curve 

(from 3 s to 13 s) with the inset showing the complete load–displacement–time curve 

of the whole compression test of a NW. Figures 4-3b–e present a series of TEM 

images corresponding to points 1–4, respectively, in Figure 4-3a. At point 1, the flat 

punch is in contact with the NW (Figure 4-3b), and the NW is compressed by an axial 

load, P. The load increases with continuous displacement of the punch. The NW then 

starts to buckle (Figure 4-3c) at point 2, leading to a flat curve after that point. The 

critical load, Pcr-wz at point 2 is ~ 7.8 µN. Upon removal of the external load, both WZ 

and WZ-SF NWs, which had buckled but not fractured, are observed to return to their 

original shape, indicating that the bending deformation is predominately elastic. 

Figure 4-3f shows the FEA results of the maximum principal strain of the NW at the 

deformation stage indicated in Figure 4-3d. 

The measured Young’s moduli of the WZ and WZ-SF GaAs NWs are 

presented in Figure 4-4. By decreasing the diameter of the WZ NWs from 170 nm to 

75 nm, the Young’s modulus of the NWs is enhanced from 161 GPa to 189 GPa. 

Similarly, the measured value of Young’s modulus of the WZ-SF NWs increases from 

183 GPa to 203 GPa with a reduction of the diameter from 151 nm to 77 nm. Clearly, 

there is a significant size effect on the Young’s modulus. This is caused by the NW 

core–shell structure, in which the volume ratio of the core and shell varies with NW 

diameter [8]. Besides the size effect, it is remarkable that the Young’s modulus of a 

WZ-SF NW is ~ 13% higher than that of a WZ NW with a similar diameter. 
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Figure 4-3 (a) A portion of a load-time curve (from 3 s to 13 s) of an in situ 

compression process of a WZ-SF GaAs NW. The inset shows the complete load-

displacement-time curve of the whole compression process. (b)–(e) A series of 

microscopy images corresponding to points 1 (before compression), 2 (the 

starting point of buckling), 3, and 4 (fracture point), respectively, in (a). (f) FEA 

simulation of the maximum principal strain corresponding to the deformation 

state at (d). 
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Figure 4-4 Experimental results showing the effective Young’s modulus of WZ 

(black rhombus) and WZ-SF (red dot) GaAs NWs as a function of diameter and 

best fits to the WZ (black solid line) and WZ-SF (red solid line) data by the core–

shell NW model.  

 

As mentioned earlier, the NWs are of a core–shell structure with a GaAs core 

and an amorphous native oxide shell of ~ 2 nm [8, 11, 84, 144]. For a core–shell 

structure, the Young’s moduli of the core and the shell are inevitably affected by the 

interface between the core and the shell.[187, 223, 224] To extract the Young’s 

modulus of the GaAs core from the combined modulus of the core, the shell, and the 

interface, the results shown in Figure 4-4 were fitted to a modified core–shell model 

[11]: 

 ( )
2

1 SI
NW SI SI C

tE E E E R
  = − − −     

 4-1 

where ENW and EC are the Young’s modulus of the core–shell NW and the GaAs core, 

respectively, ESI is the combined Young’s modulus of the shell and the interface, tSI is 

the combined thickness of the shell and the interface, and R is the overall radius of the 
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NW including the core and the shell. Equation 4-1 is rearranged in the form of 

polynomial functions ( ( ) 1
1 2 1

n n
n np x p x p x p x p−

+= + + + + ): 

 ( ) ( )2 2 12NW SI C SI SI SI C CE t E E R t E E R E− −   = − + − +    4-2 

By inputting the values of R and the corresponding ENW of the WZ-SF NWs in Matlab 

in the form of 2 1y ax bx c− −= + +  gives: 

2206a = − , 1593b = , 164c = . 

Note that a, b, and c are the coefficients in Equation 4-2, therefore: 

 ( )2 2206S C Sa t E E= − = −  4-3 

 ( )2 1593S S Cb t E E= − =  4-4 

 164Cc E= =  4-5 

Solving equations 4-3, 4-4, and 4-5, we obtain: 

EC =164 GPa, ES = 452 GPa, tS = 2.8 nm. 

The mathematical process of curve fitting for WZ GaAs NWs is the same as 

that for WZ-SF GaAs NWs. 

The optimised curve fitting for WZ and WZ-SF NWs yields: EC_WZ = 145 GPa, 

ESI_WZ = 489 GPa, tSI_WZ = 2.5 nm, EC_WZ-SF = 164 GPa, ESI_WZ-SF = 451 GPa, and tSI_WZ-

SF = 2.8 nm. Note that EC_WZ = 145 GPa is very close to the calculated Young’s 

modulus (143 GPa) of WZ GaAs in the bulk form (see below for the detailed 

calculation), which is similar to the situation of ZB GaAs [11]. It can be seen that the 

dependence of the Young’s modulus on NW diameter described by the equation fits 

well with the experimental results.  
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The Young’s modulus of WZ GaAs in the bulk form is calculated from 

stiffness matrix. On account of five independent elastic constants, the corresponding 

stiffness matrix of wurtzite GaAs is established as 

 

( )

11 12 13

12 11 13

13 13 33

44

44

11 12

0 0 0
0 0 0
0 0 0

0 0 0 0 0
0 0 0 0 0

10 0 0 0 0
2

ij

c c c
c c c
c c c

C c
c

c c

 
 
 
 
 =  
 
 
 − 
 

 4-6 

Here, c11 = 145 GPa, c12 = 51 GPa, c13 = 38 GPa, c33 = 158 GPa, c44 = 38 GPa [225]. 

According to the generalised Hooke’s law, the flexibility matrix of wurtzite GaAs (Sij) 

is derived from the inverse of the stiffness matrix Cij in Equation 4-6. 

 

11 12 13

12 11 13

13 13 331

44

44
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ij ij

s s s
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s s s

S C
s

s
s

−

 
 
 
 

= =  
 
 
  
 

 4-7 

In the flexibility matrix, 11 0.0081s = , 12 0.0025s = − , 13 0.0014s = − , 33 0.0070s = , 

44 0.0263s = , and 66 0.0213s = . 

For materials with hexagonal structures, the Young’s modulus along a given direction 

perpendicular to a plane with a plane index (HKL) is related to its direction cosine R3, 

 

( )
3 2

2 2 24
3

LR
c H K HK L
a

=
  + + + 
 

 4-8 

where c and a are the lattice constants of the hexagonal structure. 

Then, the Young’s modulus (E) perpendicular to the (HKL) plane can be obtained 

from the following equation: 
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 ( ) ( ) ( ) ( )21 2 4 2 2
11 3 33 3 13 44 3 31 2 1HKLE s R s R s s R R− = − + + + −  4-9 

In this study, WZ GaAs NWs was grown along the [001] direction (or [0001] in the 

four-digit Miller-Bravais indexing system). Therefore, taking the parameters 

(HKL) = (001) into Equation 4-8, the direction cosine of [001] is 

 

( )
3 2

2 2 2

1 1
4 0 0 0 1
3

R
c
a

= =
  + + + 
 

 4-10 

Taking the values in the stiffness matrix of GaAs (Sij) and the direction cosine of [001] 

into Equation 4-9, 

 ( ) ( ) ( ) ( )21
11 33 13 44 33001 1 1 1 2 1 1 1 0.0070E s s s s s− = × − + × + + × × − = =  4-11 

Therefore, the modulus is ( ) ( ) 1
001 0.0070E −= = 143 GPa, i.e., the Young’s modulus of 

bulk WZ GaAs along the [001] (or [0001]) direction is 143 GPa. 

 

4.3 Discussion  

In this study, the Young’s moduli of the shell in the WZ and WZ-SF NWs are 

489 GPa and 451 GPa, respectively. As the amorphous native oxide surface is the 

same for all NWs, the ~ 8% difference in the Young’s moduli of the shell must come 

from the slightly different interfacial thicknesses and the difference of the interfacial 

bonding. The latter should stem from the different crystalline structures of the core 

which has either a WZ or a WZ-SF structure (HRTEM images in Figure 4-1). The 

shell thicknesses obtained from the curve fitting for WZ and WZ-SF NWs are 2.5 nm 

and 2.8 nm, respectively. The wavy interfacial structure of WZ-SF NWs is 

responsible for its slightly thicker average interfacial thickness. 

The Young’s modulus of the core of GaAs NWs with a high density of SFs is 

~ 13% higher than that of defect-free GaAs NWs, contradicting the suggestion that 

crystalline defects would decrease the Young’s modulus of a material [186, 226]. A 

recent experimental study suggested that the Young’s modulus of the SF regions in 
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GaN NWs is only 4.5 GPa, which is ~ 98% lower than that of defect-free bulk GaN 

(272 GPa). As such, the introduction of SFs significantly reduced the Young’s 

modulus of GaN NWs [87]. It is worth noting that the volume fraction of the SFs in 

the GaN NWs in that study was only 4%, resulting in the presence of a very small 

amount of 3C structure in a 2H structure matrix, while the angle between the SFs and 

the NW axis was 54.6°. By contrast, the SF density in our NWs is high, generating a 

range of complex polytypes such as 2H, 4H, 8H, and 3C, which vary in thickness 

from 1 nm to 3 nm. These SFs are further oriented in a perpendicular direction to the 

growth direction [0001] (NW axis), which is also different from those reported in 

GaN NWs [87]. This difference in orientation and type of SFs might contribute to the 

difference in the Young’s modulus measured for both of GaN [87] and GaAs NWs.  

The Young’s modulus of WZ-SF GaAs NW core (164 GPa) is higher than that 

of pure WZ GaAs (143 GPa) and pure ZB GaAs (86 GPa) [227]. The WZ-SF NWs 

exhibit a random mixture of many different structures, including 2H, 4H, 8H, and 3C, 

along the NW axial direction. The mechanism of the SF-induced stiffening effect in 

WZ GaAs NWs is thus likely complex. At the atomic scale, the magnitude of the 

Young’s modulus can be regarded as the embodiment of the interatomic-bonding 

force, which decreases with increasing interatomic spacing [47]. Thus, Young’s 

modulus is very sensitive to the configuration of interatomic bonding. Crystalline 

defects alter the interatomic bonding at the defect areas [226, 228]. The variation of 

bond arrangement at the SF sites is considered an important factor for the high 

Young’s modulus of WZ-SF NWs. First principles calculations of the bonding in AlN, 

InN, GaN, and BeO with WZ structures suggested that the bond strength for a ZB-like 

region – a region introduced by a SF in the perfect WZ structure – is higher than that 

of the un-faulted WZ structure [229]. It has also been shown from ab initio 

simulations that the bond strength varies at different bonding locations [230], e.g., the 

A, B, or C stacking sites as shown in the HRTEM images of WZ-SF NWs (Figure 

4-1f). The various arrangements of atom stacking in different structures presented in 

WZ-SF NWs may change the local interatomic interaction and thus change (increase) 

the Young’s modulus. Molecular dynamics simulations might be an effective way to 

explore the effect of SFs on Young’s modulus in WZ-SF GaAs NWs if appropriate 

potentials for the SF areas are available for the simulations. Further investigations are 
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needed to better understand the mechanism behind the stiffening effect of SFs on 

GaAs NWs.  

 

4.4 Conclusions 

The Young’s moduli of WZ and WZ-SF GaAs NWs were investigated through 

combined in situ compression TEM and FEA. In summary, the following conclusions 

are drawn: 

1. The presence of a high-density of SFs that leads to the formation of short 

polytypic segments results in an increase of the Young’s modulus of GaAs 

NWs. The stiffening effect of SFs is attributed to the change of the interatomic 

bonding at the SFs.  

2. The Young’s moduli of both WZ and WZ-SF GaAs NWs increase with 

decreasing NW diameter, which is caused by the increase of the volume ratio 

of the amorphous shell of the NWs with decreasing NW diameter. The 

Young’s modulus of the interfacial area between the amorphous shell and the 

crystalline core varies with the crystalline structure of the core.  

3. The findings in this work provide a better understanding of the effect of high-

density SFs on Young’s modulus and offers potential guidance in using defect 

engineering to tailor mechanical properties of nanostructures. 
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5 Young’s modulus of ultrathin 

nanomaterials 

 

5.1 Introduction 

As mentioned in Section 1.4.5, due to the computational limits, only 

theoretical simulations have been used to investigate the size dependency of elastic 

properties for nanomaterials with dimensions of smaller than 15 nm [129, 130, 138-

140]. Moreover, opposite size-dependencies of Young’s modulus were predicted for 

different materials [139, 140]. 

Experimental measurements are essential to confirm computational results. 

However, due to the difficulty of sample handling, the sensitivity limits of testing 

facilities, and the inability to decouple the mechanical properties of thin films from 

those of their underlying bulk substrates, most experimental results on the size 

dependency of mechanical behaviour have been obtained from nanowires and thin 

films with dimensions larger than 15 nm [8, 60, 72, 187]. Therefore, a gap in the 

dimensions between experimental measurements and computational predictions. 

Moreover, experimental results [8, 60, 72] have demonstrated that there are size 

effects in nanoscale materials with dimensions in the range from ~ 15 nm to 150 nm, 

which contradict certain computational predictions that proposed size effects only 

exist in nanomaterials when their dimensions are less than ~ 15 nm [129, 130, 138]. 

The gap between the experimentally-measurable dimensions and the computationally-

predictable dimensions makes it difficult to explain the discrepancy between 

experimental and computational results, as well discrepancies between different 

computational results. In the latter case, for example, the modulus of a SiC NW with a 

diameter of 0.864 nm was predicted to be 768.8 GPa [141], whereas subsequent work 

predicted the modulus of a SiC NW with a similar diameter as 504.8 GPa [231].  

In this chapter, we designed a method to measure experimentally the Young’s 

modulus of nanoscale materials with one dimension as small as 2 nm by using a core–
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shell NW structure. In situ nano-compression in a TEM and FEA were used to 

determine the Young’s modulus of the core–shell NWs. As mentioned in Section 

2.4.1, the core–shell NW in this study is a heterostructure that comprises two 

materials, which is different from the case discussed in Section 1.5.1, in which a ZnO 

NW with a modified surface layer is treated as a core–shell structure. The Young’s 

moduli of shells with different thicknesses were then extracted using a core–shell 

model. This method uses a core–shell NW structure with a relatively large core 

diameter (100 nm), which  overcomes the sensitivity limits of testing facilities. 

Moreover, using a core–shell model makes it possible to decouple the Young’s 

modulus of shells from their underlying cores. 

 

5.2 Results 

The orientation of the GaAs–a-Al2O3 core–shell NWs is perpendicular to the 

GaAs substrate surface, (i.e., along a <111> direction), as shown in a typical SEM 

image provided in Figure 5-1a. A low magnification TEM image and a corresponding 

SAED pattern of a NW presented in Figure 5-1b clearly demonstrate that the NW is of 

a perfect single crystalline ZB (FCC) structure and the NW growth direction is [111]. 

The Au nanoparticle can be seen at the tip of the NW. The NW diameter at the base is 

slightly larger than that at the tip, resulting in a tapering angle of ~ 0.7°. A shell 

covering the surface of the NW is clearly seen in Figure 5-1b. Figure 5-1c provides a 

typical HRTEM image of a NW with a 10 nm thick a-Al2O3 shell, confirming that the 

NW core is a single crystal with the ZB structure. Extensive TEM investigations 

indicated that there were no planar defects present in the GaAs core. A typical 

HRTEM image of a NW without a-Al2O3 coating is shown in Figure 5-2. Instead of 

an a-Al2O3 shell, the GaAs NW in Figure 5-2 is coated with a native oxide shell with a 

thickness of ~ 2 nm that formed in the oxidation of the NW surface when the NW was 

removed from the growth chamber and exposed to the air. The NW core is still single 

crystalline ZB GaAs. The only difference between the two groups of samples is that 

the GaAs–a-Al2O3 core–shell NWs are coated with a layer of a-Al2O3 of varying 

thicknesses and the GaAs NWs without a-Al2O3 shell are coated with a layer of a 

native oxide with a fixed thickness. 
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Figure 5-1 (a) An SEM image showing that the GaAs–a-Al2O3 core–shell NWs 

are oriented perpendicularly to the GaAs substrate surface. (b) A typical low 

magnification TEM image of a GaAs NW with a 10 nm thick a-Al2O3 shell. The 

inset is a corresponding SAED pattern. (c) An HRTEM image of the NW in (b). 
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Figure 5-2 An HRTEM image of a GaAs NW with a native oxide layer on the 

surface. 

 

Figure 5-3 provides a typical mechanical behaviour of a GaAs–a-Al2O3 core–

shell NW with an a-Al2O3 shell thickness of 5 nm during in situ compression testing. 

The average diameter (including the core and the shell) of the core–shell NW, d, was 

~ 110 nm. This diameter was defined as the average between the base and tip 

diameter values, because the tapering angle of the GaAs–a-Al2O3 core–shell NW is 

very small, there would not be a significant difference between the diameter measured 

at the largest buckling position and the diameter averaged from the base and tip. (The 

method of diameter measurement in this chapter is different from that in Chapter 4, 

where the diameter was measured at the largest buckling position of the NW because 

the tapering angle of the WZ-SF GaAs NWs is large, and the diameter measured at 

the largest buckling position is quite different from the diameter averaged from the 

base and tip.) The length of the NW, excluding the Au catalytic particle at the tip, was 

~ 1,440 nm. Figure 5-3a presents the load-time curve (from 2.5 s to 9.5 s) with the 

inset providing the complete load–displacement–time curve of the whole test. Figures 

5-3b–e provide a series of TEM images corresponding to points 1–4, respectively, in 

Figure 5-3a. At ~ 3.4 s, the flat punch makes contact with the Au particle at the tip of 

the NW, and the Au particle and the NW are compressed by an axial load P. With 

continuous displacement of the punch, the load increases. The NW starts to buckle at 

point 2 in Figure 5-3a, and this leads to a decrease in the load. The  
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Figure 5-3 (a) A portion of a load-time curve (from 2.5 to 9.5 s) of an in situ 

compression process of a GaAs NW with a 5-nm thick a-Al2O3 shell. The inset 

shows the complete load-displacement-time curve of the whole compression 

process. The three arrowheads indicate load drops caused by plastic deformation 

of the Au particle at the tip of the NW. (b)–(e) A series of microscopy images 

corresponding to points 1 (before compression), 2 (starting point of buckling), 3, 

and 4 (fracture point), respectively, in (a). The white arrows in (b)–(e) point to 

the NW being tested. 
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critical load, Pcr at point 2 is ~ 12 µN. The load drops three times in this load- 

displacement curve, as indicated by the three arrowheads. These load drops are caused 

by the deformation of the Au particle, which does not affect the critical buckling load 

value that is the key to the analysis of the NW mechanical behaviour. The effect 

caused by the deformation of the Au particle can be removed by pre-deforming the 

Au particle but leaving the NW un-deformed before the test. For samples with shell 

thicknesses ranging from 2 to 25 nm, the NWs return to their original shapes when the 

external load is removed after buckling, but before fracture, indicating that the 

bending deformation is predominately elastic.  

FEA analysis was used to accurately extract the maximum strain at failure of 

the tapered NWs based on the displacement of the NW tip at fracture measured from 

the in situ compression test. FEA models were created based on the experimental-

measured dimensions and geometry of the NW samples. A typical meshed FEA NW 

model with a tapering angle of ~ 0.7° is shown in Figure 5-4. The model was meshed 

using C3D8R elements with a mesh size of 10 nm. Figures 5-5a–d present the FEA 

results of the maximum principal strains of the NW at different deformation stages 

indicated in Figures 5-5b–e, respectively. During the buckling deformation of the NW, 

the maximum principal strain, indicated by red in the contour plots, occurred near the 

tip of the NW. The principal strain of the NW increases when it is being compressed 

and bent, and finally reaches a value of 9.2% at fracture. The FEA results were 

consistent with the experimental observations. The location of the maximum principal 

strain shown in the contour plots is the point where the NW fractured in the 

compression test experiment. 

 

 

Figure 5-4 A typical tapered FEA NW model with a tapering angle of ~ 0.7°. The 

model was meshed using C3D8R elements with a mesh size of 10 nm. 
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Figure 5-5 (a)–(d) FEA simulations of the maximum principal strain 

corresponding to the deformation state at Figures 5-3(b), (c), (d), and (e), 

respectively. 

 

In addition to the maximum stain at failure, the Young’s moduli of the GaAs–

a-Al2O3 core–shell NWs with different shell thicknesses were also calculated using 

FEA based on the critical buckling loads measured from in situ compression tests of 

NWs. For the GaAs–a-Al2O3 core–shell NW with a shell thickness of 5 nm presented 

in Figure 5-3, the Young’s modulus calculated from FEA is ~ 124 GPa. The results of 

the maximum strain at failure and the Young’s modulus of the GaAs–a-Al2O3 core–

shell NWs with different shell thicknesses are presented in Figure 5-6a and Figure 

5-6b, respectively. The failure strain is approximately constant at between 8–10%, 

which is consistent with previous results for GaAs NWs with a native oxide shell [8]. 

This suggests that the thickness and the chemical composition of the a-Al2O3 shell do 

not affect the failure strain of the NWs, and that the large failure strains could be an 

intrinsic material property. These values are ~ 100 times larger than the failure strain 

of bulk GaAs [47]. Figure 5-6b shows that with decreasing a-Al2O3 shell thickness 

from 25 nm to 2 nm, the measured value of Young’s modulus of the NWs first 

decreases from 143 GPa to 124 GPa at 5 nm, and then increases to 130 GPa when the 

shell thickness is 2 nm. 
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Figure 5-6 (a) The failure strain of GaAs core–shell NWs with different 

thicknesses of the a-Al2O3 shell (open squares) or with a 2 nm thick native oxide 

shell (red star). (b) Young’s modulus of GaAs–a-Al2O3 NWs as a function of shell 

thickness. The red stars in (a) and (b) are the corresponding values for a GaAs 

NW with native oxide shell. 

 

When a compressive force is applied to a core–shell structure, such as the 

NWs studied here, the strain experienced by the core (εC), the shell (εS), and the whole 

NW (εNW) is the same, and the compressive force (FNW) is partitioned proportionately 

across both the core (FC) and the shell (FS) such that:  

 NW C SF F F= +  5-1 
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 NW C Sε ε ε= =  5-2 

 ( )NW NW NW NWF E Aε=  5-3 

 ( )C C C CF E Aε=  5-4 

 ( )S S S SF E Aε=  5-5 

  5-6 

Here, ENW, EC, and ES are the Young’s modulus of the core–shell structure, GaAs 

core, and a-Al2O3 shell, respectively. ES is a function of shell thickness. ANW, AC, and 

AS are the cross-sectional area of the core–shell structure, GaAs core, and a-Al2O3 

shell, respectively. Rearranging Equation 5-6 in terms of shell thickness tS and core–

shell NW radius R (including the shell), the following equations have been obtained: 

 ( ) ( ) ( )2 22 2
NW C S S SE R E R t E R R tπ π π π   = − + − −   

 5-7 

  5-8 

Since the Young’s moduli of the NWs with shell thicknesses from ~ 2 nm to 25 nm 

have been measured and shown in Figure 5-6b, by first assuming that EC is equal to 

that of bulk GaAs, i.e., EC = EBulk = 86 GPa [227], calculations using Equation 5-8 

show that the Young’s modulus of the shell ES does not change with thickness tS when 

the thickness is equal to or larger than 20 nm. Thus, the data for core–shell structures 

with shell thickness of 20 nm and 25 nm are used to deduce the true value of EC. The 

results show that the Young’s modulus for the shell with a thickness of 20 nm (ES20) 

and 25 nm (ES25) is 191.3 GPa and EC is 83 GPa. Taking EC = 83 GPa and the 

measured ENW for different tS into Equation 5-6, the Young’s modulus of the a-Al2O3 

shell was calculated as a function of shell thickness, as plotted in Figure 5-7. Our 

results reveal that the Young’s modulus of the a-Al2O3 shell increases from 191.3 GPa 

to 669.2 GPa as the shell thickness is decreased from 25 nm to 2 nm. It is evident that 

the Young’s modulus of the shell is thickness-dependent from 10 nm to 2 nm and 

varies sharply when the thickness is less than 5 nm. Note that the value of the 

Young’s modulus of the shell is almost doubled when the thickness is decreased from 

SSCCNWNW AEAEAE +=
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5 nm to 2 nm. Such a dramatic increase of Young’s modulus has never been observed 

for nanostructures with a size greater than 15 nm. This is the first experimental 

measurement of an elastic property of a nanostructured material with dimensions 

below 15 nm. Similar phenomena have been predicted for ZnO nanofilms and 

nanowires by atomistic simulations [115, 130, 138].  

 

 

Figure 5-7 Young’s modulus of a-Al2O3 as a function of shell thickness. The red 

star corresponds the value for a GaAs NW with a native oxide shell. 

 

For GaAs NWs without the a-Al2O3 coating, oxidation on the NW surface 

occurred when the NWs were removed from the growth chamber and exposed to air. 

The native oxide layer usually has a thickness of ~ 2 nm. The failure strain and the 

Young’s modulus of GaAs NWs with a native oxide layer on the surface were also 

measured in this study, and the results are presented in Figure 5-6 (and indicated with 

red stars). The Young’s modulus of GaAs–native-oxide core–shell NWs with different 

NW diameters and approximately the same native oxide shell thickness has been 

reported in a previous work [8]. The experimentally-measured Young’s modulus of 

GaAs–native-oxide core–shell NWs in this study matches well with that of NWs with 

similar diameters reported in the previous work [8]. Using the method outlined earlier 

for a-Al2O3 shells, the Young’s modulus of the native oxide with a shell thickness of 
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2 nm was determined to be ~ 776 GPa (Figure 5-7). Native oxide surface layers have 

been reported to be responsible for the size dependency of different nanomaterials, 

including W nanobelts [222], Si nanocantilevers [232], Si nano-scale beam [233], Si 

NWs [124], Ag NWs [58], and CuO NWs [60]. 

 

5.3 Discussion 

Elastic strain limit is the largest strain before plastic deformation. When 

materials are deformed beyond their elastic limit, plastic deformation occurs via the 

activation of dislocation motion and/or twinning. Although dislocations exist in most 

compound materials, e.g., GaAs, in which ionic and/or covalent bonds are directional 

and hence few dislocation slip systems are available, the motion of these dislocations 

is very difficult. Therefore, ceramic materials, such as GaAs, are naturally brittle at 

room temperature. They usually fracture in the brittle mode with little (< 0.1%) or no 

plastic strain [47]. A fracture process involves two steps: crack formation and 

propagation. For brittle materials, cracks usually initiate at microscopic flaws or 

imperfections that exist at the surface and within the interior of the materials. 

Moreover, since plastic deformation is impossible in ceramics, it is not possible to 

blunt the crack tip. These flaws significantly reduce the fracture stress and fracture 

strain because an applied stress may be significantly amplified or concentrated at the 

tip of a flaw, which makes the material fracture at a strain far below its elastic limit.  

It is well known that reducing the dimensions of materials reduces the 

probability of having a flaw in the materials. Typical HRTEM images of GaAs–a-

Al2O3 core–shell NWs and GaAs NWs, in Figure 5-1c and Figure 5-2, respectively, 

show no defect in the core, the shell, and the core–shell interface of the NWs. The 

perfect structure effectively suppresses crack initiation in the NWs during the loading 

process that increases the failure strain of the NWs. Therefore, the fracture strain of 

GaAs–a-Al2O3 core–shell NWs with no pre-existing defects is significantly higher 

than that of their bulk counterparts because the mechanism of crack initiation through 

flaws is absent.  
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It has been widely accepted that surface reconstruction plays a key role on the 

size-dependency of Young’s modulus [72, 76, 115, 134]. The local bonding 

environment of atoms at or near the surface is distinct from that in the bulk. The 

termination of the lattice periodicity in the surface causes an imperfection of the 

coordination number – the total number of neighbours of a central atom – of the 

surface atoms, resulting in the remaining bonds of this lower-coordinated surface 

atom to relax and raise the binding energy and surface stress [234]. The relaxed bond 

is stronger. Surface stress, which always exists at a free surface of a solid material, 

drives the surface reconstruction [235]. The average bond length contracts on the 

surface as a result of surface reconstruction [235]. For example, for FCC materials 

such as Au, with (100) surface, the surface is reconstructed to a hexagonal surface 

layer that decreases the bonding length. For materials with close-packed (111) surface, 

the bond length contraction occurs without changing the surface atomic array [235]. 

As the Young’s modulus is inversely proportional to the bond length [236], the 

surface usually exhibits a much higher Young’s modulus than the interior.  

In addition to surface effect, a similar situation occurs at an interface between 

two dissimilar media. For core–shell and film/substrate materials structures where a 

coherent epitaxial relationship exists between the core and the shell – or the film and 

the substrate – the mechanical properties, such as Young’s modulus, of the shell or 

film is inevitably affected by the interfacial lattice stress that might significantly 

displace interfacial atoms from their equilibrium positions, and the lattice stress at the 

interface is a function of shell/film thickness [223, 224, 237]. Even though there is no 

coherent interface – that is, no interfacial stress induced by the lattice mismatch in the 

core–shell NWs studied here – the incoherent GaAs–a-Al2O3 core–shell interface also 

affects the bonding, and therefore Young’s modulus, at the interface. Hence, the 

interfacial effect cannot be excluded. Because the only structural variable in the 

GaAs–a-Al2O3 core–shell NWs is shell thickness, it is concluded that the size 

dependency of Young’s modulus of the a-Al2O3 shell originates mainly from the size 

dependency of the volume fraction of the surface and GaAs-Al2O3 interface. The 

volume fraction here refers to the ratio between the volume of the reconstructed 

surface and the interfacial layer, and the volume of the a-Al2O3 shell. Since the 

thicknesses of surface and interfacial layer are unknown, no quantitative datum is 

available. 
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Note that the Young’s modulus of the a-Al2O3 shell measured from this study 

may be slightly different to that of the native oxide film formed on the surface of bulk 

Al due to the difference between the GaAs-Al2O3 interface and the Al-Al2O3 interface. 

As discussed in Chapter 4, the interface between the core and the shell affects the 

measured Young’s modulus of the shell. 

 

5.4 Conclusions 

An experiment to measure the elastic modulus of amorphous Al2O3 films with 

thicknesses varying between 2 nm and 25 nm was designed. The amorphous Al2O3 

was in the form of a shell wrapped around GaAs nanowires, thereby forming an 

effective core–shell structure. The GaAs core comprised a single crystal structure with 

a diameter of 100 nm. Combined in situ compression TEM and FEA were used to 

evaluate the elastic modulus of the overall core–shell nanowires. A core–shell model 

was applied to de-convolute the elastic modulus of the Al2O3 shell from the core. This 

method has been successfully applied to study the thickness effect on the Young’s 

modulus of a-Al2O3 films (shells). We conclude the following: 

1. The elastic modulus of amorphous Al2O3 increases significantly when the 

thickness of the layer is smaller than 5 nm. This can be attributed to the  

re-construction of the bonding at the surface of the material, coupled with the 

increase of the surface-to-volume ratio with nanoscale dimensions.  

2. The fracture strain of GaAs–a-Al2O3 core–shell NWs is significantly higher 

than that of their bulk counterparts because there are no pre-existing defects in 

the NWs, and the mechanism of early crack initiation through structural flaws 

is absent. 

3. The experimental technique and analysis methods presented in this study may 

be extended to measure the elastic moduli of other materials with dimensions 

of just several nanometers. 
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6 Conclusions and future perspectives   

This chapter summarises the major results obtained in this thesis and suggests 

a several further research directions. 

 

6.1 Conclusions  

The mechanical behaviours of nanostructured materials including NWs and 

nanofilms have been investigated using in situ TEM compression combined with FEA. 

The following conclusions are drawn, which provide potential guidance on 

mechanical characterisation of low-dimensional nanostructures and tailoring 

mechanical properties of NWs through the control of their microstructures:  

1. Tapering of NWs and loading misalignment have significant impact on the 

measured mechanical properties of NWs. For example, in a uniaxial 

compression test of NWs, ignoring the tapering angle of 0.8° and loading 

misalignment of 6° will result in underestimating the critical buckling stress 

and calculated Young’s modulus using the Euler’s formula by 7% and 13%, 

respectively. Compared with the effects of tapering and loading misalignment 

on the uniaxial compression testing results of a NW, tapering affects uniaxial 

tensile testing results more significantly, while loading misalignment does not 

have a significant effect on the calculated results based on the tensile test data. 

In a uniaxial tensile test of NWs, ignoring the tapering angle of 0.8° and 

loading misalignment of 6° will lead to an underestimation of the tensile 

fracture strength and Young’s modulus calculated from the measured fracture 

load by 37% and 3%, respectively. 

2. Inclusion of the effects of tapering and loading misalignment in the 

compression and tensile data analysis is crucial for accurate determination of 

the mechanical properties of NWs. If a slight loading misalignment exists in a 

tensile test of NWs, tensile fracture strength can be accurately determined by 

using the cross-sectional area at the fracture site. 
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3. The presence of a high-density of SFs leading to the formation of short 

polytypic segments results in an increase of the Young’s modulus of GaAs 

NWs. The stiffening effect of SFs is attributed to the change of the interatomic 

bonding at the SFs. The findings provide a better understanding of the effect 

of high-density SFs on Young’s modulus, and potential guidance in using 

defect engineering to tailor mechanical properties of nanostructures. 

4. The Young’s moduli of both WZ and WZ-SF GaAs NWs increase with 

decreasing NW diameter, which is caused by the increase of the volume ratio 

of the amorphous shell of the NWs with decreasing NW diameter. 

Quantitative analysis showed that by decreasing the diameters of the WZ NWs 

from 170 nm to 75 nm and the WZ-SF NWs from 151 to 77 nm, the Young’s 

modulus of the NWs was enhanced from 161 GPa to 189 GPa and from 

183 GPa to 203 GPa, respectively.  

5. The crystalline structure of the core is important in determining the thickness 

and the Young’s modulus of the amorphous native oxide shell in the NWs. 

Due to the slightly thicker than average interfacial thickness for WZ-SF NWs 

caused by the wavy interfacial structure of WZ-SF, the shell thickness for WZ-

SF NWs is 2.8 nm, which is 0.3 nm thicker than that of WZ NWs. The 

Young’s modulus of the amorphous native oxide shell in the WZ NWs is 8% 

larger than that in WZ-SF NWs. The Young’s modulus of the interfacial area 

between the amorphous shell and the crystalline core varies with the 

crystalline structure of the core.  

6. The Young’s moduli of nanoscale films with thicknesses down to several 

nanometers can be measured by using a core–shell NW structure with a 

constant core diameter and varying shell thicknesses. In situ TEM 

compression and FEA were used to determine the Young’s modulus of the 

core–shell NWs. The Young’s modulus of the shell of varying thickness was 

then extracted using a core–shell model. The experimental technique and 

analysis methods presented in this study may be extended to measure the 

elastic modulus of other materials with dimensions of just several nanometers. 
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7. The elastic modulus of a-Al2O3 shells (thin films) of the GaAs–a-Al2O3  

core–shell NW increases significantly when the thickness of the layer is less 

than 5 nm. This phenomenon can be attributed to the re-construction of the 

bonding on the surface of the material, coupled with the increase of the 

surface-to-volume ratio with reducing materials dimensions. The fracture 

strain of GaAs–a-Al2O3 core–shell NWs is significantly higher than that of 

their bulk counterparts because there are no pre-existing defects in the NWs 

and the mechanism of crack initiation through flaws is absent. 

 

6.2 Future work 

Although several important conclusions have been achieved throughout this 

thesis project, there still exist many unsolved issues on the mechanical behaviours of 

nanomaterials, and further thorough investigations are needed in the future as the 

extension of this thesis project. 

1. Nanomaterials can apparently sustain larger elastic and plastic strains than 

conventional materials. The plastic deformation mechanisms and fracture 

process in nanomaterials could be considerably different to those of their bulk 

counterparts. All GaAs NWs with various crystalline structures and diameters 

ranging from 75 nm to 170 nm tested under compression in this thesis 

deformed elastically until fracture. Similarly, no plastic deformation was 

observed for GaAs NWs with diameters ~ 50 nm during tensile tests 

performed by using the thermal bimetallic technique (data not presented in this 

thesis). However, obvious plastic deformation was observed in NWs with 

diameters less than 25 nm under compression, leaving behind stacking faults 

on {111} planes [8]. Clearly a small diameter plays a critical role in the plastic 

deformation of the NWs. However, the critical diameter that allows plastic 

deformation is not clear. It is also not clear if the loading mode also plays a 

role. Therefore, it is necessary to test GaAs NWs with diameters in the range 

between 20 nm and 50 nm to determine the largest diameter that would 

experience plastic deformation under compression, and to conduct theoretical 

analysis of the physics of the size effect on plastic deformation. It is also 
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necessary to carry out deformation under different deformation modes (tensile, 

compression, and bending) to understand the effect of deformation mode on 

the plastic deformation behaviour of NWs. Atomic-scale observation of plastic 

deformation processes is critical for revealing plastic deformation mechanisms, 

including deformation twinning and the nucleation, motion, and interaction of 

dislocations. Most of the current in situ straining TEM holders have only 

single-tilt capability, making it impossible to image materials at atomic 

resolution. A double-tilt capability is essential for atomic-scale observation of 

the deformation processes of NWs, and this can be realised using the copper 

grid technique [9] and the thermal bimetallic technique [91], as discussed in 

Section 1.4.1 and Section 1.4.3, respectively. However, these two techniques 

do not provide any stress–strain or load–displacement curve. 

2. Just as planar defects are critical in determining the mechanical behaviour of 

bulk metallic materials [214-217], crystalline defects might also significantly 

affect the deformation behaviours of GaAs NWs. However, whether twin 

boundaries and SFs have effects on dislocation behaviour, and how NWs with 

defects accommodate plastic deformation, remains unclear. Therefore, in 

addition to the defect-free GaAs NWs, atomic-scale investigation of the 

deformation mechanisms of NWs with crystalline defects, such as twin 

boundaries and SFs, is also needed. The effects of orientation and density of 

the crystalline defects in NWs on their deformation mechanisms should be 

studied as well. 

3. In my PhD research, the elastic properties, including Young’s modulus and 

elastic strain, of GaAs NWs were measured through combined in situ TEM 

compression and FEA. However, some other mechanical properties of NWs, 

for example, tensile or bending fracture strength and strain, were not measured 

although these properties are also important for their applications as building 

blocks of nano-devices or as components for composite materials. By using 

the Hysitron PI95 PicoIndenter combined with PTP devices, I found that the 

tensile fracture strength of ZB GaAs NWs with a diameter of 265 nm reaches 

6.16 GPa, which is already close to its theoretical value (~ 8.6 GPa, which is 

E/10). So far, only NWs with diameters more than 200 nm have been tested. It 
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is not clear if the high tensile fracture strength is an intrinsic property of 

defect-free ZB GaAs NWs or whether NW dimensions play a role. It is 

necessary to carry out tensile tests of GaAs NWs with different sizes. Sample 

preparation for tensile tests of NWs using PTP devices is very difficult. The 

smallest diameter of NWs can be manipulated is ~ 50 nm. Further, testing of 

NWs with very small diameters would also challenge the sensitivity limit of 

the holder. 

4. As mentioned in Section 1.5.3, single-crystal WZ GaAs NWs with small 

diameters (e.g., 25 nm) demonstrate anelasticity [84], which was attributed to 

the interfacial effect between the amorphous layer and the crystalline core. 

Anelasticity was also found in single-crystalline ZnO NWs with diameters of 

38 nm–65 nm, and was explained as a result of stress-gradient-induced 

migration of point defects [165].  

Recent multiple compression experiments (by the author with colleagues, 

unpublished) of a WZ GaAs NW with a diameter of ~ 10 nm revealed that the 

so-called “anelasticity” was probably recovered plastic deformation triggered 

by the electron beam in TEM: the NW was uniaxially compressed and it did 

not return to its original shape after the external load was released. After the 

release of the load, the entire NW was exposed to a dispersed electron beam 

with low current intensity and a converged electron beam with high current 

intensity, after which the NW returned to its original shape in 10 minutes and 

1 minute, respectively. However, when the electron beam was closed for ~ 1 

hour, the NW remained at its deformed state. It took ~ 10 minutes for recovery 

after the electron beam was re-opened and spread to a low current intensity. 

Detailed quantitative and atomic scale observations as well as molecular 

dynamics simulations of the process are needed to understand this 

phenomenon and its underlying mechanism.  

5. Twinning superlattices (TSL) or periodic arrangements of twin planes have 

recently been reported for a variety of III–V NWs, including InAs, InP, GaP, 

and GaAs. NWs with TSL structures have generated particular interest. It has 

been predicted that periodic twinning in III–V NWs introduces electronic 

miniband structures, which may be useful for bandgap engineering, as well as 
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direct intersubband optical transitions. To design and fabricate reliable nano-

devices using III–V NWs with TSL structures, a clear understanding of their 

mechanical properties is necessary. TSL NWs show a periodic oscillation in 

sidewall facet orientation, appearing as a zigzagged sidewall of the NWs in 2-

D TEM images [221]. The irregular NW morphology makes the quantitative 

mechanical testing data analysis extremely difficult. This difficulty can be 

overcome by combining in situ TEM mechanical testing with FEA. The FEA 

models will be created based on the real dimensions and morphology of the 

TSL NWs. NWs with different diameters should be investigated to check if 

there is any size effect on the mechanical properties of GaAs NWs with TSL 

structures. It is also necessary to study the effect of the spacing between the 

periodic twin planes on the mechanical properties of NWs. 

6. Heterostructure NWs have been extensively investigated but the major focuses 

have been on their synthesis and physical properties. There are few studies, 

especially experimental studies, on the mechanical properties of NWs with 

heterostructures, including axial heterostructures and core–shell 

heterostructures [238, 239]. Heterostructure NWs have exhibited promising 

applications. Assessing the mechanical properties of NWs with 

heterostructures is not only important for their applications, but also has 

potential for fundamental insight into the mechanical behaviours of 

heterostructures with lattice mismatch strain at the heterogeneous interface.  

The volume fraction of the core and the shell in core–shell heterostructures 

may affect the bond lengths and the strains around the interface [240]. 

Investigation of the mechanical properties of core–shell heterostructures with 

different core/shell volume ratios could provide an understanding of the 

interfacial effect on the mechanical behaviours of core–shell heterostructures. 

Detailed quantitative mechanical testing and molecular dynamics simulations 

of the deformation process are needed to understand the measured mechanical 

properties and the underlying mechanism. 
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