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MULTIVALUED ANISOTROPIC PROBLEM WITH FOURIER

BOUNDARY CONDITION INVOLVING DIFFUSE RADON

MEASURE DATA AND VARIABLE EXPONENTS

Ibrahime Konaté and Stanislas Ouaro

Université Joseph Ki Zerbo, Burkina Faso

Abstract. We study a nonlinear anisotropic elliptic problem under
Fourier type boundary condition governed by a general anisotropic operator
with variable exponents and diffuse Radon measure data which does not
charge the sets of zero p(·)-capacity. We prove an existence and uniqueness
result of entropy or renormalized solution.

1. Introduction

Let Ω be an open bounded domain of RN (N ≥ 3) with smooth boundary ∂Ω
such that meas(Ω) > 0. The study of various mathematical problems with
variable exponent has received considerable attention in recent years. These
problems are very interesting from the purely mathematical point of view. On
the other hand, their study is motivated by various applications where such
equations appear in the most natural way. These problems arise in many ap-
plications as the modeling of electro-rheological fluids which are characterized
by their ability to change the mechanical properties under the influence of the
exterior electro-magnetic field ([12, 14, 28, 29, 30]), reaction-diffusion systems,
modeling of propagation of epidemic disease ([2]). Another important appli-
cation is the image processing where the anisotropy and nonlinearity of the
diffusion operator and convection terms are used to underline the borders of
the distorted image and to eliminate the noise ([1, 10]). In this paper, we are
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212 I. KONATÉ AND S. OUARO

interested in the following nonlinear multivalued elliptic anisotropic problem:

(1.1)























−
N
∑

i=1

∂

∂xi

ai(x,
∂u

∂xi

) + β(u) ∋ µ in Ω,

N
∑

i=1

ai(x,
∂u

∂xi

) · ηi + λu = g on ∂Ω,

where β is a maximal monotone graph on R such that 0 ∈ β(0), µ a bounded
Radon diffuse measure, |µ|(Ω) (the total variation of µ) a bounded positive
measure on Ω, g ∈ L1(∂Ω), λ > 0, −→η = (η1, . . . , ηN ) the outward unit normal
to ∂Ω.

Note that the space in which we work is the anisotropic Sobolev space
W 1,−→p (·)(Ω), where −→p (·) = (p1(·), . . . , pN(·)) is a vector with variable compo-
nents (for i = 1, . . . , N , pi(·) is a continuous function defined below).

We set dom(β) = [m, M ] with m ≤ 0 ≤ M and denote by

pM (x) := max(p1(x), . . . , pN(x)) and pm(x) := min (p1(x), . . . , pN(x)) .

In the classical Lebesgue and Sobolev spaces with constant exponent, many
authors have studied problems with a maximal monotone graph and measure
data (see [3, 4, 5, 11, 13, 19]). These problems have been extended to the
Sobolev spaces with variable exponent in the context of isotropic operators
(see [25, 27]). In this paper, we extend the study of problems with maximal
monotone graph and measure data to the Sobolev spaces with variable ex-
ponents in the context of anisotropic operators. It is not a surprise to meet
new difficulties when passing from isotropic variable exponents to anisotropic
variable exponent. The most difficult is the appropriate choice of components
in order to obtain necessary a priori estimates. To overcome these difficul-
ties, we combine the classical techniques with the recent techniques that have
appeared when treating anisotropic problems with variable exponents.

This paper is focused on the anisotropic elliptic strongly nonlinear equa-
tion with variable exponent in which the −→p (·)-Laplacian is general. All pre-
vious works treating problems like (1.1) considered particular cases of the
maximal monotone graph β and data µ. Indeed, in [6], Koné et al. used the
minimization technique to prove the existence of weak solution when β is a
power (β(t) = |t|pM (x)−2t) and µ is an L1 function. In [18], Ibrango and
Ouaro used the technique of monotone operators in Banach spaces to obtain
the existence and uniqueness of entropy solution of problem (1.1) when β is
a continuous, surjective and nondecreasing function such that β(0) = 0 and
µ ∈ L1(Ω).

Our aim is to extend the main result of authors in [18]. More precisely we
prove the existence and uniqueness of renormalized or entropy solution to the
general elliptic problem (1.1). The novelty in our work is that we are dealing
with general non-linearities β and measure data.
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We denote by LN the N -dimensional Lebesgue measure of RN and by
Mb(X) the space of bounded Radon measures in X , equipped with its stan-
dard norm ‖.‖Mb(X). Given µ ∈ Mb(X), we say that µ is diffuse with respect

to the capacity W 1,p(·)(X) (p(·)-capacity for short) if µ(A) = 0, for every set
A such that Capp(·)(A,X) = 0, where the Sobolev p(·)-capacity of A with
respect to X is defined by

Capp(·)(A,X) = inf
u∈Sp(·)(A)

∫

X

(

|u|p(x) + |∇u|p(x)
)

dx,

with

Sp(·)(A) = {u ∈ W
1,p(·)
0 (X) : u ≥ 1 in an open set containing A

and u ≥ 0 in X}.

In the case Sp(·)(A) = ∅, we set Capp(·)(A,X) = +∞.
The set of bounded Radon diffuse measure in the variable exponent setting

is denoted by M
p(·)
b (X).

Note that, since we are dealing with the Fourier boundary condition,

we cannot work with the common space W
1,−→p (·)
0 (Ω). However, the common

space is W 1,−→p (·)(Ω), so we cannot use directly the argument of decomposition

of measure, since the second part of the measure is in W−1,p′

m(·)(Ω) (the dual

of W
1,pm(·)
0 (Ω)).
To overcome this difficulty, we use the same ideas as authors in [27]. We

consider a smooth domain Ω in order to work with the space W
1,p̃m(·)
0 (UΩ),

where p̃m(·) : UΩ −→ (1,∞) is a continuous function such that p̃m(x) =
pm(x) for all x ∈ Ω, and return after to the spaceW 1,pm(·)(Ω). More precisely,
Ω is assumed to be a bounded domain in R

N with a boundary ∂Ω of class
C1. Then, Ω is an extension domain (see [8]), so we can fix an open bounded
subset UΩ of RN such that Ω ⊂ UΩ, and there exists a bounded linear operator

E : W 1,pm(·)(Ω) → W
1,p̃m(·)
0 (UΩ),

for which

i) E(u) = u a.e. in Ω for each u ∈ W 1,pm(·)(Ω),
ii) ‖E(u)‖

W
1,p̃m(·)
0 (UΩ)

≤ C‖u‖W 1,pm(·)(Ω), where C is a constant depend-

ing only on Ω.

We define

M
pm(·)
b (Ω) := {µ ∈ M

p̃m(·)
b (UΩ) : µ is concentrated on Ω}.

This definition is independent of the open set UΩ. Note that for u ∈

W 1,pm(·)(Ω) ∩ L∞(Ω) and µ ∈ M
pm(·)
b (Ω), we have

〈µ,E(u)〉 =

∫

Ω

udµ.
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On the other hand, as µ is diffuse, there exist (see [25, 27]) f ∈ L1(UΩ) and

F ∈ Lp̃′

m(·)(UΩ)
N such that µ = f −div(F ) in D′(UΩ). Therefore, we can also

write

〈µ,E(u)〉 =

∫

UΩ

fE(u)dx+

∫

UΩ

F · ∇E(u)dx.

Before presenting our main result, we first give the following hypotheses.
Let −→p (·) = (p1(·), . . . , pN(·)) be such that for any i = 1, . . . , N, pi(·) :

Ω −→ R is a continuous function with

(1.2) 1 < p−i := inf
x∈Ω

pi(x) ≤ p+i := sup
x∈Ω

pi(x) < ∞.

The operator ai : Ω × R → R is a Carathéodory function (i.e. ai(x, ξ) is
continuous in ξ for a.e. x ∈ Ω and measurable in x for every ξ ∈ R) satisfying:

• there exists a positive constant C1 such that

(1.3) |ai(x, ξ)| ≤ C1

(

ji(x) + |ξ|pi(x)−1
)

,

for almost every x ∈ Ω and for every ξ ∈ R, where ji is a non-negative
function in Lp′

i(·)(Ω), with 1
pi(x)

+ 1
p′

i
(x) = 1;

• for ξ, η ∈ R with ξ 6= η and for every x ∈ Ω, there exists a positive
constant C2 such that

(1.4) (ai(x, ξ)− ai(x, η))(ξ − η) ≥

{

C2|ξ − η|pi(x) if |ξ − η| ≥ 1,

C2|ξ − η|p
−

i if |ξ − η| < 1;

• there exists a positive constant C3 such that

(1.5) ai(x, ξ) · ξ ≥ C3|ξ|
pi(x),

for ξ ∈ R and almost every x ∈ Ω.

The hypotheses on ai are classical in the study of nonlinear PDEs (see [6, 7,
17]).

Throughout this paper, we assume that

(1.6)
p(N − 1)

N(p− 1)
< p−i <

p(N − 1)

N − p
,

p+i − p−i − 1

p−i
<

p−N

p(N − 1)

and

(1.7)
N
∑

i=1

1

p−i
> 1,

where
N

p
=

N
∑

i=1

1

p−i
, and for all x ∈ ∂Ω,

p∂(x) =

{

(N−1)p(x)
N−p(x) if p(x) < N,

+∞ if p(x) ≥ N.
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A prototype example that is covered by our assumption is the following
anisotropic −→p (·)-Laplacian problem: setting

ai(x, ξ) = |ξ|pi(x)−2ξ, where pi(x) ≥ 2 for any i = 1, . . . , N,

we obtain the problem

(1.8)























β(u)−
N
∑

i=1

∂

∂xi

(

∣

∣

∣

∣

∂u

∂xi

∣

∣

∣

∣

pi(x)−2
∂u

∂xi

)

∋ µ in Ω,

N
∑

i=1

ai(x,
∂u

∂xi

) · ηi + λu = g on ∂Ω.

For any l0 > 0, we consider a function h0 such that

(i) h0 ∈ C1
c (R), h0(r) ≥ 0, for all r ∈ R,

(ii) h0(r) = 1 if |r| ≤ l0 and h0(r) = 0 if |r| ≥ l0 + 1.

If γ is a maximal monotone operator defined on R, we denote by γ0 the main
section of γ; i.e.,

γ0(s) =







minimal absolute value of γ(s) if γ(s) 6= ∅,
+∞ if [s,+∞) ∩ dom(γ) = ∅,
−∞ if (−∞, s] ∩ dom(γ) = ∅.

We give a useful convergence result (see [25]).

Lemma 1.1. Let (βn)n≥1 be a sequence of maximal monotone graphs such
that βn → β in the sense of the graph (for (x, y) ∈ β, there exists (xn, yn) ∈ βn

such that xn → x and yn → y). We consider two sequences (zn)n≥1 ⊂ L1(Ω)
and (wn)n≥1 ⊂ L1(Ω). We suppose that: ∀n ≥ 1, wn ∈ βn(zn), (wn)n≥1 is
bounded in L1(Ω) and zn → z in L1(Ω). Then,

z ∈ dom(β).

The rest of the paper is organized as follows. In Section 2, we introduce some
fundamental preliminary results which are useful in this work. Then, we study
the existence and uniqueness of entropy or renormalized solution in Section 3.

2. Preliminary results

We recall in this section some definitions and basic properties of anisotropic
Lebesgue and Sobolev spaces with variable exponents. Set

C+(Ω) =

{

p ∈ C(Ω) : min
x∈Ω

p(x) > 1

}

.

For any p ∈ C+(Ω), the variable exponent Lebesgue space is defined by

Lp(·)(Ω) :=

{

u : Ω → R a measurable function such that

∫

Ω

|u|p(x)dx < ∞

}

,
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endowed with the so-called Luxemburg norm

|u|p(·) := inf

{

λ > 0 :

∫

Ω

∣

∣

∣

∣

u(x)

λ

∣

∣

∣

∣

p(x)

dx ≤ 1

}

.

The p(·)-modular of the space Lp(·)(Ω) is the mapping ρp(·) : L
p(·)(Ω) −→ R

defined by

ρp(·)(u) :=

∫

Ω

|u|p(x)dx.

For any u ∈ Lp(·)(Ω), the following inequality (see [15, 16]) will be used later:

(2.1) min
{

|u|p
−

p(·); |u|p
+

p(·)

}

≤ ρp(·)(u) ≤ max
{

|u|p
−

p(·); |u|p
+

p(·)

}

.

For any u ∈ Lp(·)(Ω) and v ∈ Lq(·)(Ω), with 1
p(x) +

1
q(x) = 1 for any x ∈ Ω, we

have the Hölder type inequality

(2.2)

∣

∣

∣

∣

∫

Ω

uvdx

∣

∣

∣

∣

≤

(

1

p−
+

1

q−

)

|u|p(·)|v|q(·).

If Ω is bounded and p, q ∈ C+(Ω) such that p(x) ≤ q(x) for any x ∈ Ω, then
the embedding Lp(·)(Ω) →֒ Lq(·)(Ω) is continuous (see [23, Theorem 2.8]).

Herein, we need the following anisotropic Sobolev space with variable
exponent:

W 1,−→p (·)(Ω) :=

{

u ∈ LpM(·)(Ω) :
∂u

∂xi

∈ Lpi(·)(Ω), i = 1, . . . , N

}

,

which is a separable and reflexive Banach space (see [24]) under the norm

‖u‖−→p (·) = |u|pM (·) +

N
∑

i=1

∣

∣

∣

∣

∂u

∂xi

∣

∣

∣

∣

pi(·)

.

We need the following embedding and trace results.

Theorem 2.1 ([15, Corollary 2.1]). Let Ω ⊂ R
N (N ≥ 3) be a bounded

open set and for all i = 1, . . . , N, pi ∈ L∞(Ω), pi(x) ≥ 1 a.e. x ∈ Ω. Then, for
any q ∈ L∞(Ω) with q(x) ≥ 1 a.e. x ∈ Ω such that

ess inf
x∈Ω

(pM (x)− q(x)) > 0,

we have the compact embedding

(2.3) W 1,−→p (·)(Ω) →֒ Lq(·)(Ω).

Theorem 2.2 ([7, Theorem 6]). Let Ω ⊂ R
N (N ≥ 3) be a bounded open

set with smooth boundary and let −→p (·) ∈ (C+(Ω))
N , r ∈ C(Ω) satisfy the

condition

(2.4) 1 ≤ r(x) < min{p∂1(x), . . . ., p
∂
N(x)}, ∀x ∈ ∂Ω.
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Then, there exists a compact boundary trace embedding

W 1,−→p (·)(Ω) →֒ Lr(·)(∂Ω).

In particular,

W 1,−→p (·)(Ω) →֒ L1(∂Ω).

We introduce now the numbers

q =
N(p− 1)

N − 1
and q∗ =

N(p− 1)

N − p
=

Nq

N − q
.

The following result is due to Troisi (see [31]).

Theorem 2.3. Let p1, . . . , pN ∈ [1,∞); g ∈ W 1,(p1,...,pN )(Ω) and
{

q = (p)∗ if (p)∗ < N,

q ∈ [1,∞) if (p)∗ ≥ N.

Then, there exists a constant C4 > 0 depending on N, p1, . . . , pN if p < N

and also on q and meas(Ω) if p ≥ N such that

(2.5) ‖g‖Lq(Ω) ≤ C4

N
∏

i=1

[

‖g‖LpM (Ω) +

∥

∥

∥

∥

∂g

∂xi

∥

∥

∥

∥

Lpi (Ω)

]
1
N

,

where 1
p
=

N
∑

i=1

pi and (p)∗ =
Np

N − p
.

In this paper, we will use the Marcinkiewicz space Mq(Ω)(1 < q < +∞)
as the set of measurable function g : Ω −→ R for which the distribution

(2.6) λg(k) := meas({x ∈ Ω : |g(x)| > k}), k ≥ 0

satisfies an estimate of the form

(2.7) λg(k) ≤ Ck−q, for some finite constant C > 0.

We will use the following pseudo norm in Mq(Ω).

(2.8) ‖g‖Mq(Ω) := inf{C > 0 : λg(k) ≤ Ck−q, ∀k > 0}.

Finally, we will use through the paper, the truncation function Tk (k > 0),
defined by

(2.9) Tk(s) = max{−k,min{k; s}}.

It is clear that lim
k→+∞

Tk(s) = s and |Tk(s)| = min{|s|; k}.

For any v ∈ W 1,−→p (·)(Ω), we use v instead of v|∂Ω for the trace of v on ∂Ω.

Set T 1,−→p (·)(Ω) as the set of the measurable functions u : Ω −→ R such that

for any k > 0, Tk(u) ∈ W 1,−→p (·)(Ω). We define the space T
1,−→p (·)
tr (Ω) as the

set of functions u ∈ T 1,−→p (·)(Ω) such that there exists a sequence (un)n∈N ⊂

W 1,−→p (·)(Ω) satisfying:
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i) un −→ u a.e. in Ω as n → +∞,

ii) ∂Tk(un)
∂xi

−→ ∂Tk(u)
∂xi

in L1(Ω), for all k > 0 as n → +∞,

iii) there exists a measurable function v on ∂Ω such that un −→ v a.e. on
∂Ω as n → +∞.

We need the following lemma proved in [6].

Lemma 2.4. Let g be a nonnegative function in W 1,−→p (·)(Ω). Assume
p < N and there exists a constant C > 0 such that

(2.10)

∫

Ω

|Tk(g)|
p
−

M dx+

N
∑

i=1

∫

{|g|≤k}

∣

∣

∣

∣

∂g

∂xi

∣

∣

∣

∣

p
−

i

dx ≤ C(k + 1),

for every k > 0. Then, there exists a constant D, depending on C such that

‖g‖Mq∗(Ω) ≤ D,

where q∗ =
N(p− 1)

N − p
.

3. Statement of the main results

The notion of renormalized solution to problem (1.1) where the data µ belongs

to M
pm(·)
b (Ω) is the following.

Definition 3.1. For any µ ∈ M
pm(·)
b (Ω) and g ∈ L1(∂Ω), a renor-

malized solution of problem (1.1) is a couple (u, b) ∈ T
1,−→p (·)
tr (Ω) × L1(Ω),

u ∈ dom(β) LN - a.e. in Ω, b ∈ β(u) LN - a.e. in Ω, tr(u) ∈ L1(∂Ω), there

exists ν ∈ M
pm(·)
b (Ω) such that ν ⊥ LN ,

ν+ is concentred on [u = M ], ν− is concentred on [u = m]

and

(3.1)

N
∑

i=1

∫

Ω

ai

(

x,
∂u

∂xi

)

∂ϕ

∂xi

dx+

∫

Ω

bϕdx+

∫

Ω

ϕdν + λ

∫

∂Ω

uϕdσ

=

∫

Ω

ϕdµ+

∫

∂Ω

gϕdσ,

for any ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω). Moreover,

(3.2) lim
n→+∞

∫

[n≤|u|≤n+1]

∣

∣

∣

∣

∂u

∂xi

∣

∣

∣

∣

pi(x)

dx = 0, for i = 1, . . . , N.

Theorem 3.2. Assume that (1.2)-(1.7) hold, µ ∈ M
pm(·)
b (Ω) and g ∈

L1(∂Ω). Then, problem (1.1) admits a renormalized solution.
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Proof. The proof is done in three steps.
Step 1 (the approximate problem). For every ǫ > 0, we consider the

Yosida regularization βǫ of β (see [9]), given by

βǫ =
1

ǫ
(I − (I + ǫβ)−1).

Thanks to [9], there exists a non negative, convex and l.s.c. function j defined
on R such that

β = ∂j.

To regularise β, we consider

jǫ(s) = min
r∈R

{

1

2ǫ
|s− r|2 + j(r)

}

, ∀ s ∈ R, ∀ǫ > 0.

By [9, Proposition 2.11] we have


















dom(β) ⊂ dom(j) ⊂ dom(j) = dom(β),

js(s) =
ǫ

2
|βǫ(s)|2 + j(Jǫ) where Jǫ := (I + ǫβ)−1,

jǫ is a convex, Frechet-differentiable function and βǫ = ∂jǫ,

jǫ ↑ j as ǫ ↓ 0.

Moreover, for any ǫ > 0, βǫ is a nondecreasing and Lipschitz-continuous func-
tion (see [27]).

Since µ ∈ M
p̃m(·)
b (UΩ), recall that µ = f − div(F ) in D′(UΩ) with f ∈

L1(UΩ) and F ∈ (Lp̃′

m(·)(UΩ))
N where UΩ is the open subset of RN which

extends Ω via the operator E.
We regularize f , g and µ respectively as follows. For any ǫ > 0 and

x ∈ UΩ, we define the functions

fǫ(x) = T 1
ǫ
(f(x))χΩ(x), gǫ(x) = T 1

ǫ
(g(x))χ∂Ω(x).

Let (Fǫ)ǫ>1 ⊂ C∞
0 (UΩ) be a sequence such that Fǫ → F strongly in

(Lp̃′

m(·)(UΩ))
N . For any ǫ > 0, we set F̃ǫ = χΩFǫ and µǫ = fǫ − div(F̃ǫ).

For any ǫ > 0, one has

• µǫ ∈ M
pm(·)
b (Ω), µǫ ⇀ µ in Mb(UΩ) and µǫ ∈ L∞(Ω),

• (fǫ)ǫ>0 and (gǫ)ǫ>0 are sequences of bounded functions which converges
to f ∈ L1(Ω) and g ∈ L1(∂Ω) respectively.

Moreover,

‖fǫ‖L1(Ω) ≤ ‖f‖L1(Ω), ∀ ǫ > 0, ‖gǫ‖L1(∂Ω) ≤ ‖g‖L1(∂Ω), ∀ ǫ > 0

and

(3.3)

∣

∣

∣

∣

∫

Ω

Tk(ϕ)dµǫ

∣

∣

∣

∣

≤ kC(µ,Ω), ∀ k > 0, ∀ ϕ ∈ T 1,pm(·)(Ω).

We have the following lemma (see [27, Lemma 4.1]).

Lemma 3.3. The Yosida regularization βǫ is a surjective operator.
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Now, we consider the following approximating scheme problem
(3.4)

P (βǫ, µǫ)























−
N
∑

i=1

∂

∂xi

ai(x,
∂uǫ

∂xi

) + βǫ(uǫ) + ǫ|uǫ|
PM (x)−2uǫ = µǫ in Ω,

N
∑

i=1

ai(x,
∂uǫ

∂xi

) · ηi + λuǫ = gǫ on ∂Ω,

where ǫ > 0.

Theorem 3.4. The problem (3.4) admits at least one weak solution uǫ

in the sense that uǫ ∈ W 1,−→p (·)(Ω) ∩ L1(∂Ω), βǫ(uǫ) ∈ L∞(Ω) and ∀ϕ ∈
W 1,−→p (·)(Ω) ∩ L∞(Ω),

(3.5)

N
∑

i=1

∫

Ω

ai

(

x,
∂uǫ

∂xi

)

∂ϕ

∂xi

dx+

∫

Ω

βǫ(uǫ)ϕdx + ǫ

∫

Ω

|uǫ|
PM (x)−2uǫϕdx

+ λ

∫

∂Ω

uǫϕdσ =

∫

Ω

ϕdµǫ +

∫

∂Ω

gǫϕdσ.

Proof. If b is a surjective, continuous and nondecreasing function with
b(0) = 0 and Υ ∈ L∞(Ω), for any k > 0, the following problem

P (Tk(b),Υ)























−
N
∑

i=1

∂

∂xi

ai(x,
∂u

∂xi

) + Tk(b(u)) + ǫ|u|PM (x)−2u = Υ in Ω,

N
∑

i=1

ai(x,
∂u

∂xi

) · ηi + λTk(u) = g on ∂Ω

admits at least one solution uk ∈ W 1,−→p (·)(Ω) such that for all ϕ ∈

W 1,−→p (·)(Ω) ∩ L∞(Ω),
(3.6)

N
∑

i=1

∫

Ω

ai

(

x,
∂uk

∂xi

)

∂ϕ

∂xi

dx+

∫

Ω

Tk(b(uk))ϕdx + ǫ

∫

Ω

|uk|
PM (x)−2ukϕdx

+ λ

∫

∂Ω

Tk(uk)ϕdσ =

∫

Ω

Υϕdx+

∫

∂Ω

gϕdσ.

Furthermore,

(3.7) ∀k > ‖Υ‖∞, |b(uǫ)| ≤ ‖Υ‖∞ a.e. in Ω.

Indeed, we define an operator Ak by

〈Ak(u), ϕ〉 = 〈A(u), ϕ〉+

∫

∂Ω

Tk(b(u))ϕdx + λ

∫

∂Ω

Tk(u)ϕdσ, ∀ u, ϕ ∈ X0,
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where

〈A(u), ϕ〉 =

N
∑

i=1

∫

Ω

ai

(

x,
∂u

∂xi

)

∂ϕ

∂xi

dx + ǫ

∫

Ω

|u|pM(x)−2uϕdx.

We also define the reflexive space

E := W 1,−→p (·)(Ω)× LpM (·)(∂Ω).

Let X0 be the subspace of E defined by

X0 = {(u, v) ∈ E : v = τ(u)},

where τ(u) is the trace of u ∈ T
1,−→p (·)
tr (Ω) in the usual sense, since u ∈

W 1,−→p (·)(Ω). In the sequel, we will identify an element (u, v) ∈ X0 with its

representative u ∈ W 1,−→p (·)(Ω).
The operator Ak is onto (see [17, 18]). Therefore, by setting

〈F, ϕ〉 =

∫

Ω

Υϕdx+

∫

∂Ω

gϕdx,

it follows that F ∈ E′ ⊂ X ′
0. Then, we can deduce the existence of a function

uk ∈ X0 such that

〈Ak(uk), ϕ〉 = 〈F, ϕ〉, for all ϕ ∈ X0.

We can reason like authors in [26] (see also [18]) to obtain

|b(uk)| ≤ ‖Υ‖L∞(∂Ω)

and

|uk| ≤
1

λ
‖gǫ‖L∞(Ω).

Since |gǫ| ≤ |g| ⇒ ‖gǫ‖∞ ≤ |g|, we have

meas(∂Ω)× ‖gǫ‖L∞(Ω) ≤ ‖g‖L1(∂Ω).

Hence, we deduce that

‖gǫ‖L∞(∂Ω)) ≤
‖g‖L1(∂Ω)

meas(∂Ω)
.

Now, we fix k = max

(

‖Υ‖L∞(∂Ω),
‖g‖L1(∂Ω)

λmeas(∂Ω)

)

+ 1 in P (Tk(b),Υ) and set

Υ = µǫ, b = βǫ to end the proof of Theorem 3.4.

Lemma 3.5. Let uǫ be a weak solution of P (βǫ, µǫ). Then, there exists a
positive constant C(µ,Ω) such that for any k > 0,

(3.8)

N
∑

i=1

∫

Ω

∣

∣

∣

∣

∂

∂xi

Tk(uǫ)

∣

∣

∣

∣

pi(x)

dx ≤ k

(

C(µ, g,Ω) + ‖g‖L1(∂Ω)

C3

)

,

(3.9)

∫

Ω

βǫ(uǫ)Tk(uǫ)dx ≤ k(C(µ, g,Ω) + ‖g‖L1(∂Ω))
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and

(3.10) ‖uǫ‖L1(∂Ω) ≤
C(µ,Ω) + ‖g‖L1(∂Ω)

λ
.

Proof. We begin by proving (3.8) and (3.9). By taking ϕ = Tk(uǫ) as
test function in (3.5), we get

N
∑

i=1

∫

Ω

ai

(

x,
∂uǫ

∂xi

)

∂Tk(uǫ)

∂xi

dx+

∫

Ω

βǫ(uǫ)Tk(uǫ)dx

+ ǫ

∫

Ω

|uǫ|
PM (x)−2uǫTk(uǫ)dx+ λ

∫

∂Ω

uǫTk(uǫ)dσ

=

∫

Ω

Tk(uǫ)dµǫ +

∫

∂Ω

gǫTk(uǫ)dσ.

Then, taking into account that

∫

∂Ω

gǫTk(uǫ)dσ ≤ k‖g‖L1(∂Ω), we use (1.5)

and (3.3) in the last equality to get

(3.11)

C3

N
∑

i=1

∫

|uǫ|≤k

∣

∣

∣

∣

∂

∂xi

Tk(uǫ)

∣

∣

∣

∣

pi(x)

dx+

∫

Ω

βǫ(uǫ)Tk(uǫ)dx

+ λ

∫

∂Ω

uǫTk(uǫ)dσ + ǫ

∫

Ω

|uǫ|
PM (x)−2uǫTk(uǫ)dx

≤ k(C(µ,Ω) + ‖g‖L1(∂Ω)).

Since Tk, βǫ, s 7→ |s|r(·)−2s are nondecreasing and βǫ(0) = Tk(0) = 0, all the
integrals in (3.11) are nonnegative. Therefore, we deduce from (3.11) that

N
∑

i=1

∫

Ω

∣

∣

∣

∣

∂

∂xi

Tk(uǫ)

∣

∣

∣

∣

pi(x)

dx ≤ k

(

C(µ,Ω) + ‖g‖L1(∂Ω)

C3

)

and
∫

Ω

βǫ(uǫ)Tk(uǫ)dx ≤ k(C(µ,Ω) + ‖g‖L1(∂Ω)).

Let us prove (3.10). We use the fact that all integrals in (3.11) are nonnegative
to obtain

(3.12) λ

∫

∂Ω

uǫTk(uǫ)dσ ≤ k(C(µ, g,Ω) + ‖g‖L1(∂Ω)).

We deduce from (3.12) that

(3.13)

∫

∂Ω

uǫ

1

k
Tk(uǫ)dσ ≤

C(µ, g,Ω) + ‖g‖L1(∂Ω)

λ
.

Finally, we pass to the limit as k goes to 0 in (3.13) by using Fatou’s lemma
to get (3.10).

We have the following lemma (we refer to [27, Proposition 4.2]).
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Lemma 3.6. (i) The sequence (βǫ(uǫ))ǫ>0 is uniformly bounded in
L1(Ω).

(ii) For any k > 0, the sequence (βǫ(Tk(uǫ))ǫ>0 is uniformly bounded in
L1(Ω).

Proof.

(i) Dividing the terms in (3.9) by k > 0 and letting k goes to 0, we get

lim
k→0

∫

Ω

βǫ(uǫ)
1

k
Tk(uǫ)dx =

∫

Ω

βǫ(uǫ)sign0(uǫ)dx.

As

(3.14)

∫

Ω

βǫ(uǫ)sign0(uǫ)dx =

∫

Ω

|βǫ(uǫ)|dx ≤ C(µ,Ω) + ‖g‖L1(∂Ω),

then, (i) follows.
(ii) Assertion (ii) follows from (i). Since for any k > 0,

∫

Ω

|βǫ(Tk(uǫ))|dx ≤

∫

Ω

|βǫ(uǫ)|dx.

Proposition 3.7. Let uǫ be a weak solution of (3.4). Then, for all k > 0,

(3.15)

N
∑

i=1

∫

|uǫ|≤k

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

p
−

i

dx ≤ N meas(Ω) + k

(

C(µ,Ω) + ‖g‖L1(∂Ω)

C3

)

and

(3.16)

∫

∂Ω

|Tk(uǫ)|dσ ≤
C(µ,Ω) + ‖g‖L1(∂Ω)

λ
.

Proof. Let us prove (3.15).

N
∑

i=1

∫

{|uǫ|≤k}

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

p
−

i

dx =

N
∑

i=1

∫

{|uǫ|≤k,| ∂uǫ
∂xi

|≤1}

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

p
−

i

dx

+

N
∑

i=1

∫

{|uǫ|≤k,|∂uǫ
∂xi

|>1}

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

p
−

i

dx

≤ N meas(Ω) +

N
∑

i=1

∫

{|uǫ|≤k,|∂uǫ
∂xi

|≥1}

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

pi(x)

dx

≤ N meas(Ω) +

N
∑

i=1

∫

{|uǫ|≤k}

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

pi(x)

dx

≤ N meas(Ω) +

N
∑

i=1

∫

Ω

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

pi(x)

dx
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≤ N meas(Ω) + k

(

C(µ,Ω) + ‖g‖L1(∂Ω)

C3

)

.

Since |Tk(uǫ)| ≤ |uǫ|, we have

(3.17)

∫

∂Ω

|Tk(uǫ)|dσ ≤ ‖uǫ‖L1(∂Ω).

Then, we deduce from (3.10) and (3.17) that
∫

∂Ω

|Tk(uǫ)|dσ ≤
C(µ,Ω) + ‖g‖L1(∂Ω)

λ

Lemma 3.8. If uǫ is a weak solution of (3.4), then there exists a constant
D which depends on µ and Ω such that

(3.18) meas{|uǫ| > k} ≤
D

min(bǫ(k), |bǫ(−k)|)
, ∀ k > 0

and a constant D′ which depends on µ and Ω such that

(3.19) meas

{
∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

> k

}

≤
D′

k
1

(p
−

M
)′

, ∀k ≥ 1.

Proof. For the proof of (3.18), we refer to [20, 27]. For the proof of
(3.19), we refer to [6].

We need the following lemma (see [6, 17, 18, 22]).

Lemma 3.9. For any k > 0, there exists some positive constants C and
C′ such that

(i) ‖uǫ‖Mq∗ (Ω) ≤ C;

(ii)

∥

∥

∥

∥

∂uǫ

∂xi

∥

∥

∥

∥

M
p
−

i
q
p (Ω)

≤ C′, ∀ i = 1, . . . , N.

Step 3 (Convergence results). In order to pass to the limit, the following
convergence results are necessary (see [6] and [22]).

Lemma 3.10. For i = 1, . . . , N , as ǫ → +∞, we have

(3.20) ai

(

x,
∂uǫ

∂xi

)

−→ ai

(

x,
∂u

∂xi

)

in L1(Ω) a.e. x ∈ Ω.

Proposition 3.11. There exists a measurable function u : Ω −→ R such
that u ∈ dom(β) a.e. in Ω and

(3.21) uǫ −→ u in measure and a.e. in Ω as ǫ −→ 0.
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Proof. For the proof of (3.21), we refer to [6] (see also [22]).
As for k > 0, Tk is continuous, then Tk(uǫ) → Tk(u) a.e. in Ω. Finally,

using Lemma 1.1 we deduce that for all k > 0, Tk(u) ∈ dom(β) a.e. in Ω. Since
Tk(u) ∈ dom(β), we get u ∈ dom(β) a.e. in Ω and as dom(β) is bounded, then

u ∈ W 1,−→p (·)(Ω).

Proposition 3.12. Assume (1.2)-(1.7). If uǫ ∈ E is a weak solution of
(3.4) then

(i) for all i = 1, . . . , N ,
∂uǫ

∂xi

converges in measure to the weak partial

gradient of u;

(ii) for all i = 1, . . . , N and k > 0, ai

(

x, ∂
∂xi

Tk(uǫ)
)

converges to

ai

(

x, ∂
∂xi

Tk(u)
)

in L1(Ω) strongly and in Lp′

i(·)(Ω) weakly;

(iii) for i = 1, . . . , N , ai

(

x,
∂un

∂xi

)

∂uǫ

∂xi

−→ ai

(

x,
∂u

∂xi

)

∂u
∂xi

in L1(Ω) and

a.e. x ∈ Ω.

Proof. For the proof of (i) and (ii) we refer to [6].
(iii) The continuity of ai(x, ξ) with respect to ξ ∈ R gives us

ai

(

x,
∂un

∂xi

)

−→ ai

(

x,
∂u

∂xi

)

a.e. x ∈ Ω.

Therefore,

ai

(

x,
∂uǫ

∂xi

)

∂uǫ

∂xi

−→ ai

(

x,
∂u

∂xi

)

∂u

∂xi

a.e. x ∈ Ω.

Setting yǫ = ai

(

x,
∂uǫ

∂xi

)

∂uǫ

∂xi

and y = ai

(

x,
∂u

∂xi

)

∂u

∂xi

, for i = 1, . . . , N , we

have






yǫ ≥ 0, yǫ → y a.e. in Ω, y ∈ L1(Ω),
∫

Ω

yǫdx →

∫

Ω

ydx

and as
∫

Ω

|yǫ − y|dx = 2

∫

Ω

(y − yǫ)
+dx+

∫

Ω

(yǫ − y)dx

and (y− yǫ)
+ ≤ y, it follows by using Lebesgue dominated convergence theo-

rem, that

lim
ǫ→0

∫

Ω

|yǫ − y|dx = 0,

which means that

ai

(

x,
∂un

∂xi

)

∂uǫ

∂xi

−→ ai

(

x,
∂u

∂xi

)

∂u

∂xi

in L1(Ω) strongly.
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We have the following lemmas (see [21, 25, 27]).

Lemma 3.13. For any h ∈ C1
c (R) and ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω), for any

i = 1, . . . , N ,

∂

∂xi

(h(uǫ)ϕ) −→
∂

∂xi

(h(u)ϕ) strongly in L1(Ω) as ǫ → 0.

Lemma 3.14. We have

(3.22) lim
ǫ→0

∫

Ω

h(uǫ)ξdµǫ =

∫

Ω

h(u)ξdµ,

(3.23) lim
ǫ→0

ǫ

∫

Ω

|uǫ|
pM (x)−2uǫh(uǫ)ξdx = 0

and

(3.24) lim
ǫ→0

λ

∫

∂Ω

uǫh(uǫ)ϕdσ = λ

∫

∂Ω

uh(u)ϕdσ,

for any h ∈ C1
c (R) and ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω).

Now, we pass to the limit in βǫ(uǫ).
Since, for any k > 0, (hk(uǫ)βǫ(uǫ))ǫ>0 is bounded in L1(Ω), there exists

zk ∈ Mb(Ω) such that

hk(uǫ)βǫ(uǫ) ⇀ zk in Mb(Ω) as ǫ → 0.

Moreover, for any ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω), we have

∫

Ω

ϕdzk =−

∫

Ω

N
∑

i=1

ai

(

x,
∂u

∂xi

)

∂

∂xi

[hk(u)ϕ]dx

− lim
ǫ→0

ǫ

∫

Ω

ϕ|u|PM (x)−2uhk(u)dx

− λ

∫

∂Ω

ϕuhk(u)dσ +

∫

Ω

ϕhk(u)dµ+

∫

∂Ω

ϕghk(u)dσ.

Since

− lim
ǫ→0

ǫ

∫

Ω

ϕ|u|PM (x)−2uhk(u)dx = 0,

we have
∫

Ω

ϕdzk = −

∫

Ω

N
∑

i=1

ai

(

x,
∂u

∂xi

)

∂

∂xi

[hk(u)ϕ]dx − λ

∫

∂Ω

ϕuhk(u)dσ

+

∫

Ω

ϕhk(u)dµ+

∫

∂Ω

ϕghk(u)dσ,

which implies that zk ∈ M
pm(·)
b (Ω) and, for any k ≤ l,

zk = zl on [|Tk(u)| < k].
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Let us consider the Radon measure defined by

(3.25)











z = zk, on [|Tk(u)| < k] for k ∈ N
∗,

z = 0 on
⋂

k∈N∗

[|Tk(u)| = k].

For any h ∈ Cc(R), h(u) ∈ L∞(Ω, d|z|) and

∫

Ω

h(u)ϕdz = −

∫

Ω

N
∑

i=1

ai

(

x,
∂u

∂xi

)

∂

∂xi

[h(u)ϕ]dx − λ

∫

∂Ω

uh(u)ϕdσ

+

∫

Ω

h(u)ϕdµ+

∫

∂Ω

gh(u)ϕdσ,

for any ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω).
Indeed, let k0 > 0 be such that supp(h) ⊆ [−k0, k0],
∫

Ω

h(u)ξdz =

∫

Ω

h(u)ξdzk0

= − lim
ǫ→0

∫

Ω

N
∑

i=1

ai

(

x,
∂uǫ

∂xi

)

∂

∂xi

[h(uǫ)ϕ]dx

− lim
ǫ→0

ǫ

∫

Ω

|uǫ|
pM (x)−2uǫh(uǫ)ϕdx− lim

ǫ→0
λ

∫

∂Ω

uǫh(uǫ)ϕdσ

+ lim
ǫ→0

∫

Ω

h(uǫ)ϕdµǫ + lim
ǫ→0

∫

∂Ω

gǫh(uǫ)ϕdσ

= − lim
ǫ→0

∫

Ω

N
∑

i=1

ai

(

x,
∂Tk(uǫ)

∂xi

)

∂

∂xi

[h(uǫ)ϕ]dx

− lim
ǫ→0

ǫ

∫

Ω

|uǫ|
pM (x)−2uǫh(uǫ)ϕdx− lim

ǫ→0
λ

∫

∂Ω

uǫh(uǫ)ϕdσ

+ lim
ǫ→0

∫

Ω

h(uǫ)ϕdµǫ + lim
ǫ→0

∫

∂Ω

gǫh(uǫ)ϕdσ

= −

∫

Ω

N
∑

i=1

ai

(

x,
∂u

∂xi

)

∂

∂xi

[h(u)ξ]dx− λ

∫

∂Ω

uh(u)ϕdσ

+

∫

Ω

h(u)ϕdµ+

∫

∂Ω

gh(u)ϕdσ.

Moereover, we have the following lemma (see [25, Lemma 4.7]).

Lemma 3.15. The Radon-Nikodym decomposition of the measure z given
by (3.25) with respect to LN ,

z = bLN + ν with ν ⊥ LN
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satisfies the following properties














b ∈ β(u)LN − a.e. in Ω, b ∈ L1(Ω), ν ∈ M
pi(·)
b (Ω),

ν+ is concentrated on [u = M ],

ν− is concentrated on [u = m].

To end the proof of Theorem 3.2, we consider ϕ ∈ W 1,−→p (·)(Ω) ∩ L∞(Ω)
and h ∈ C1

c (R). Then, we take h(uǫ)ϕ as a test function in (3.5) to get

(3.26)

N
∑

i=1

∫

Ω

ai

(

x,
∂uǫ

∂xi

)

∂

∂xi

[h(uǫ)ϕ]dx +

∫

Ω

βǫ(uǫ)h(uǫ)ϕdx

+ ǫ

∫

Ω

|uǫ|
pM (x)−2uǫh(uǫ)ϕdx+ λ

∫

∂Ω

uǫh(uǫ)ϕdσ

=

∫

Ω

h(uǫ)ϕdµǫ +

∫

∂Ω

gǫh(uǫ)ϕdσ.

The first term of (3.26) can be written as

N
∑

i=1

∫

Ω

ai

(

x,
∂Tl0+1(uǫ)

∂xi

)

∂

∂xi

[h(uǫ)ϕ]dx

=

N
∑

i=1

∫

Ω

ai

(

x,
∂uǫ

∂xi

)

∂

∂xi

[h(uǫ)ϕ]dx,

for some l0 > 0; so, by Lemmas 3.13 and 3.14, we have

lim
ǫ→0

∫

Ω

N
∑

i=1

ai

(

x,
∂uǫ

∂xi

)

∂

∂xi

[h(uǫ)ξ]dx

= lim
ǫ→0

∫

Ω

N
∑

i=1

ai

(

x,
∂Tl0+1(uǫ)

∂xi

)

∂

∂xi

[h(uǫ)ξ]dx

=

∫

Ω

N
∑

i=1

ai

(

x,
∂Tl0+1(u)

∂xi

)

∂

∂xi

[h(u)ξ]dx

=

∫

Ω

N
∑

i=1

ai

(

x,
∂u

∂xi

)

∂

∂xi

[h(u)ξ]dx.

By using convergence results in (3.26), we get

lim
ǫ→0

∫

Ω

βǫ(uǫ)h(uǫ)ξdx =

∫

Ω

h(u)ξdµ+

∫

∂Ω

gh(u)ϕdσ − λ

∫

∂Ω

uh(u)ϕdσ

−
N
∑

i=1

∫

Ω

ai

(

x,
∂u

∂xi

)

∂

∂xi

[h(u)ξ]dx
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=

∫

Ω

h(u)ϕdz =

∫

Ω

bh(u)ϕdx+

∫

Ω

h(u)ϕdν.

Passing to the limit in (3.26) as ǫ → 0, we get

(3.27)

N
∑

i=1

∫

Ω

ai

(

x,
∂u

∂xi

)

∂

∂xi

[h(u)ϕ]dx +

∫

Ω

bh(u)ϕdx+

∫

Ω

h(u)ϕdν

+ λ

∫

∂Ω

uh(u)ϕdσ =

∫

Ω

h(u)ϕdµ+

∫

∂Ω

gh(u)ϕdσ.

Letting ǫ goes to 0 in (3.26) it yields that (b, u) is a solution of the problem
(1.1). To end the proof of Theorem 3.2, we prove (3.2). We take ξ = T1(uǫ −
Tn(uǫ)) as a test function in (3.5) to get
(3.28)

N
∑

i=1

∫

Ω

ai

(

x,
∂uǫ

∂xi

)

∂

∂xi

(T1(uǫ − Tn(uǫ)))dx +

∫

Ω

βǫ(uǫ)T1(uǫ − Tn(uǫ))dx

+ ǫ

∫

Ω

|uǫ|
PM (x)−2uǫT1(uǫ − Tn(uǫ))dx + λ

∫

∂Ω

uǫT1(uǫ − Tn(uǫ))dσ

=

∫

Ω

T1(uǫ − Tn(uǫ))dµǫ +

∫

Ω

gǫT1(uǫ − Tn(uǫ))dx.

Since
∫

Ω

βǫ(uǫ)T1(uǫ − Tn(uǫ))dx + ǫ

∫

Ω

|uǫ|
PM (x)−2uǫT1(uǫ − Tn(uǫ))dx

+λ

∫

∂Ω

uǫT1(uǫ − Tn(uǫ))dσ ≥ 0

and
∂

∂xi

(T1(uǫ − Tn(uǫ))) =
∂uǫ

∂xi

χ[n<|uǫ|<n+1],

we have from equality (3.28),

(3.29)

N
∑

i=1

∫

[n<|uǫ|<n+1]

ai

(

x,
∂uǫ

∂xi

)

∂uǫ

∂xi

dx

≤

∫

Ω

T1(uǫ − Tn(uǫ))dµǫ +

∫

Ω

gǫT1(uǫ − Tn(uǫ))dx.

We have (see [27])

lim
n→+∞

lim
ǫ→0

∫

Ω

T1(uǫ − Tn(uǫ))dµǫ = 0

and

lim
n→+∞

lim
ǫ→0

∫

Ω

gǫT1(uǫ − Tn(uǫ))dx = 0.
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Then, using (1.5), and letting n → +∞, ǫ → 0 respectively in (3.12), we get

lim
n→+∞

lim
ǫ→0

1

C

N
∑

i=1

∫

[n<|uǫ|<n+1]

∣

∣

∣

∣

∂uǫ

∂xi

∣

∣

∣

∣

pi(x)

dx

= lim
n→+∞

1

C

N
∑

i=1

∫

[n<|u|<n+1]

∣

∣

∣

∣

∂u

∂xi

∣

∣

∣

∣

pi(x)

dx ≤ 0.

The connection between our notion of solution and the entropic formula-
tion is given in the following Theorem. In particular, as the domain of β is
bounded, this equivalent formulation is very useful for the proof of uniqueness
of solution to problem (1.1). We reason as in [25] to get the following results.

Theorem 3.16. If (u, b) is a solution of (1.1) in the sense of Theorem

3.2, then (u, b) is a solution in the following sense: for any ϕ ∈ W 1,−→p (·)(Ω)∩
L∞(Ω) such that ϕ ∈ domβ and for any k > 0

(3.30)

N
∑

i=1

∫

Ω

ai

(

x,
∂u

∂xi

)

∂

∂xi

Tk(u− ϕ)dx +

∫

Ω

bTk(u− ϕ)dx

+ λ

∫

∂Ω

uTk(u − ϕ)dσ

≤

∫

Ω

Tk(u− ϕ)dµ+

∫

∂Ω

gTk(u− ϕ)dσ.

The result of the uniqueness of solution to problem (1.1) is the following.

Theorem 3.17. Let (u1, b1) and (u2, b2) be two solutions of (1.1). Then
{

u1 = u2 a.e. in Ω,
b1 = b2 a.e. in Ω.

Proof. For u1, we choose ϕ = u2 as a test function in (3.30) to get

N
∑

i=1

∫

Ω

ai

(

x,
∂u1

∂xi

)

∂

∂xi

Tk(u1 − u2)dx +

∫

Ω

b1Tk(u1 − u2)dx

+ λ

∫

∂Ω

u1Tk(u1 − u2)dσ ≤

∫

∂Ω

gTk(u1 − u2)dσ +

∫

Ω

Tk(u1 − u2)dµ.

Similarly for u2, we choose ϕ = u1 as a test function in (3.30) to get

N
∑

i=1

∫

Ω

ai

(

x,
∂u2

∂xi

)

∂

∂xi

Tk(u2 − u1)dx +

∫

Ω

b2Tk(u2 − u1)dx

+ λ

∫

∂Ω

u2Tk(u2 − u1)dσ ≤

∫

Ω

Tk(u2 − u1)dµ+

∫

∂Ω

gTk(u2 − u1)dσ.
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Adding these two inequalities yields

N
∑

i=1

∫

Ω

(

ai(x,
∂u1

∂xi

)− ai(x,
∂u2

∂xi

)

)

∂

∂xi

Tk(u1 − u2)dx

+

∫

Ω

(b1 − b2)Tk(u1 − u2)dx+ λ

∫

∂Ω

(u1 − u2)Tk(u1 − u2)dσ ≤ 0.

Therefore, as in [18] the result follows.
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