
Full Terms & Conditions of access and use can be found at
http://www.tandfonline.com/action/journalInformation?journalCode=rero20

Economic Research-Ekonomska Istraživanja

ISSN: 1331-677X (Print) 1848-9664 (Online) Journal homepage: http://www.tandfonline.com/loi/rero20

Forecasting tax revenues using time series
techniques – a case of Pakistan

Dalia Streimikiene, Rizwan Raheem Ahmed, Jolita Vveinhardt, Saghir Pervaiz
Ghauri & Sarwar Zahid

To cite this article: Dalia Streimikiene, Rizwan Raheem Ahmed, Jolita Vveinhardt, Saghir
Pervaiz Ghauri & Sarwar Zahid (2018) Forecasting tax revenues using time series techniques
– a case of Pakistan, Economic Research-Ekonomska Istraživanja, 31:1, 722-754, DOI:
10.1080/1331677X.2018.1442236

To link to this article:  https://doi.org/10.1080/1331677X.2018.1442236

© 2018 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group

Published online: 09 Mar 2018.

Submit your article to this journal 

Article views: 1207

View Crossmark data

http://www.tandfonline.com/action/journalInformation?journalCode=rero20
http://www.tandfonline.com/loi/rero20
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/1331677X.2018.1442236
https://doi.org/10.1080/1331677X.2018.1442236
http://www.tandfonline.com/action/authorSubmission?journalCode=rero20&show=instructions
http://www.tandfonline.com/action/authorSubmission?journalCode=rero20&show=instructions
http://crossmark.crossref.org/dialog/?doi=10.1080/1331677X.2018.1442236&domain=pdf&date_stamp=2018-03-09
http://crossmark.crossref.org/dialog/?doi=10.1080/1331677X.2018.1442236&domain=pdf&date_stamp=2018-03-09


Economic REsEaRch-Ekonomska istRaživanja, 2018
voL. 31, no. 1, 722–754
https://doi.org/10.1080/1331677X.2018.1442236

Forecasting tax revenues using time series techniques – a 
case of Pakistan

Dalia Streimikienea, Rizwan Raheem Ahmedb, Jolita Vveinhardta,  
Saghir Pervaiz Ghaurib and Sarwar Zahidc

ainstitute of sport science and innovations, kaunas, Lithuania; bFaculty of managment sciences, indus 
University, Gulshan, Pakistan; cDepartment of Business administration, Bahria University, islamabad, Pakistan

ABSTRACT
The objective of this research was to forecast the tax revenue of 
Pakistan for the fiscal year 2016–17 using three different time series 
techniques and also to analyse the impact of indirect taxes on the 
working class. The study further analysed the efficiency of three 
different time series models such as the Autoregressive model (A.R. 
with seasonal dummies), Autoregressive Integrated Moving Average 
model (A.R.I.M.A.), and the Vector Autoregression (V.A.R.) model. In any 
economy, tax analysis and forecasting of revenues is of paramount 
importance to ensure the economic and fiscal policies. This study 
is important to identify significant variables affecting tax revenue 
specifically in Pakistan. The data used for this paper was from July 
1985 to December 2016 (monthly) and focused on forecasting for 
2017. For the forecasting of total tax revenue, we used components 
of tax revenues such as direct tax, sales tax, federal excise duty and 
customs duties. The results of this study revealed that among these 
models the A.R.I.M.A. model gives better-forecasted values for the 
total tax revenues of Pakistan. The results further demonstrated that 
major tax revenue is generated by indirect taxes, which cause more 
inflation that directly hits the working class of Pakistan.

1. Introduction

Taxation is not a popular terminology for individuals and business organisations, but it is 
a vital instrument for collecting revenues for government expenditure. As the collection 
of taxation increases, it allows the government to conceive maximum developmental pro-
jects for the public interest, and to improve the basic infrastructure of health, education, 
and the quality of life of common people. However, increase in taxation also increases the 
inflation level for goods and services, which make life more difficult to survive (Palacios 
& Harischandra, 2008; Poulson & Kaplan, 2008). Similarly, in business activities, local and 
foreign investors are reluctant to pour in any further investment in the country because 
of profit shrinkage. This situation triggers low output and decrease in overall G.D.P. of the 
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country, which consequently also reduces the employment rate. The collection of taxation 
is now, a burning issue in Pakistan; therefore, the government is trying to document the 
whole economy, especially bringing services and agricultural sectors, and individual people 
into the tax net. The direct, and indirect taxation is an imperative question in the context 
of Pakistan because more than 60% of tax revenue is being collected through indirect 
taxes (Aamir et al., 2001). According to the Federal Board of Revenue (F.B.R.), the total 
tax revenue collection for the fiscal year (F.Y.) 2015–16 was Pakistani Rupee (P.K.R.) 3130 
billion. a registered growth of 21% as compared to the previous fiscal year. The breakdown 
of total tax revenue and corresponding growth can be seen in Figure 1 (F.B.R., 2015–16).

According to the Federal Board of Revenue (F.B.R.) tax to G.D.P. ratio is a burning ques-
tion in the Pakistani context because it is very low, between 8.5%–9.7% for last ten years as 
displayed in Figure 2 (F.B.R., 2015–16). It is even very low as compared to the other South 
Asian countries, however, the government set a target of 12.2% tax to G.D.P. ratio for the 
F.Y.-2016–17 (Federal Board of revenue, 2015–16).

This research is carried out in the context of future forecasting of these tax revenues 
for the fiscal year 2016–17. It is evident from Figure 1; the substantial amount of tax rev-
enue is generated by indirect taxes. According to Myles (2000), the tax to G.D.P. ratio had 
significantly increased in developed economies, but in developing economies this ratio 
remained low. Chaudhry (2001) has proposed an optimal tax theory, and suggested an 
effective agricultural policy to increase tax net, and recommended, if local bodies were 
made to be responsible then tax revenue can be increased significantly.

1.1. Background of the study

According to the purchasing power, Pakistan is the 25th largest economy, and in regard to 
G.D.P., its rank is 38th. Pakistan has a population of more than 190 million making it the 
6th largest country in the world. Besides the documented economy, there is a black economy 
estimated at 37% of its overall economy, which is not documented and not included in the 
tax net (Economic Survey of Pakistan, 2015–16). Pakistan is still a developing economy 

Figure 1. total tax revenue – F.Y.-2015–16. source: Federal Board of Revenue (2015–16).
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but it has tremendous potential to evolve as one of the largest economies in the world. 
However, political instability, and a vulnerable law and order situation for last 35 years 
have worsened the social life of the common man, this situation has had adverse affects on 
total tax revenue generation.

The Pakistani Rupee (P.K.R.) faces terrible pressure, and has been depreciating in relation 
to the U.S. dollar for the last several years; therefore, the current account deficit touches 
the surplus. However, the central bank of Pakistan tried to keep balance by lowering the 
discount rate, and buying U.S. dollars from the open market to safeguard exports in order to 
compete with the rival economies. According to the Economic survey of Pakistan (2015–16), 
the government has given sales tax exemptions of P.K.R.665 billion, in the current fiscal 
year, the government has already given sales exemption of P.K.R.478 billion in the first half.

The government has faced losses of P.K.R.65 billion taxes from the decrease in exports, 
and a further loss of P.K.R.18 billion is expected due to relief in tax under the fifth schedule 
of the sales tax act. The Federal Board of revenue also gave relief of P.K.R.83.6 billion in 
income tax, P.K.R.9.5 billion tax exemptions have been given to some specific industries, 
and P.K.R.2.5 billion losses because of inferior tax on capital gains in the stock market. 
Similarly, in the case of customs duty, the state provided the relief of P.K.R.103.1 billion, 
and P.K.R.27 billion losses incurred because of Pak-China free trade agreement. P.K.R.18.4 
billion losses are expected in automobile imports’ customs duty (Federal Board of revenue, 
2015–16). Thus, in this way the government is going to incur significant tax revenue losses 
for the fiscal year 2016–17.

1.2. Objective of the research

The objective of this research is to forecast the total tax revenue for the fiscal year 2016–17, 
and analyse the impact of indirect taxes on the working class of Pakistan. We have selected 
three different time series models, namely the autoregressive (A.R.) model with seasonal 
dummies, the autoregressive integrated moving average (A.R.I.M.A.) model, and the vector 
Auto regression (V.A.R.) model for forecasting purposes. For the evaluation of the efficiency 
of these models, we used root mean squared error (R.M.S.E.) test. We have taken monthly 
data for the time period from July 1985 to December 2016. For the forecasting of total tax 
revenue, we use components of tax revenues such as direct tax, sales tax, federal excise 

Figure 2. total revenue to G.D.P. ratio. source: Federal Board of Revenue (2015–16).
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duty, and customs duties. For the multivariate model, we used the series such as large-scale 
manufacturing index (L.S.M.) – proxy for G.D.P. growth, consumer price index (C.P.I.), 
and international oil prices.

1.3. Significance of this research

The significance of this research is many fold, for example, we employed several econo-
metric techniques to forecast the taken macroeconomic variables, this will be a significant 
addition to the literature, which will be helpful for the future research studies. We have 
incorporated the seasonal factors while we forecasted the total revenue of the country, this 
is an appropriate and suitable method in forecasting. We have examined the total revenue 
forecasting, the impact of direct tax, sales tax, customs duty, federal excise duty, large scale 
manufacturing (L.S.M.), consumer price index (C.P.I.), and international crude oil prices 
on total tax revenues in Pakistan. The results of this research provide the basis to formulate, 
and aligned the policies to the public, private institutions, and policy makers. Another 
important aspect of this research is the duration of the data, we have used quite substantial 
time period (31 years) from July 1985 to December 2016.

2. Literature review

The literature regarding determinants of tax revenue has gained considerable attention from 
financial experts, economist, and researchers worldwide. The findings of previous studies 
demonstrated the different effects in developed and developing economies. The developed 
economies have strong tax networks, which are well documented electronically. However, 
the developing countries are still in a transition phase to establish a strong and documented 
taxation system. Therefore, we have discussed the following previous literature specifically 
for the developing economies:

Himani (2016) studied the elements of tax collection in the case of India; he took tax 
revenue collection from direct and indirect means. He concluded that the tax collected 
through indirect means has generated more revenue as compared to direct taxes. Aamir 
et al. (2001) carried out a comparative study between India and Pakistan; they compared 
direct and indirect taxes for both countries. They concluded that Pakistan collected more 
revenuethrough indirect taxes, however, India generated more revenue through direct taxes. 
This study further indicated that indirect taxes extended the gaps between rich and poor, and 
further exploits the vulnerability of working class. Javid, Arif, and Arif (2011) examined the 
fiscal performance of distinctive developing economies of Asia. They concluded that trade 
openness, agriculture value addition, per capita G.D.P., and debt and population growth 
are significant elements of total revenue to G.D.P. ratio across developing economies. These 
studies have limited scope and did not incorporate the individual determinants of direct 
and indirect tax collection; thus, this gap is bridged in our research study, and we examined 
the impact of indirect taxes on the working class of Pakistan.

Eugene and Chineze (2016) studied the impact of taxation policies on the overall eco-
nomic growth of Nigeria. The results of the study confirmed the positive impact of a tax 
on economic growth. The results of the study further demonstrated that there is a linear 
association between tax base and total tax revenue. They also concluded a positive and 
significant association between tax base, tax policies, and further concluded that there is 
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no significant association between economic growth and total tax revenue. Sunday (2015) 
also examined the tax policies of Nigeria, and its impact on inflation. He concluded that the 
taxation policies have a long-term association with the inflation rate, and consumption and 
property taxes also have a long-term positive association with inflation. The forecasting of 
tax revenue and other economic indicators were diagnosed through different forecasting 
models, and several studies proved the efficiency and superiority of these models (Lutkepohl, 
1991, 1999; Sims, 1980; Waggoner & Zha, 1999; Watson, 1994)

Karagöz (2013) has examined the fiscal deficit of Turkey, he assessed cointegration 
through O.L.S., and concluded that the industrial and agricultural shares in G.D.P. affect 
the total tax revenue; he further concluded that foreign trade openness does not have 
any impact on the total tax revenue. Nanthakumar, Kogid, Sakami, and Muhamad (2011) 
examined the association between total tax revenue and the government spending in the 
case of Malaysia. The results of the study revealed that the total tax revenue is directly pro-
portional to spending. Husain and Qasim (2007) examined the causal relationship between 
the government spending and the total tax revenue in Pakistan. The results of the study 
exhibited the unidirectional causality from spending to the total tax revenue. On similar 
topics some important research studies have been carried out that established the superiority 
of the forecasting models (Box & Jenkins, 1976; Nau, 2014; Tiao & Box, 1981; Zhang, 2013)

Daba (2015) investigated the elements of total tax revenues of Ethiopia, it is concluded 
from the study that F.D.I.s and per capita have a strong and significant impact on total 
tax collection. He further concluded that inflation and interest rates have an insignificant 
impact on total tax generation. According to Hassan and Tahmina (2012), the government 
of Bangladesh is borrowing significantly from government sources, which negatively affected 
the overall economy of the country. They finally concluded that internal borrowing hurts the 
economy and G.D.P. rate more as compared to foreign debts. These studies did not consider 
the individual tax revenue determinants, thus in our study we have examine the impact 
by employing direct and indirect factors for total tax revenue. Moreover, we predict the 
forecasting of next year’s tax revenue by using three different methods; hence, our research 
is a further extension of these studies.

Patoli, Zarif, and Syed (2012) investigated the association between the inflation rate and 
tax revenue in the case of Pakistan. They concluded that total tax revenue and inflation have 
a positive correlation; they further concluded that any change in the inflation rate causes 
further increase in the taxation rate. According to Tanko (2015), personal income tax is the 
major source of total revenue for the Nigerian government. He concluded that the insuffi-
ciency of the internally collected tax hampers the overall economy of Nigeria. He further 
concluded that the greater dependency on the federal accounts and total expenses disrupt 
the economy, therefore, the government should craft the strategies to increase revenue 
creation. Rasheed (2006) has studied the relationship between the total tax revenue, and 
G.D.P., total tax collection and money supply, total tax and broad and narrow money supply, 
and total tax collection and C.P.I. etc. He used the cointegration technique and concluded 
that there is no strong relationship between the tax revenue growth and the public debt, tax 
revenue growth, and C.P.I., tax revenue growth, and investment and credit. Thus, we incor-
porate additional factors besides the considered variables of previous research; moreover, we 
forecast the tax revenue for the next year, hence, our study is an extension of these studies.

Mehrara, Pahlavani, and Elyasi (2011) investigated the association between the spend-
ing and the government revenue of 40 Asian economies. They recommended that the 
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governments of these countries should enhance their total revenue, and reduce their expend-
iture in order to control their budgetary deficits. Chaudhry and Munir (2010) examined 
the causes of low tax revenue in the case of Pakistan. The results of the study demonstrated 
that the trade openness, external aids, broad money, and political stability are the major 
causes of the tax collection. In the light of the results of these two studies, we have identified 
the gap in crucial variables, and incorporated these factors in our study to bridge this gap. 
Samuel (2014) has conducted a study for Nigerian tax revenue collection and took federally 
generated tax as the dependent variable. He has taken petroleum profit tax, value added 
tax, custom and excise duty, and company income tax as independent variables. The result 
of the study indicates that V.A.T. is significantly profitable to the Nigerian economy; using 
the same approach we have incorporated more variables to bridge the gap of this research. 
Das-Gupta (2011) examined the resilience of sales tax and revenue to G.D.P., and also 
investigated the impact of direct and indirect taxes on G.D.P. with and without V.A.T. He 
concluded that two thirds of the sample did not have any indirect effect on V.A.T. Kenny 
and Winer (2006) carried out a very important study in which they studied the tax struc-
ture of 100 countries. They concluded that the structure of tax generation changes with 
the change of political regimes. They further concluded that progress governments do not 
concentrate on the collection of revenues from individual income tax. In the same manner, 
the study also examines determinants of indirect taxes, and their impact on the economy 
and the wellbeing of individuals.

An important aspect of tax collection and tax evasion is based on the morality of individ-
uals; several research studies have been carried out on this issue. These research studies have 
emphasised the role of religion, culture, and economic aspects on tax compliance (Dowling, 
2014; Strielkowski & Čábelková, 2015). People are ready to pay taxes but governments have 
failed to fulfil the social contract with their inhabitants. The vulnerability of this situation 
has been reflected in developing countries, particularly where the governments have shown 
the deficiencies in order to provide social security. Thus, the morality does not depend on 
the individuals only but the governments are equally responsible for this fiasco (Čábelková 
& Strielkowski, 2013; Torgler & Schneider, 2007).

3. Data and methodology

3.1. Data collection

In our study, for forecasting purposes, we have used univariate examination to analyse a 
single variable (tax revenue) at a time for univariate variables such as the total tax revenue 
(T.R.), and considered its four important components, direct tax (D.T.), sales tax (S.T.), 
federal excise duty (F.E.D.), and customs duty (C.T.), but these are the determinants of tax 
revenue, thus we have employed univariate analysis (Bagshaw, 1987). On the other hand, 
we have selected three isolated variables to analyse together with tax revenue for potential 
interfaces, thus, we have used the multivariate model, and we have taken three variables such 
as large-scale manufacturing (L.S.M.), international oil prices (I.O.P.), and consumer price 
index (C.P.I.) (Bagshaw, 1987). The secondary data for the whole series are collected from 
the different issues of the Pakistan Bureau of Statistics (P.B.S.) monthly bulletin, however, 
the I.O.P. data is collected from the International Monetary Fund (I.M.F.) website shown in 
Table 1. We have considered a reasonable period of time for the forecasting purposes, we 
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took around 31 years’ data for the time period from July 1985 to December 2016. The tax 
exemptions have already been incorporated in the final tax revenues, which were published 
by the Pakistan Bureau of statistics, thus, the impact of tax exemptions does not have any 
distortion while we carry out the undertaken research study.

3.2. Estimation and data analysis tools

As explained earlier, we have used time series data for the period from July 1985 to December 
2016, and forecast the total tax revenue (T.R.) for Pakistan by taking its four components 
L.D.T., L.S.T., L.F.E.D., and L.C.D. The proposed methods used for the forecasting of total 
revenue are Autoregressive A.R. (1) with seasonal dummies and the A.R.I.M.A. model. 
For the multivariate analysis, we used the V.A.R. model for the forecasting of L.T.R. with 
L.L.S.M., L.C.P.I., L.I.O.P., and seasonal dummies as exogenous variables. These three fore-
casting methods are considered for the short run forecasting models as suggested by the 
cointegration analysis in last part of this section; moreover, the variables’ causal relationship 
was tested through the Granger causality test.

The analysis of the undertaken study began with checking the unit root test in the series, 
for this purpose we employed the Augmented Dickey–Fuller (Dickey & Fuller, 1979, 1981) 
test. The tax revenues’ four components were estimated through the autoregressive (A.R.) 
model with seasonal dummies (Doan, Litterman, & Sims, 1984; Litterman, 1986; Zhang, 
2013). Similarly, we estimated the autoregressive integrated moving average (A.R.I.M.A.) 
model for all four components (Box & Jenkins, 1976; Nau, 2014; Tiao & Box, 1981; Zhang, 
2013). Finally forecasting through the vector autoregressive (V.A.R.) model in a difference 
form with order L.T.R., L.L.S.M., L.C.P.I., and L.I.O.P. with seasonal dummies (Thomas, 
Litterman, & Sims, 1984; Tiao & Box, 1981; Zhang, 2013). For the causation and direc-
tionality we applied the Granger causality test to check the causality between the variables. 
Lastly, we employed forecasting by using models and finally compared the robustness of 
these models through root mean squared error (R.M.S.E.) test (Nau, 2014; Zhang, 2013).

3.3. Unit root test

The first objective of our estimation to check the stationarity of the data series because it is 
an essential way forward for any higher and sophisticated econometric modelling. For this 
purpose, we have different unit root tests, but the Augmented Dickey–Fuller (1979, 1981) 
is the most popular and widely used unit root test worldwide. The generalised equation 
form of the test is as given follows:

Table 1. Data collection sources.

source: authors’ compilations.

Variables Frequency Sources
total tax Revenue monthly Pakistan Bureau of statistics
Direct taxes monthly Pakistan Bureau of statistics
Federal Excise Duty monthly Pakistan Bureau of statistics
sales tax monthly Pakistan Bureau of statistics
custom Duty monthly Pakistan Bureau of statistics
Large scale manufacturing monthly Pakistan Bureau of statistics
consumer Price index monthly Pakistan Bureau of statistics
international oil Price monthly international monetary Fund Website
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where: in Equation (1), ‘t’ is the time period, ‘y’ denotes the time series, ‘n’ is the optimum 
number of lags, αo is a constant and ‘e’ is an error term.

3.4. Autoregressive model (A.R. model)

The random walk is one of the most important models in econometric time series modelling, 
this random walk model is also known as the autoregressive model or simply the A.R. (1) 
process. The following equation is the simplest form of the model:
 

Equation (2) is called the non-drift random walk; if we just add the constant value in above 
model then it will be converted into a random walk model with drift.

As we know, if the A.R. (p) procedure is stationary, in which it comprises to examine 
the roots of its characteristic modelling equation. If the φ(L)−1touches or converges to zero, 
then the A.R. (p) model is said to be a stationary model with lag operator notation and can 
be expressed as follows:

 

If we increase the lag length, then the autocorrelations decay to zero. If the A.R. (p) pro-
cedure is said to be stationary, the following are the roots of the characteristics equation:
 

In Equation (4) all roots placed on the outer side of the circle, it is also > 1. It is important 
to know that if the roots of the random walk model lie on the unit circle then it is known 
as the non-stationary process of a random walk, and can be computed as follows:
 

In the above expression, ‘1−z’ is known as the characteristic equation, and the root (z) lies 
on the unit circle. The other characteristics of the A.R. (p) model are the variance and the 
mean of A.R. (1) process, and can be expressed as follows:
 

(1)Δyt = �0 + �1yt−1 +

n∑
i=1

�Δyt + et

(2)yt = yt−1 + ut

(3)
�(L)yt = ut

yt = �(L)−1ut

(4)1 − �1z − �2z
2 − ... − �pz

p = 0

(5)

yt = yt−1 + ut

yt = Lyt + ut

yt(1 − L) = ut

1 − z = 0

z = 1

(6)E(yt) =
�

1 − �1

, var(yt) =
�2

(1 − �2
1)
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3.5. Autoregressive integrated moving average (A.R.I.M.A.) model

The autoregressive integrated moving average (A.R.I.M.A.) is a generalised form of the 
autoregressive moving average (A.R.M.A.) model in econometric time series modelling. 
These two models are known to be the best in forecasting for future values. The equation of 
the stationary A.R.M.A. (p, q) process can be described as a sequence of random variables 
(Xt). The equation can be written as follows:
 

In Equation (7), ‘Zt’ is denoted for the sequences of uncorrelated random variables, which 
have zero mean and constant variance, and can be shown as follows:
 

In Equation (9), the ‘X’ process is known as the A.R.I.M.A. (p, d, q) procedure, if ‘d’ has 
a property of non-negative integers, such as, (1−B)d, then ‘X’ will be known as a causal 
A.R.M.A. (p, q) method. Hence, the A.R.I.M.A. (p, d, q) processes satisfy the following 
form of a diferential equation:
 

where: ϕ(z) and θ(z) are known as the polynomials of p and q degrees correspondingly, 
moreover, ϕ(z) ≠ 0 for | z |≤1. Since the ϕ∗ (z) having a ‘0’ of order ‘d’ with z = 1.

As the procedure ‘Xt’ known as stationary if d = 0, and in this case the expression reduces 
to an A.R.M.A. (p, q) method. A fractionally integrated or a long memory process A.R.M.A., 
and autoregressive fractionally integrated moving average – A.R.F.I.M.A. (p, d, q) methods 
with 0 < |d| < 0.5 is called a stationary process, in which autocorrelation function ρ (k) 
decreasing slowly at lag k, as k→∞ that also fulfils the property of ρ(k) ~ Ck2d−1. Thus, the 
A.R.F.I.M.A. method also gratifies the differential expression:

 

where: 
{
Zt

}
∼ WN

(
0, �2

)
, 

 

For all the z values such as | z |≤1, here ‘B’ is known as the backward shift operator, and 
(1−B)d operator is described by the binomial extension as follows:
 

Suppose ‘Yt’ is denoted for the time series, and ‘yt’ is known as the observed time series, 
further we also know that there is a steady decrease in the level of ‘yt’. Thus, we can obtain 

(7)Xt − �1Xt−1 − L − �pXt−p = Zt + �1Zt−1 + L + �qZt−q

(8)
{
Zt

}
∼ WN

(
0, �2

)
,

(9)� ∗ (B) ≡ Xt�(B)(1 − B)dXt = �(B)Zt ,
{
Zt

}
∼ WN

(
0, �2

)
,

(10)(1 − B)d�(B)Xt = �(B)Zt

(11)�(z) = 1 − �1z − ....... − �pz
p satisfying �(z) ≠ 0

(12)�(z) = 1 + �1z +…+ �qz
q satisfying satisfying�(z) ≠ 0

(13)(1 − B)d =

∞∑
j=0

𝜋iB
j with n0 = 1 and 𝜋j = 𝛱

0<k≤j

k − 1 − d

k
forj = 0, 1, 2,…



ECONOMIC RESEARCH-EKONOMSKA ISTRAŽIVANJA   731

a new series by differencing time series at lags 1, which is almost constant in its level, and 
we called it ‘Xt’. For this ‘Xt’ we can tailor the A.R.M.A. (p, q) model.

3.6. Forecasting error

Since there is always error in forecasting, thus, in order to measure that error, and to ensure 
the utmost accuracy in forecasting we have used three techniques, namely root mean squared 
error (R.M.S.E.), which is known as the most reliable as compared to other two, i.e., mean 
absolute percentage error (M.A.P.E.), and mean absolute error (M.A.E.). The mathematical 
expressions for the three techniques are given as follows:
 

 

 

where: in Equation (16), ‘n’ is signified for the number of predicted values, and ‘xi’ is known 
as the actual observed values, whereas, x̂i is denoted for the predicted values.

3.7. Granger causality test

It is imperative to establish that whether one variable could forecast another factor or 
variable in time series analysis (Granger, 1969). Multiple linear regressions are behind the 
methodology of Granger causality technique. According to Goebel, Roebroeck, Kim, and 
Formisano (2003) by using the F-statistics on the basis of residuals factor several research 
studies have already been carried out. As pointed out by the Chen et al. (2009) the rat-
ified trace coefficients could be applied to perform t-test at the level of group statistics. 
According to McFarlin, Kerr, Green, and Nitschke (2009), the negative trace coefficients 
are the restrained aftereffects. The pairwise Granger causality expression could be expressed 
as follows:
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In Equation (18), ‘X’ and ‘Y’ known as the two time series at distinctive time period ‘t’, 
and ‘Xt−p’ and ‘Yt−p’ are called two data time series at period ‘t−p’. Here ‘p’ used as a number 
of lagged orders of the time period. Similarly, in the above expression (An) and (An’) are 
ratified trace coefficients then (Bn) and (Bn’) are known as the autoregression model. In the 
above expressions, we considered ‘Zt’ as co-variables at the time period of ‘t’. The value of 
F-statistics could be calculated for the normal Wald-test as follows:
 

Equation (19) follows the Fm,n−k distribution, in which k=m+n+1. If the estimated value of 
‘F’ greater than the critical value of ‘F’, then we reject the null hypothesis and concluded 
that Xt causes Yt.

3.8. Vector autoregression model (V.A.R. model)

For the analysis of the multivariate time series, the vector autoregression (V.A.R.) is the obvi-
ous choice because this model is very flexible and user-friendly. The vector autoregression 
(V.A.R.) model is the logical annex of univariate A.R. model for the dynamic multivariate 
data time series. This model is specifically useful for the description of the dynamic behav-
iour of time series and their forecasting. Sims (1980) was a famous econometrician, who 
made this model useful and used this effectively in his research. Moreover, Lutkepohl (1991, 
1999), Watson (1994), Nau (2014), Zhang (2013), Tiao and Box (1981), and Waggoner and 
Zha (1999) are examples of the distinctive and technical use of this model.

We can derive the following form of the V.A.R. model, let Yt = (y1t, y2t,…., ynt) signify for 
(n x 1) vectors of the time series variables, and fundamental ‘p’ lags for the vector autore-
gressive then the V.A.R. (p) model could be expressed as follows:

 

where: t = 1, ....., T
In the above expression, Πi are the(n x n) matrices of coefficients, and ‘εt’ is as the (n x 1) 

non-observable mean white noise vector procedure, which is consecutively uncorrelated or 
independent with the time-invariant covariance matrix Σ. Thus, we can express the bivariate 
V.A.R. (2) model as follows:

 

Or, it can also be written as follows:
 

 

In the above expressions cov (ε1t, ε2s) = σ12 for t = s, 0 otherwise, and it is important to note 
that each expression has the same regressors – lagged estimations of y1t and y2t. Thus, it is 
observed that the V.A.R. (p) technique is just an apparently dissimilar regression (S.U.R.) 
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model with lagged factors or variables, and in defined terms, it is same as regressors. The 
V.A.R. (p) can be written as follows for lag operator notation:
 

In the above equation Π (L) = In − Π1L − ... − ΠpL
p. The model V.A.R. (p) is considered to 

be a firm or stable if the roots placed the outer side of the multifaceted unit circle, which 
have modulus > 1, or evenly (equivalently). The eigenvalues of the companion matrix can 
be written as follows:
 

The above expression F-matrix has modulus < 1. Suppose that procedure has been rear-
ranged in the unlimited historical values, thus the firm V.A.R. (p) procedure is considered 
to be a stationary, and therefore with the time variant variance, means, and autocovariance. 
Let the series ‘Yt’ is reflected as covariance stationary then the unrestricted means can be 
expressed as follows:
 

Thus, the mean-adjusted shape of the model V.A.R. (p) is written as:
 

Since the fundamental V.A.R. (p) technique is so obstructive to show adequately the major 
characteristics of the data time series. Specifically, additional deterministic expressions, such 
as seasonal dummies or linear time trends may require showing the time series correctly; 
moreover, there is a requirement of stochastic exogenous variables. Hence, the generalised 
form of A.R. (p) model can be expressed with deterministic terminologies and exogenous 
factors as follows:
 

In the above expression ‘Dt’ indicates (1 x 1) deterministic module matrices and ‘Xt’ signifies 
(m x 1) the exogenous factors matrix, whereas, Φ and Ψ are parameter matrices.

4. Estimations and results

4.1. Augmented Dickey–Fuller (A.D.F.)

The stationarity of the data is an essential condition to proceed further and employ any time 
series model. The augmented Dickey–Fuller (1979, 1981) is the most widely used technique 
to test the stationarity of the data series. A.D.F. test outcomes (Table 2) showed that L.T.R., 
L.D.T., L.F.E.D., L.S.T., L.C.U.S., L.L.S.M., L.I.O.P., and L.C.P.I. series have level unit root 
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so the series are transformed and checked at first difference where they become significant 
and become stationary, consequently these data time series are integrated of order 1 or I(1).

4.2. Graphical representation of stationarity

As exhibited by Figure 3, all the data series are non-stationary at the level, but at the first 
difference time series of all the eight variables became stationary. Hence, this is also con-
firmation of the A.D.F. test result that series are integrated of order one or I(1).

4.3. Revenue forecasting: A.R. model with seasonal dummies

Autoregressive of order two with seasonal dummies are estimated to four components 
of total revenue (T.R.), such as: Direct Tax (D.T.), Sales Tax (S.T.), Federal Excise Duty 
(F.E.D.), and Customs Duty (C.U.D.). By using this model, variables are forecast for a total 
of 6 months, that is from January 2017 to June 2017; the Root Mean Square Error (R.M.S.E.) 
is calculated as 0.3215 (for the detail calculation see Annexure 1). The total of all these fore-
cast values (January–June 2017) for total revenues (T.R.) is presented in Table 3. The total 
forecast and actual value for FY-2016–17 is P.K.R.3382.95 billion (U.S.$32.22 billion). The 
actual revenue of P.K.R.1468.32 billion (U.S.$13.98 billion) for the first half of F.Y.-2016–17 
(July–Decemeber 2016) has been taken from the Federal Board of Revenue Department 
of Pakistan. The total forecast revenue of P.K.R.1914.63 billion (U.S.$18.23 billion) for the 
last six months of FY-2016–17 (January–June 2017) have been forecastthrough the autore-
gressive seasonal dummies model. The results of the forecast numbers of last six-month 
are presented in Table 3.

4.4. Revenue forecasting: the A.R.I.M.A. model

The autoregressive integrated moving average (A.R.I.M.A.) model is used for forecasting 
purposes by taking four components of total revenue (T.R.), such as: Direct Tax (D.T.), 
Sales Tax (S.T.), Federal Excise Duty (F.E.D.), and Customs Duty (CU.D.). Using this model 
the variables forecast total revenue of P.K.R.1807.54 billion (U.S.$17.21 billion for the last 
6 months of F.Y.-2016–17 that is from January 2017 to June 2017; the Root Mean Square 

Table 2. stationarity of data series (a.D.F. test).

notes: mackinnon (1996) one-sided p-values: at 1% level: −3.4481, at 5% level: −2.8693, at 10% level: −2.5709.
source: authors’ calculations.

Variables

A.D.F. Test Statistics

At Level At Ist Difference

Value P-Value Value P-Value
LtR −0.0372 0.9536 −7.4088 0.0000
LDt −0.5531 0.8774 −12.7051 0.0000
LFED −1.5192 0.5229 −6.4887 0.0000
Lst −1.8023 0.3792 −5.4803 0.0000
LcUs 0.5526 0.9883 −6.7820 0.0000
LLsm −0.9335 0.7770 −7.5315 0.0000
LcPi −1.6212 0.4707 −13.8210 0.0000
LioP −0.4176 0.9032 −16.7488 0.0000
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Error (R.M.S.E.) is calculated as 0.2235 (for the detailed calculation see Annexure 2). The 

second half (January–Junue 2017) forecast values of total revenues (T.R.) are presented in 
Table 4. The total forecast value for FY-2016–17 are P.K.R.3279.88 billion (US$30.93 billion) 
which is less than the Federal Board of Revenue (F.B.R.) target set by the government of 
Pakistan is P.K.R.3521 billion (revised) (U.S.$33.20 billion). Therefore, results of our study 
forecast the shortfall of P.K.R.241.12 billion (US$2.27 billion) as estimated by using the 
A.R.I.M.A. model.

Figure 3. stationary and non-stationary graphs of series. source: authors’ calculations.

Table 3. Forecasted values of total revenue using a.R. model.

note: P.k.R.: Pakistani Rupee in billion.
source: authors’ calculations.

Period/Variables D.T.: Direct Tax S.T.: Sales Tax
F.E.D.: Federal 

Excise Duty
C.D.: Custom 

duty
T.R.: Total  
Revenues

jan-17 102.56 102.00 19.68 41.04 265.28
Feb-17 88.17 97.79 19.12 38.81 243.90
mar-17 133.43 112.54 21.26 45.28 312.51
apr-17 105.59 111.18 22.18 43.31 282.26
may-17 119.41 123.00 23.09 46.88 312.38
jun-17 256.03 151.34 27.94 63.00 498.30
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4.5. Granger causality test

Before applying the Vector Autoregression (V.A.R.) model, it is better to find out if the 
direction of the variables, which are used in the V.A.R. model, have any causal relationship 
or not. The Granger Causality test applied between the pairs of L.T.R. with L.L.S.M. L.C.P.I., 
and L.I.O.P. in difference form with using lag 1 and lag 2. The results are given in Table 5, 
shows that at lag 2, L.L.S.M. and L.C.P.I. have the two-way causal relation, whereas L.I.O.P. 
has a one-way causal relationship to L.T.R. (bold figures). Which means that we can apply 
V.A.R. and the results obtained through V.A.R. may be the better than other models, which 
are used in this study.

4.6. Revenue forecasting: vector autoregression model (V.A.R.)

V.A.R. of the order D.(L.T.R.) D.(L.L.S.M.) D.(L.C.P.I.) D.(L.I.O.P.) is estimated using the 
lags 1 to 7 and 9 to14 with seasonal dummies as exogenous variables. Lags are selected by 
applying the V.A.R. lag exclusion Wald test (for detailed results see Annexure 3 and 4). Then 
forecast values are obtained from January 2017 to June 2017 that is P.K.R.1840.60 billion 
(U.S.$17.53 billion) as showed in Table 6, with R.M.S.E. 0.2354. Thus, the total revenues 
forecasted for F.Y.-2016–17 are P.K.R.3312.92 billion (U.S.$31.24 billion). According to the 
Federal Board of Revenue (F.B.R.) department, the actual total revenue collected in a first 
half of the fiscal year (July–December 2016) was P.K.R.1468.32 billion (U.S.$13.98 billion). 

Table 4. Forecasted values of total revenue using a.R.i.m.a. model.

note: P.k.R.: Pakistani Rupee in billion.
source: authors’ calculations.

Period/Variables D.T.: Direct Tax S.T.: Sales Tax
F.E.D.: Federal 

Excise Duty
C.D.: Custom 

duty
T.R.: Total  
Revenues

jan-17 80.44 93.03 14.81 37.01 225.28
Feb-17 86.21 98.24 18.57 34.61 237.63
mar-17 144.43 106.52 20.10 44.55 315.60
apr-17 90.38 110.61 14.39 38.30 253.68
may-17 111.49 118.95 23.05 38.42 291.91
jun-17 235.17 158.10 34.42 55.74 483.44

Table 5. Pairwise Granger causality test.

source: authors’ calculations.

Null Hypothesis: Obs. F-Statistic Prob.

Lags: 1

D.(L.L.s.m.) does not Granger cause D.(L.t.R.E.v.) 376 1.9811 0.1601
D.(L.t.R.E.v.) does not Granger cause D.(L.L.s.m.) 7.1027 0.0080
D.(L.c.P.i.) does not Granger cause D.(L.t.R.E.v.) 376 0.8322 0.3622
D.(L.t.R.E.v.) does not Granger cause D.(L.c.P.i.) 5.0356 0.0254
D.(L.o.P.) does not Granger cause D.(L.t.R.E.v.) 376 1.9759 0.1607
D.(L.t.R.E.v.) does not Granger cause D.(L.o.P.) 0.3796 0.5382

Lags: 2

D.(L.L.s.m.) does not Granger cause D.(L.t.R.E.v.) 375 2.8017 0.0620
D.(L.t.R.E.v.) does not Granger cause D.(L.L.s.m.) 4.0440 0.0183
D.(L.c.P.i.) does not Granger cause D.(L.t.R.E.v.) 375 14.2482 0.0000
D.(L.t.R.E.v.) does not Granger cause D.(L.c.P.i.) 3.6550 0.0268
D.(L.o.P.) does not Granger cause D.(L.t.R.E.v.) 375 3.0473 0.0487
D.(L.t.R.E.v.) does not Granger cause D.(L.o.P.) 0.6193 0.5389
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Therefore, the results of our study forecast the shortfall of P.K.R.208.08 billion (U.S.$1.96 
billion) as estimated by using the V.A.R. model against the budgeted total revenue for 
F.Y.-2016–17.

4.7. Total revenue forecasting error

Since the R.M.S.E., M.A.E., and M.A.P.E. of the A.R.I.M.A. model is minimal for the 
A.R.I.M.A. model as shown by Table 7 among the other two time series models, which are 
used to forecast the total revenues for Pakistan, Now, we can say that the forecast value of 
total revenues for Pakistan for F.Y.-2016–17 is P.K.R.3279.88 billion (U.S.$31.20 billion), 
which is less than the Federal Board of Revenue (F.B.R.) target set by the government of 
Pakistan of P.K.R.3521 billion (revised) (U.S.$33.20 billion). Therefore, results of our study 
forecast a shortfall of P.K.R.241.12 billion (U.S.$2.27 billion) as estimated by using the 
A.R.I.M.A. model.

4.8. Johansen cointegration technique

We employed a test for cointegration, and for this purpose we employed the Johansen coin-
tegration approach. Outcomes of Table 8 and Table 9 exhibited that there is no evidence 
of long run relationship amongst the variables because both Max-eigenvalues and Trace 
statistic values are less than the critical values, thus, it is established that there is only short 
run association exisiting amongst the variables. Therefore, the short run association has 
already been estimated in the three forecasting models discussed earlier.

4.9. Actual and forecast tax revenue (January 2017–June 2017)

Outcomes of Table 10 exhibited the actual and forecast tax revenue (January 2017–June 
2017) values of the A.R. model with seasonal dummies, A.R.I.M.A. model and V.A.R. model. 
The individual components of the actual total tax revenue, and total tax revenue values 

Table 6. Forecast values of total tax revenue using v.a.R. model.

note: P.k.R.: Pakistani Rupee in billion.
source: authors’ calculations.

Period/Variable T.R.: Total Revenues
jan-17 229.94
Feb-17 250.06
mar-17 311.37
apr-17 260.41
may-17 286.91
jun-17 501.89

Table 7. total Revenue Forecasting Error.

source: authors’ calculations.

Models/Forecasting Error R.M.S.E. M.A.E. M.A.P.E.
a.R. model with seasonal dummies 0.3215 0.3127 69.23%
a.R.i.m.a. model 0.2235 0.2128 38.75%
v.a.R. model 0.2354 0.2245 45.85%
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are depicted in Table 10. The results show that the A.R. model with seasonal dummies are 
closer to the forecast values as far as the total revenue is concerned, however, the actual 
values of direct tax revenue are the best forecast values as compared to other models. The 
wide variation is observed in the sales tax and customs duty, most probably the reason 
behind the unexpected increase of sales tax and custom duty in Q4 2017. The government 
has increased G.S.T. on more than 40 items, similarly, increased customs duty on luxury 
goods, and other important items in Q4 2017 as well. Thus, the gap between the actual and 
forecast values of sales tax and customs duty is more noticeable. Moreover, the government 
has revised the total tax revenue target and re-adjusted from P.K.R.3621 billion to P.K.R.3521 
billion in Q4 2017 (F.B.R., 2016–17). Hence, this deviation has occurred due to these two 

Table 8. Unrestricted cointegration rank test (trace).

note: trace test indicates no cointegration at the 0.05 level.
source: authors’ calculations.
* denotes rejection of the hypothesis at the 0.05 level.
**MacKinnon-Haug-Michelis (1999) p-values.

Hypothesised Trace 0.05

Prob.**No. of C.E.(s) Eigenvalue Statistic Critical Value
none 0.0549 35.7515 47.8561 0.4090
at most 1 0.0300 15.0302 29.7971 0.7781
at most 2 0.0104 3.8645 15.4947 0.9142
at most 3 0.0001 0.0223 3.8415 0.8812

Table 9. Unrestricted cointegration rank test (maximum eigenvalue).

note: max-eigenvalue test indicates no cointegration at the 0.05 level.
* denotes rejection of the hypothesis at the 0.05 level.
**mackinnon-haug-michelis (1999) p-values.
source: authors’ calculations.

Hypothesised Max-Eigen 0.05

Prob.**No. of C.E.(s) Eigenvalue Statistic Critical Value
none 0.0549 20.7213 27.5843 0.2934
at most 1 0.0300 11.1656 21.1316 0.6307
at most 2 0.0104 3.8422 14.2646 0.8756
at most 3 0.0001 0.0223 3.8415 0.8812

Table 10. actual and forecast values of tax revenue (january 2017–june 2017).

source: authors’ calculations and Federal Board of Revenue report 2016–17.

Forecast Tax 
Revenue (Jan’17–
June’17) D.T.: Direct Tax S.T.: Sales Tax

F.E.D.: Federal 
Excise Duty

C.D.: Custom 
duty

T.R.: Total Reve-
nues

a.R. model 805.19 697.85 133.27 278.32 1914.63
a.R.i.m.a. model 748.12 685.45 125.34 248.63 1807.54
v.a.R. model – – – – 1840.58
actual tax Revenue 

(jan’17–june’17)
751.70 745.82 113.14 278.04 1888.71

Difference b/w ac-
tual & Forecasted 
(jan’17–june’17)

D.t.: Direct tax s.t.: sales tax F.E.D.: Federal 
Excise Duty

c.D.: custom duty t.R.: total Reve-
nues

a.R. model −53.49 47.97 −20.13 −0.28 −25.92
a.R.i.m.a. model 3.58 60.37 −12.2 29.41 81.17
v.a.R. model – – – – 48.13
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components, otherwise, the A.R.I.M.A. model has best forecast the values of the direct tax 
and federal excise duty.

5. Discussions and conclusions

5.1. Discussions

According to the results, the A.R.I.M.A. model shows the best forecasting values of total 
tax revenue because the value of the R.M.S.E. is minimum as compared to the A.R. model 
with seasonal dummies and the V.A.R. model. The results of the study further showed that 
the major portion of tax revenue is generated by indirect taxes. The results are consistent 
with previous research (Aamir et al., 2001; Chaudhry & Munir, 2010; Himani, 2016), which 
studied the elements of tax collection in the case of India and Pakistan and concluded that 
in Pakistan, the ratio of tax collection is significant through indirect taxes. They concluded 
that the indirect taxes have widened the gap between the rich and poor, and further exploits 
the vulnerability of the working class. In our research, we used the total tax revenue as a 
dependent variable, and direct and indirect taxes as independent variables, previous stud-
ies also used the same variables (Aamir et al., 2001; Himani, 2016; Husain & Qasim, 2007; 
Patoli et al., 2012; Samuel, 2014). They concluded the same results that indirect taxes are 
more prominent compared with direct taxes except for the findings of Himani (2016) in 
which he concluded that the total tax revenue is more prominent and dominant than the 
direct taxes in the case of India. The results also showed unidirectional causalities and 
concluded that there is Granger causality from the total tax revenue to large-scale manufac-
turing, and the total tax revenue to consumer price index in lag 1. However, lag 2 revealed 
a bidirectional causality between the total tax revenue and large-scale manufacturing, and 
consumer price index, whereas, the crude oil prices Granger causes to the total tax revenue. 
Thus, these results concluded that excessive tax collection causes inflation, and because of 
inflation the government is imposing further taxes on the working class of Pakistan in the 
form of indirect taxes. Similarly, the government of Pakistan collects more taxes from the 
large-scale manufacturing sector or in other words the growth of L.S.M. increases the tax 
net, which further increases tax collections. These results are also consistent with previous 
research studies (Chaudhry & Munir, 2010; Daba, 2015; Daba & Mishra, 2014; Rasheed, 
2006; Samuel, 2014; Sunday, 2015). The study further showed that there is a Granger cause 
from crude oil prices to the total tax revenue. Since Pakistan is an oil importing country, 
and taxes are 40% on petroleum products, thus, these results are very much aligned with 
the true picture or ground realities, and also consistent with the previous research studies 
such as Chen et al. (2009), Eugene and Chineze (2015), Hassan and Tahmina (2012), and 
Karagöz (2013).

5.2. Conclusions

The results of the study demonstrated the effectiveness of three different time series models, 
moreover, the precise results of forecasting, total tax revenue for the F.Y.-2016–17, which 
lay down the foundations for proper policy-making by the government of Pakistan. The 
results of this study revealed that among these models A.R.I.M.A. model gives better-fore-
cast values for the total tax revenues of Pakistan, Now, we can say that the forecast value of 
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total revenues for Pakistan for F.Y.-2016–17 is P.K.R.3279.88 billion (U.S.$30.92 billion). 
Hence, the forecast tax revenue is less than the Federal Board of Revenue (F.B.R.) target set 
by the government of Pakistan that is P.K.R.3521 billion (U.S.$33.20 billion). Moreover, we 
have equated the actual and forecast tax revenues; the comparison revealed that the A.R. 
model with seasonal dummies have forecast the  results closer to the actual results of total 
tax revenue. However, the actual values of direct tax revenue are the best-forecast values 
as compared to the other models. Wide variation is observed in the sales tax and custom 
duty, most probably the reason behind the unexpected increase of sales tax and custom 
duty in Q4 2017. The government has increased G.S.T. on more than 40 items, similarly, 
increased customs duty on luxury goods, and other important items in Q4 2017. Thus, the 
gap between the actual and forecast values of sales tax and customs duty is more noticeable. 
Hence, this deviation has occurred due to these two components, otherwise, the A.R.I.M.A. 
model has best forecast the values of the direct tax and federal excise duty. Therefore, the 
results of our study forecast the shortfall of P.K.R.341.12 billion (U.S.$2.27 billion) as esti-
mated by using the A.R.I.M.A. model. Therefore, the government should take appropriate 
and immediate measures in order to fix this anticipated problem. A very important finding 
of our research is that the government is collecting three times more taxes from indirect 
means compared to direct taxes. This is quite unusual if we compare the developing and 
developed economies, where the major chunk of taxes is being generated from the direct 
taxes. This shows the weak tax collection system in Pakistan because the government has 
failed to broaden the tax net of income tax from the individuals, merchants, individual 
services, real estate, stock market, and the agriculture sector. Therefore, the government 
achieves its tax revenue budget by imposing indirect taxes in the form of G.S.T.; gain tax, 
levies tax, withholding tax, customs duty, federal excise duty etc. The tax to G.D.P. ratio is 
also very alarming, and was between 8.5% to 9.7% for the last ten years, it is not comparable 
to the developed economies, even very low compared to the other South Asian developing 
countries such as India, Bangladesh, Sri Lanka, and China etc. Therefore, there is a strong 
need to improve the tax collection system and the government should bring new tax reforms, 
and broaden the tax net.

5.3. Limitations of the study

The undertaken study has certain limitations, for instance, we did not incorporate exogenous 
factors like political instability, local and international economic turmoil, terrorism, and 
government policies, thus, future research studies may incorporate these exogenous factors. 
Moreover, these exogenous variables may cause structural breaks in the considered time 
series. Thus, this research study has not incorporated these structural breaks; this is another 
limitation of the study. Future studies may incorporate these structural breaks. Finally, other 
macroeconomic indicators such as inflation rate, exchange rate, and unemployment have 
not been incorporated in undertaken study; thus, it might be another potential area for 
future studies. In Pakistan the segregated data for total revenues is not available in monthly 
frequency that is why we use the total revenues such as direct tax, sales tax, custom duty 
and excise tax, this is another limitation of undertaken research. For the case of Pakistan the 
model established after trying all possible macroeconomic variables in relation with total 
revenues and the best model is estimated in this study (since G.D.P. in monthly or quarterly 
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is published by the statistical agency of Pakistan which is also one of the limitation of this 
study that is why we use L.S.M. as best proxy of G.D.P.).
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