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ABSTRACT

The advantages of using cross domain data when performing
text-based sentiment analysis have been established; however,
similar findings have yet to be observed when performing
multimodal sentiment analysis. A potential reason for this is
that systems based on feature extracted from speech and facial
features are susceptible to confounding effecting caused by
different recording conditions associated with data collected
in different locations. In this regard, we herein explore dif-
ferent Bag-of-Words paradigms to aid sentiment detection by
providing training material from an additional dataset. Key
results presented indicate that using a Bag-of-Words extrac-
tion paradigm that takes into account information from both
the test domain and the out of domain datasets yields gains in
system performance.

Index Terms— Sentiment Analysis, Cross Domain, Bag-
of-Words, Multimodal, Deep Spectrum Features

1. INTRODUCTION

Automatic sentiment analysis is a highly active area of re-
search in affective computing [1, 2, 3]. Moreover, this re-
search has many real world applications [4, 5], e. g., social
media is establishing itself as an alternative channel of po-
litical sentiment to conventional polling [3]. For instance
there were larger amounts of positive tweets in relation to the
Trump campaign compared to the Clinton campaign in the
lead up to the 2016 US presidential election [6].

Sentiment is defined as a long term disposition to react
emotionally and cognitively towards an object such as a per-
son, product, place or event [3]. Whilst affects are gener-
ally expressed through a wide range of verbal and non-verbal
communication channels, sentiment analysis has been tradi-
tionally focussed on text analysis [1, 2, 3]. However, con-
siderable research efforts have focussed on multimodal senti-
ment analysis using text, speech and visual cues [7, 8, 9]; fora
recent review, the reader is referred to [3]. Of particular inter-

est within multimodal sentiment detection is analysing social
media content such as vlogs and reviews posted on sites such
as YouTube [9, 10, 11, 12].

A range of different feature representations have been
tested for multimodal sentiment detection; for text detec-
tion, a variety of approaches have been explored including
lexicon polarity, text2vec and bag-of-words representations
(See [3] and references within). Standard acoustic feature
sets extracted using the openSMILE toolkit are a widely used
approach for speech-based sentiment recognition [8, 12].
However, recent results in both sentiment and emotion recog-
nition show the promise of using alternative approaches such
as Deep Spectrum features for these tasks [13, 14]. Features
related to facial expression are widely used for video-based
analysis (See [3] and references within), and are well known
for capturing non-verbal emotional information [15]. A gen-
eral trend observed in multimodal sentiment analysis is that
text is arguably the most reliably modality; however, im-
provements in system performance can be gained by adding
the other two modalities [3].

This work explores the advantages of adding out-of-
domain data when performing multimodal sentiment polarity
detection on data collected from YouTube. To the best of the
authors’ knowledge, while this problem has been explored
for text-based sentiment analysis [12, 16, 17], this is the first
time such work has been performed for multimodal sentiment
analysis. Due to the ’in-the-wild’ nature of our data, we use a
bag-of-words paradigm to quantise our chosen feature spaces
before system training and testing [18]. Bag-of-Words fea-
ture representations have recently been shown to outperform
state-of-the-art systems such as end-to-end learning in affect
detection and similar tasks [19, 20].

The rest of this paper is laid out as follows: Section 2 out-
lines the datasets used in our analysis and the different feature
representations used are explained in Section 3. The key ex-
perimental settings are given in Section 4 with the subsequent
results given in Section 5. Finally, our concluding remarks
and future work plans are given in Section 6.
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Table 1. Distribution, mean length and standard deviation
of all clips in the Movie Review DataSet between train, de-
vel(opment) and test sets.

Characteristic || Train | Devel | Test | Total

Number of Clips 215 72 72 359
Number of Positive Clips 125 42 42 209
Number of Negative Clips 90 30 30 150
Mean Clip Length (m:s) 2:32 2:27 | 2:30 | 2:31
Standard Deviation (m:s) 0:40 0:41 | 0:44 | 0:41

2. SENTIMENT ANALYSIS CORPORA

The results presented in this paper are gained on the Movie
Review Dataset which consists of 359 YouTube videos
of individuals reviewing a movie that they have recently
watched [12]. Sentiment scores ranging from 1 (very nega-
tive) to 6 (very positive) have been assigned to each clip by
two annotators. Based on the average sentiment score, the
clips are divided into positive and negative classes. Clips
having an average sentiment greater than 3.5 are denoted as
being positive and all other clips are denoted as being neg-
ative. The corpus is then divided into reviewer independent
Train (60%), Development (20%) and Test partitions (20%)
(ct. Table 1). For further details on this dataset the reader is
referred to [12].

To test if we can achieve higher classification accuracies
on the Movie Review Dataset, we supplement the training and
development sets with clips from the Music Review Dataset.
This data set was collected specifically for these experiments
using our purpose-built Cost-efficient Audiovisual Aquisition
via social-media small-world Targeting (CAS®T) toolkit [21].
This dataset contains 237 clips collected from the YouTube
channel theneedledrop'. The clips contain a single individual
reviewing music albums giving them a rating between 1 to
10. We convert the ratings into sentiments in the following
manner: all clips with ratings less than 6 are assumed to be
portraying negative sentiment and all clips with a rating 6 or
greater are assumed to be portraying positive sentiment. In
our experiments we supplement the Movie Review training
set with 177 videos and the development set with a total of
60 videos (cf Table 2). Note that as this dataset contains only
one speaker, we do not use it for system testing.

3. BAG-OF-WORDS FEATURE REPRESENTATIONS

To create a common feature space for fusion, the features
extracted from the audio, video, and text are quantised
into a bag-of-words representation using our openXBOW
toolkit [18]. The bag-of-words paradigm quantises ‘low-
level” features, such as Mel Frequency Cepstral Coefficients

'https://www.youtube.com/user/theneedledrop

Table 2. Distribution, mean length and standard deviation of
Music Review videos across the train and devel(opment) sets.

Characteristic | Train Devel Total

Number of videos 177 60 297
Number of Positive Clips 105 36 177
Number of Negative Clips 72 24 120
Mean Clip Length (m:s) 9:21 9:14 | 9:19
Standard Deviation (m:s) 3:44 | 3:09 | 3:34

(MFCC) for audio, local image descriptors for videos or n-
grams for text, by assigning each low-level feature to a ‘word’
from a codebook (dictionary) learnt from some training data.
Counting the frequency of assignments for each word gen-
erates a fixed length histogram (bag) representation of the
underlying feature space.

It is worth noting here that as our corpora have been col-
lected from YouTube they can be regarded as ‘in-the-wild’, so
are affected by less than ideal recording conditions and other
related phenomena. Bag-of-Words representations are well
suited for such data; due in part to the quantisation step, they
are considered more robust than raw features [19]. This prop-
erty is particularly important for the video and audio modal-
ities which are susceptible to the influence of noise. For fur-
ther details on the bag-of-words representations, the inter-
ested reader is referred to [18].

3.1. Text Features

Of the three modalities analysed in this work, linguistic fea-
ture are arguably the most widely used for sentiment analy-
sis [3, 22, 23]. The Movie Review Dataset is suitably tran-
scribed to allow for straightforward extraction of linguistic
features; however, this is not the case for the Music Review
Data. We therefore used the Google2SRT? toolkit to automat-
ically generate transcription of this data. The transcriptions
were then stripped of all dispensable content like punctuation
and non essential special characters.

When creating the bag-of-words models, we used uni-
gram or back-off bigram sequences, herein denoted as bag-
of-ngrams (BoNG). Initial tests indicated that suitable BONG
models could be obtained using a minimum term frequency
of 10 and a maximum term {requency of 10,000 and applying
inverse document frequency (idf) weighting.

3.2. Speech Features

We use the recently proposed Deep Spectrum features as our
low-level audio features. Deep spectrum features have been
used for speech-based emotion recognition [13] and senti-
ment detection [14] and have be shown to produce compa-

http://google2srt.sourceforge.net/en/
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rable performance with more standard speech feature spaces.
Deep spectrum features are extracted by feeding audio spec-
trograms through a pre-trained image classification convolu-
tional neural network (CNN), and using the activations of a
fully connected layer as the feature vector [13, 24].

Specifically, we extract power spectrograms over window
sizes of 5s with a hop size of 4s. The spectrograms them-
selves are created with Hanning windows of width 16 ms
and overlap 8 ms and are plotted and scaled using Python’s
matplotlibpackage. The spectrograms are then fed through
AlexNet [25] obtained from the Caffe [26] model-zoo®. The
activations of the second to last fully connected layer yield
the feature vectors of size 4 096.

When creating the Bag-of-Audio-Words (BoAW) repre-
sentations, we optimise the codebook size (C's) for Cs €
{500, 1000,2000,5000}, and the number of assignments
(Na) for Na € {1,10,20,50}. The input features are nor-
malised to [0, 1] in an online manner (parameters are calcu-
lated for the training data and are applied to the test data).
Further, the codebook is generated by random sampling [18].

3.3. Visual Features

Facial expressions play a critical role in understanding emo-
tions and sentiments [3, 15]. Using the OpenFace toolkit [27],
we extracted the following low-level descriptors: gaze, head
pose pose, facial landmarks locations (2D and 3D), facial ac-
tion points. The default OpenFace settings were used and the
dimensionality of the resulting feature vector is 427.

When creating the Bag-of-Visual-Words (BoVW) rep-
resentations, we optimised C's € {2000,4000,8000} and
Na € {10,20,25}. As for the BOAW representation, the
input features are normalised to [0, 1] in an online manner
and the codebook is generated by random sampling of the
training data set.

4. EXPERIMENTAL SETTINGS

All results are reported in terms of unweighted average recall
(UAR) on the development and test set of the Movie Review
Dataset. All system parameters are optimised for the devel-
opment set with the classifiers trained using the training parti-
tion(s) only. The classifiers used to generate the test set results
are trained using the combined training and development par-
tition(s). We test all modalities individually and in early and
late fusion combinations.

Three different experimental set-ups are used to determine
the effect of combining data of both Movie and Music Review
Datasets when training the different classifiers:

I MOVIE REVIEW ONLY, uses only the Movie Review
Dataset in all aspects of the experimental paradigm.

3https://github.com/BVLC/caffe/wiki/Model-Zoo

Movie Low-Level
Review Feature
Data Extraction
. Bagging &
Dictionary N Hisgti rgam Bagged Feature
Formation g . Representation
Construction
CRrOSS DOMAIN #2 ———)?
Music Low-Level
Review Feature
Data Extraction

Fig. 1. Two separate method are used to form the cross-corpus
bag-of-words features: (i) CROSS DOMAIN #1 in which low-
level features from both datasets are bagged with respect to a
dictionary created from the Movie Review dataset only; and,
(ii) CROSS DOMAIN #2 in which the low-level features from
both datasets are bagged with respect to a dictionary created
from features from both data sets.

II CrROSS DOMAIN #1, both datasets are quantised by
codebooks formed from low-level feature vectors taken
from the Movie Review Dataset and the resulting
bagged features (from both datasets) are used to train
the subsequent classifiers (cf. Figure 1).

III CrOSS DOMAIN #2: both datasets are quantised by
joint codebooks formed from low-level feature vectors
taken from both datasets, as in CROSS DOMAIN #1 the
resulting bagged features (from both datasets) are used
to train the subsequent classifiers (cf. Figure 1).

Classification is performed using a linear SVM with in-
put normalisation applied. The slight imbalance between the
two classes (positive and negative sentiment) is counteracted
by adjusting the weights for the two classes accordingly, i.e.,
1.4 for negative and 1.0 for positive instances. Training and
evaluating is achieved using WEKA [28]. The WEKA wrap-
per of LibLINEAR with the L2-regularized L2-loss solver is
used as the SVM implementation [29].

5. RESULTS AND DISCUSSION

A comprehensive set of tests was done to optimise the bag-of-
word set-ups for each modality. For the BoNG, the best de-
velopment set, 80.7 %, and test set, 79.8 %, were found using
a unigrams in the MOVIE REVIEW ONLY set-up (cf. Table 3).
In the two cross domain set-ups we observed that back-off bi-
grams gave the strongest results. However, the addition of the
cross domain data did not improve the system performance
above the strongest MOVIE REVIEW ONLY scores.

It is worth noting that the performance of bigrams in the
MOVIE REVIEW ONLY set-up was 72.4 % for the develop-
ment set and 73.6 % for the test set. Therefore, it can be ar-
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Table 3. Comparison of strongest systems with and without addition of cross domain training data when performing polarity
detection sentiment classification. Feature representations are bag-of-ngrams (BoNG), bag-of-audio-words (BoAW) formed
from Deep Spectrum features, and bag-of-visual-words (BoVW) formed from facial expression features. The features are also
combined by early and late fusion. The performance metric is the unweighted average recall (UAR) and chance level is 50 %.

MOVIE REVIEW ONLY

CROSS DOMAIN #1 | CROSS DOMAIN #2

UAR C dev test C dev test C dev  test
BoNG [ 102 80.7 79.8 1072 760 767 | 1072 789 791
Individual BoAW || 10~* 69.5 745 10-7 710 733 | 10°% 703 75.0
BoVW || 1073 634 66.7 1074 686 665 | 1.0 658 67.6
carly 1075 662 66.5 107 676 662 | 1006 71.5 70.5
BoAW + BoVW late - 622 65.0 - 657 645 | — 629 66.0
early 1.0 741 750 1072 81.0 73.1 [ 10=3 73.6 755
BoAW + BoVW + BoNG - 700 79.3 - 700 750 | - 757 755

gued that the training set augmentation with out of domain
data can improve text-based sentiment analysis in some cir-
cumstances; similar results are reported in [12].

For the BoAWs, we gained a development set UAR of
69.5% (C's 500, Na 1) in the MOVIE REVIEW ONLY set-up
(cf. Table 3). For both the CROSS DOMAIN #1 and CROSS
DOMAIN #2 set-ups, we achieved small gains in develop-
ment set accuracy; 71.0 % (C's 500, Na 10) and 70.3 % (C's
4000, Na 10) respectively. All set-ups achieved a very simi-
lar test set score with the CROSS DOMAIN #2 set-up gaining
the highest UAR of 75.0 %. This result indicates that for the
BoAW feature small gains can be found with the addition of
the extra training data.

The BoVWs representations performed the weakest of the
representations tested (cf. Table 3), gaining a UAR for the
Movie Review Only set-up of 63.4 % (C's 8000, Na 25). How-
ever, gains in system performance were seen in both cross do-
main set-ups where development UARs of 68.6 % (C's 8000,
Na 25) and 65.8 % (C's 8000, Na 25) were achieved for the
CROSS DOMAIN #1 and CROSS DOMAIN #2 set-ups respec-
tively. As in the BoAWs, the highest test set UAR, 67.6 %,
was achieved with the CROSS DOMAIN #2 set-up, highlight-
ing the benefits of adding the extra training samples.

When performing both early and late fusion of the
strongest performing BoAW and BoVW systems, there is
a slight drop in accuracy when compared to the BoAW only
results (cf. Table 3). Interestingly, the strongest results for
these tests were again observed in the CROSS DOMAIN #2
set-up. The addition of the BONG improved the performance;
however, we were unable to find a fusion set-up that outper-
formed the individual BoNG results.

We speculate the strong performance of the BoNG fea-
tures is due to our use of manually transcribed data in the
movie review data, which would be less affected by noise
than the other feature spaces. Potentially, these results could
be weaker if using automatically transcribed speech which is
inherently more susceptible to the effects of noise.

When comparing test set results for the two cross-domain
scenarios, a general trend of stronger results can be observed
in the CROSS DOMAIN #2 set-up (cf. Table 3). The inclusion
of the additional data when forming the dictionary (cf. Sec-
tion 4), creates bag-of-word feature representations that takes
into account aspects of this dataset when quantising the fea-
ture spaces. We speculate that this inclusion increases system
robustness, although further tests with different datasets from
a variety of domains would be needed to verify this.

6. CONCLUSION

This work explored the effects of including cross-domain
training data when performing polarity detection sentiment
analysis. Our analysis indicates that when forming a bag-of-
words feature representation, using a paradigm that takes into
account information from both the test and additional datasets
can results in gains in system performance. To the best of the
authors knowledge this is the first time such a result has been
reported for multimodal sentiment analysis.

Future work will focus on verifying the presented find-
ing. We plan to collect further multimodal data sets available
on social media from a wide range of spoken reviews and
vlogs with an emphasis of collecting data from different cul-
tures. We also plan to utilise multimodal deep unsupervised
representation learning methods [30] for sentiment analysis.
Finally, we want to explore the effects of including cross do-
main data when performing analysis of sentiments collected
in human-human interactions.
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