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Abstract—A considerable portion of government health-care
spending is allocated to the continuous monitoring of patients suf-
fering from cardiovascular diseases, particularly myocardial in-
farction (MI). Wearable devices present a cost-effective means of
monitoring patients’ vital signs in ambulatory settings. A major
challenge is to design such ultra-low energy devices for long-term
patient monitoring. In this paper, we present a real-time event-
driven classification technique based on the random forest classi-
fication scheme, which uses a confidence-related decision-making
process. The main goal of this technique is to maintain a high clas-
sification accuracy while reducing the complexity of the classifica-
tion algorithm. We validate our approach on a well-established and
complete MI database (Physiobank, PTB Diagnostic ECG database
[1]). Our experimental evaluation demonstrates that our real-time
classification scheme outperforms the existing approaches in terms
of energy consumption and battery lifetime by a factor of 2.60, with
no classification quality loss.

Index Terms—Myocardial infraction, wearables, random forest,
event-driven.

I. INTRODUCTION

MYOCARDIAL infarction (MI), also known as a heart
attack, remains one of the leading life-threatening con-

ditions nowadays. MI is a very serious cardiac disease affecting
people all around the world. Based on the latest statistics, in the
USA alone, every 40 seconds someone gets a heart attack [2].
The economic burden of US hospitalizations due to MI in 2010
was already estimated at over 45 billion US dollars [3].

MI occurs due to fatty deposits called plaques that gradually
form on the inner walls of coronary arteries. Due to smoking,
hypertension, diabetes as well as family medical history, these
plaques can build up significantly throughout the years. Then,
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Fig. 1. An ECG beat from a healthy subject versus an ECG beat from a person
with MI. MI beats have an ST elevation, i.e., the ST segment is abnormally high
above the baseline.

a sudden rupture of these plaques at an unexpected moment
triggers a blood clot to form. The blood clot can completely
block an artery impeding the normal circulation of the blood.
The muscle cells of the part of the heart that was getting supplied
by the blocked artery become starved for oxygen and nutrients.
Due to this lack of oxygen and nutrients, these cells begin dying.

The histological death of these starved cells begins in as lit-
tle as 20 minutes after the artery occlusion [4], [5]. As soon
as one of the coronary arteries becomes blocked, the person
must receive treatment in less than 90 minutes. The earliest
possible heart attack detection minimizes the number of dead
cells. The mortality rate drastically increases by 41–62% if the
delay between the hospital arrival and the performance of the
treatment is longer than 2 hours [6]. The prolongation of this
detection period results in irreversible consequences of the af-
fected myocardial cells (heart attack). These consequences can
be observed based on the altered electrocardiogram (ECG) beat
morphology, as shown in Fig. 1. This altered ECG beat mor-
phology is often reflected onto the ST segment abnormality
(elevation or depression) and is the same across all ECG beats.
Additionally, patients who have suffered a heart attack remain
at an increased risk of recurrent heart attacks. The annual death
rate of survivors is six times higher than in people who have not
had a heart attack [7].
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In order to prevent a heart attack, adequate care should be
provided to these patients. Thus, real-time patient monitoring
is performed in hospitals through common tests for heart at-
tack diagnosis. These tests include ECG and echocardiogram.
However, all these tests are usually performed by bulky med-
ical equipment. The lack of portability of this equipment, as
well as its high energy consumption, make it unsuitable and
uncomfortable for ambulatory monitoring.

Wearable devices can overcome the limitation of medical
equipment for real-time patient monitoring. These low-cost de-
vices are portable and can be used autonomously by patients [8].
In particular, the portability of these devices allows real-time re-
mote patient monitoring on a daily basis. These devices allow
physicians to access patient data remotely. Hence, they prevent
further patient state deterioration by detecting early cardiac ir-
regularities. This is done by sending patient data acquired from
wearable devices using Bluetooth to a mobile phone, which is
later on sent to physicians through the cloud. However, sending
data using Bluetooth consumes a lot of energy, which drains the
battery of wearable devices [9], [10]. Furthermore, not only is
sending data to the cloud power-hungry [11], but its latency and
reliable communication are also affected by the connection qual-
ity [12]. Nonetheless, many commercial wearable devices have
stringent latency requirements. Thus, as constant good-quality
network connections are only available at limited locations and
at a high cost, and that even with good network connectivity
the required latency often cannot be acquired [13], streaming
data to the cloud is not suitable for real-time patient monitoring.
Therefore, in order to overcome the aforementioned problems,
the latest trend is to use smart wearable devices, or so called
edge computing techniques [14], in which the entire processing
is performed on the on-board microcontroller of the wearable
device.

Nowadays, the algorithms running on smart wearables are
mostly based on simple machine learning techniques [15], [16].
However, the major challenge of highly-accurate machine learn-
ing algorithms is their high computational complexity. Hence,
these algorithms cannot be implemented on wearable devices
for real-time monitoring. Therefore, these algorithms need to be
highly optimized, which promotes the need for a paradigm shift
in the classifier design. In this context, the event-driven comput-
ing approach offers a promising solution to reduce the compu-
tational complexity of embedded machine learning algorithms.
Moreover, it can substantially lower the energy consumption of
smart wearable devices.

In this paper, we extend our previous work [17] to the general
case of nonlinearly-separable classes based on random forest
classifications [18]. We refer to classes that cannot be sepa-
rated by a linear line (hyperplane in N-dimensional space) as
nonlinearly-separable classes. Moreover, we also generalize our
previous work to several classification levels, which is important
for the overall energy efficiency of wearable systems. Finally,
we implement our hierarchical classification technique on an ex-
isting wearable device, namely SmartCardia INYU device [19],
and evaluate its performance in terms of energy consumption
and battery lifetime. The main contributions of this paper are:

1) Real-time early detection and prevention of myocardial
infarction using an event-driven classification technique
that uses a hierarchical classifier with multiple levels.

2) Analysis of computational complexity and energy effi-
ciency of the proposed hierarchical classifier, as well as the
design flow that allows users to synthesize high-accuracy
event-driven hierarchical classifiers that meet users’ bat-
tery lifetime requirements.

3) Validation on the MI database (Physiobank - PTB Diag-
nostic ECG database [1]).

4) Porting of our classification technique on a real-life wear-
able device, including a detailed evaluation of energy con-
sumption and battery lifetime.

The remainder of this paper is organized as follows. In
Section II, we review the previous work on different classifi-
cation techniques proposed in the literature. We motivate the
research in this paper by using an example described in Sec-
tion III. Then, in Section IV, we propose a real-time event-
driven classifier to reduce the energy consumption of wearable
devices, while maintaining a high classification accuracy. The
analysis of the computational complexity, battery lifetime, and
energy efficiency of our approach is presented in Section V.
The experimental setup used for validating our approach is pre-
sented in Section VI, whereas the experimental results are given
in Section VII. Finally, the main conclusions of the paper are
summarized in Section VIII.

II. PREVIOUS WORK ON CLASSIFICATION TECHNIQUES

With the revolution of wearable technology, many researchers
have significantly invested in developing and refining these
novel technologies. For instance, in [20] the authors propose a
wearable, accurate, and energy-efficient system for obstructive
sleep apnea monitoring using a single-channel ECG. A wearable
system based on four electroencephalogram (EEG) electrodes
for real-time detection of epileptic seizures has been proposed
in [21]. Nonetheless, none of these devices target the detection
of MI.

Several studies have been conducted concerning the detection
of different cardiovascular diseases using various classification
techniques. For instance, in [22], the authors use deep neural
networks for classification of heart murmurs using a neuromor-
phic auditory sensor. In [23], it is proposed a patient-specific
ECG heartbeat classifier with an adaptive implementation of
1-D CNNs. Then, in [24], the authors report a high accuracy
in classifying normal and MI ECG beats from 47 features us-
ing the k-nearest neighbors classifier. However, none of these
studies are performed on existing wearable devices, taking into
consideration the stringent energy and memory constraints of
these devices.

The need to reduce the energy consumption of wearable de-
vices has given rise to a plethora of studies. In [25], a real-
time classification scheme for automatic detection of abnormal
heartbeats targeting embedded and resource-constrained wear-
ables has been proposed. This scheme also incorporates an ad-
vanced digital signal processing block that is activated just when
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abnormal beats are detected, which considerably decreases the
computational requirements and the energy consumption. First,
from a medical reliability point of view, the authors do not
investigate the confidence level of the obtained results, which
is a key parameter in medical applications. Secondly, from an
energy-efficiency point of view, their work focuses on a con-
text where pathological heartbeats occur less frequently than
normal ones. Therefore, in the case of many pathological heart-
beats happening one after another, the advanced digital signal
processing block will be successively invoked, which will in-
crease the computational complexity and energy consumption.

In [17], we proposed a real-time event-driven classification
technique for early detection and prevention of myocardial in-
farction through means of ultra-low energy wearable systems.
This technique uses a hierarchical classifier that incorporates
two linear support vector machine (SVM) classifiers [26]. The
first-level classifier considers only a few features and is compu-
tationally efficient, but it cannot reach a very high classification
accuracy. Based on anomaly detection [27], our work first as-
sesses the decision confidence of the first-level classifier. Then,
if the first-level classifier cannot make a confident decision,
the second-level classifier is invoked. In this case, we keep the
features from the first-level classifier and calculate the rest of
the features used in the second-level one. The final classifica-
tion decision is that of the second-level one. This classifier uses
much greater number of features and is very accurate, but com-
putationally complex. Therefore, by combining the benefits of
the two classifiers, i.e., the computational complexity from the
first-level classifier and the high classification accuracy from the
second-level one, it is possible to reduce the computational com-
plexity of the classification algorithm, while still maintaining a
high classification accuracy. The reduction in computational
complexity, in turn, results in a longer battery lifetime, which
is an important factor for wearable devices. However, our pro-
posed approach in [17] is restricted to linearly-separable classes.
Furthermore, it is also restricted to only two levels, which lim-
its the classification performance and energy efficiency of our
system.

In this work, we overcome the limitations of our previous
work by extending our event-driven hierarchical technique to
the case of nonlinearly-separable classes. We also enable a gen-
eralization with multiple levels through a confidence-related
decision-making process, and we present a design flow of our
event-driven classification technique that satisfies the battery
lifetime requirements.

III. MOTIVATIONAL EXAMPLE

In this section, we illustrate the main idea of our approach
using a small example. Without loss of generality, and for the
simplicity of the presentation, we herein consider two sets of
features for the binary classification problem, which is shown
in Fig. 2. We suppose that the computational complexity of
the feature set that is along the vertical axis (feature set 2) is
higher than the computational complexity of the one along the
horizontal axis (feature set 1). For instance, feature set 1 can
contain time-domain features of the dataset, whereas feature set

Fig. 2. Motivational example.

2 can contain frequency-domain features. Time-domain features
have a complexity order ofO(n), where n is the signal’s length,
whereas the frequency-domain features have a complexity order
ofO(n log2 n), as the calculation of frequency-domain features
requires additional signal transformations, such as, the Fourier
transform.

In this example, we consider 25 circle-shaped samples of
class 1 and another 25 square-shaped samples of class 2. For
instance, in the case of MI, circle-shaped samples belong to
people suffering from MI, whereas square-shaped ones belong to
healthy subjects. Let us suppose that n = 210 . Depending on the
confidence level, we can build three different linear classifiers.

The first classifier is shown by the dashed line in Fig. 2. This
classifier uses only feature set 1 to separate two classes. As it
can be observed in Fig. 2, if we use this classifier some samples
within the shaded gray area will be misclassified. The accuracy
and the expected computational complexity of this classifier are:
Accuracydashed = 88%, Complexitydashed = n = 210 . Hence,
the expected computational complexity of this classifier is low,
whereas its classification accuracy is lower than that of the
optimal solution.

Another alternative is to use both feature sets. This is done
using the second classifier shown by the solid line in Fig. 2.
The accuracy and the expected computational complexity of
this classifier are Accuracysolid = 100%, Complexitysolid =
n log2 n = 10240, respectively. This classifier outperforms the
first classifier in terms of classification accuracy, but it is ten
times more computationally complex.

Finally, the hierarchical classifier combines the benefits of
the two previous classifiers. Based on the desired confidence
level, we either use the classifier that uses feature set 1 (i.e.,
the dashed line, the first classifier) or the one that uses both
sets of features (i.e., the solid line, the second one). The main
goal of this scheme is to reduce the classifier complexity in
terms of the number of features that will be used for the final
classification, while maintaining a high classification accuracy.
As shown in Fig. 2, the first classifier cannot make confident
decisions for samples that happen to be in the shaded gray
area. For these samples, the second classifier, i.e., the classifier
that uses all available features should be used to target medical
applications that truly require a high confidence level. Hence,
once the region in which the first classifier does not provide
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high confidence results is identified, the next step is to check for
each testing example if it falls into this shaded area and, if so, to
use the second classifier. Otherwise, we use the first classifier,
i.e., the classifier with the reduced number of features. For this
particular example, let us suppose that we have found the region
in which the first classifier does not provide high confidence
results, shown in Fig. 2. If we use the hierarchical classifier, the
classification accuracy is Accuracyhierarchical = 100%, whereas
its expected classification complexity is calculated as:

E(C) =
30
50
· n +

20
50
· n · log2 n.

For n = 210 , the expected classification complexity is
Ehierarchical(C) = 4710.4, whereas with the classical approach
that uses all available features (shown by the solid line in Fig. 2)
we obtain Esolid(C) = 50

50 · n · log2 n = 10240. Hence, for this
motivational example and n = 210 , our approach reduces the
classification complexity by a factor of 2.

In summary, for our motivational example shown in Fig. 2,
we have presented three different classifiers. The first classifier
(the dashed line) has a low computational complexity, but its
classification accuracy is much lower than the performance of
the second one (the solid line). On the other hand, the second
classifier has a high classification accuracy, but it is signifi-
cantly more complex than the first one. Thus, our hierarchical
classifier combines the two previous classifiers, such that we
get a classifier that has a high classification accuracy and a low
computational complexity.

IV. REAL-TIME EVENT-DRIVEN CLASSIFICATION TECHNIQUE

In this section, we propose a real-time event-driven classifi-
cation technique for early detection and prevention of MI based
on random forest [18]. Our real-time event-driven technique in-
corporates m + 1 different classification levels. The number of
features at level i is equal to i ·K, where the parameter K is used
by the designer to make a trade-off between the performance
of our system, in terms of classification accuracy and energy
efficiency, and the complexity of design space exploration.

In an event-driven computing paradigm, the execution of a
particular action depends on the occurrence of predefined trig-
ger events [28]. Therefore, the event-driven schemes perform
the most computationally expensive processing only in case
a particular trigger event occurs, which reduces the computa-
tional complexity and, therefore, enhances the battery lifetime of
wearable devices. In our case, based on the required confidence
level, we choose the classification level that is used for classi-
fying a sample data. The overall flow of our approach is shown
in Fig. 3. Our proposed classification technique consists of two
main phases: the offline phase that is explained in Section IV-A,
and the online phase explained in Section IV-B.

A. Offline Phase of Our Real-time Event-driven Classification
Technique

In an event-driven classification scheme very often we do not
need to compute all available features to make confident deci-
sions, as often they can be made based on only a few features.

Fig. 3. Diagram of our event-driven classification technique that consists of
m + 1 classification levels. Each classification level i contains i ·K features,
where i = 1, . . . , m, whereas the last classification level contains all available
features. Parameter K is used by the designer to make a trade-off between the
classification accuracy performance of our system, its energy efficiency, and the
complexity of design space exploration.

Reducing the number of features that we need to compute for
making confident decisions, in turn, reduces the energy con-
sumption of our system. Therefore, the basic idea is to use
a hierarchical classifier, where all features are computed only
when needed.

Consequently, in our technique the classifiers at lower levels
consider a limited number of features and, therefore, are com-
putationally efficient, but do not provide as high classification
accuracy as those at higher levels. On the other hand, classi-
fiers at higher levels can provide a high classification accuracy,
but are computationally complex. In our real-time event-driven
classification technique, classifiers at higher levels are invoked
only if classifiers at lower levels are unable to classify a sample
data with the required level of confidence.

The inputs of our proposed hierarchical classification tech-
niques are:
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Algorithm 1: Exploration of classification levels.
1: function Trainingthl ,K, Tmin ,X,y
2: m = 1;
3: Calculate Tlif etime(m) based on Eq. (8)
4: while (Tlif etime(m) < Tmin ) do
5: m = m + 1
6: Calculate Tlif etime(m) based on Eq. (8)
7: end while
8: Sort features
9: Shuffle the data

10: S1 ← 0.8 · length(data)
11: S2 ← 0.2 · length(data)
12: meanv , sigv , S1 ← normalization(S1)
13: for j = 1 to m do
14: Mj ← Train(S1 ,K, numberlevels = j)
15: end for
16: Mf ull ← Train(all features)
17: S2 ← normalization(S2) based on meanv , sigv

18: Test(S2 , thl ,K,M1 , · · · ,Mm ,Mf ull)
19: Calculate Gmean based on Eq.(10) on S2
20: end function

1) input feature matrix, denoted by X, where the overall
number of available features is denoted by n,

2) class labels for each training example, denoted by y.
The input feature matrix contains features for both classes.

Each column of the input matrix corresponds to a feature,
whereas each row corresponds to an observation. The main goal
is to design a high-accuracy hierarchical classifier satisfying the
lifetime requirements, in case such classifier can be designed.

We first extract the features from the input signals. Then,
we sort the features based on their relevance by using the in-
finite latent feature selection algorithm to find the most infor-
mative ones. Here, we consider an algorithm that uses a robust
probabilistic latent graph-based feature selection algorithm that
performs feature ranking by considering all possible subsets of
features as paths on a graph [29]. The relevancy of each fea-
ture is modelled using the probabilistic latent semantic analysis
(PLSA) technique [30]. However, our approach is not restricted
to this feature selection method.

The number of classification levels is found based on
Algorithm 1. Note that Tlif etime refers to the lifetime of our
system, whereas Tmin refers to the minimum expected lifetime
of the wearable device. The condition that uses Tlif etime in
Algorithm 1 is thoroughly explained in Section V. Each classi-
fication level i contains features from the previous classification
level, along with additional features that belong to level i. The
last classification level contains all available features. In order to
make sure that all features are on a similar scale, before training
any of the classifiers, we normalize each feature by subtracting
its mean value and dividing it by its standard deviation. We
store the mean value (meanv ) and the standard deviation of
each feature (sigv ).

Next, we apply the random forest algorithm [31] based on the
confidence-related decision making process for training each

classification level. Random forest is an ensemble of decision
trees that are combined to classify a sample data by aggregating
decisions of all individual trees. This aggregation of decisions
of all trees in the forest reduces the variance of the prediction,
resulting in a low-variance model and a robust outcome. Each
individual decision tree in the forest is constructed using a dif-
ferent bootstrap sample of data. For each bootstrap sample, we
grow a tree based on the randomly selected subsets of features at
each node [31]. Finally, the tree is grown until no further splits
are possible. The usual random forest classifies a new sample
data based on the majority votes among the other trees in the
forest.

In this work, we adopt the following approach for aggregat-
ing decisions from individual trees. We define the parameter th
which represents a percentage of mutually agreed trees. This
parameter is used for inspecting the confidence level of the ob-
tained results. Comparing the value of this parameter to the value
of the decision-making threshold set in the design process thl ,
we decide which classifier is invoked. Random forest classifiers
at each classification level use 100 weak learners.

The input feature matrix X and the class labels for every
training example y are used in the offline phase, as shown
in Fig. 3. The outputs of this phase are the number of clas-
sification levels m, as well as the m + 1 classifiers, namely
M1 , . . . ,Mm ,Mf ull . The last-level classifier Mf ull uses all of
the available features.

B. Online Phase of Our Real-time Event-driven Classification
Technique

The overall flow of the online phase of our proposed hi-
erarchical classification technique is shown in Fig. 4. Before
applying any of the classifiers, we first normalize a new testing
example. When classifying it, we first calculate features from
the first-level classifier. We inspect a decision of each tree and
calculate the parameter th in the following way. Assuming that
the number of trees in the forest is NT , we define functions
F (ti) and G(ti) for each decision tree ti within the forest, as
follows:

F (ti) =
{

1, if decision(ti) = +1
0, otherwise

G(ti) =
{

1, if decision(ti) = −1
0, otherwise.

Labels ti = +1 and ti = −1 are assigned to different classes.
Feature vectors that correspond to non-MI ECG beats are la-
belled as −1, whereas those extracted from MI ECG beats are
labelled as 1. The value of th is calculated as follows:

th =
max(

∑NT

i=1 F (ti),
∑NT

i=1 G(ti))
NT

.

If the first-level classifier cannot make a confident decision,
i.e., if the value of the parameter th is below the decision-making
threshold thl , we keep the first k1 features in the feature set, and
we calculate the rest of k2 − k1 features of the second-level clas-
sifier. This process is repeated until one of the classifiers matches
the criteria for making a confident decision. As previously
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Fig. 4. Flowchart of the online phase of our event-driven classification
technique.

mentioned, the last classification level contains all available
features. Therefore, in case none of previous m classifiers can
make a confident decision, the full classifier is invoked.

V. ANALYSIS OF OUR REAL-TIME EVENT-DRIVEN TECHNIQUE

In this section, we analyze the complexity, lifetime and en-
ergy efficiency of our proposed approach. In Section V-A, we
estimate the expected complexity of our real-time event-driven
technique. The energy consumption of our approach is estimated
in Section V-B.

A. Complexity of Proposed Real-time Event-driven
Classification Technique

For the sake of simplicity, in this discussion we focus on
a two-level classifier in which the first-level considers k1 < n
features, while the second-level considers all of n available
features, including k1 features from the first-level classifier. We
first invoke the first-level classifier to classify a new data sample
by calculating its k1 features. In case the first-level classifier
is unable to classify a sample data with the required level of
confidence, the second-level classifier is invoked. In this case,
we keep k1 calculated features and we calculate the other n− k1
features. Therefore, the expected computational complexity (the
mathematical expectation denoted by E(·)) of this two-level
classifier E(C2) is computed as follows:

E(C2) =
k1∑

i=1

ci + (1− p1) ·
n∑

i=k1 +1

ci, (1)

where p1 is defined as the probability that the first-level classifier
is sufficient for making confident decisions, whereas ci repre-
sents the computational complexity of feature i. By reorganizing
addends in Eq. (1), we derive the following equation:

E(C2) = p1 ·
k1∑

i=1

ci + (1− p1) ·
n∑

i=1

ci, (2)

where
∑k1

i=1 ci represents the complexity of the first-level clas-
sifier and

∑n
i=1 ci that of the second-level (which uses all avail-

able features). The first-level classifier is invoked with a proba-
bility of p1 . If the first-level classifier fails to classify a new data
sample with the required level of confidence, the second-level
classifier is invoked with a probability of 1− p1 . Therefore, in
Eq. (2), the complexity of the first-level classifier is multiplied
by p1 , whereas the complexity of the second-level one is multi-
plied by 1− p1 . For k1 < n, the following inequality holds:

p1 ·
k1∑

i=1

ci + (1− p1) ·
n∑

i=1

ci <

n∑
i=1

ci, (3)

which indicates that the overall computational complexity of the
two-level classifier is always smaller than that of the second-
level classifier (the classifier that uses all available features).

Let us now consider the case of a three-level classifier in which
the first-level is comprised of k1 features, the second-level in-
cludes k2 > k1 features (including k1 features of the first-level
classifier), and the third-level has all of n available features (in-
cluding all of the features of the previous classifiers). First, we
invoke the first-level classifier for classifying a new data sam-
ple. If the first-level classifier cannot classify a new data sample
with the required level of confidence, we invoke the second-
level classifier by calculating its remaining k2 − k1 features.
In case neither the first-level nor the second-level classifier can
classify a new data sample with the required confidence level,
the third-level classifier is invoked. In this case, we keep k2 fea-
tures of the previous two classification levels and calculate the
other n− k2 features of the third-level classifier. Therefore, the
expected computational complexity of the three-level classifier
is computed as follows:

E(C3) = p1 ·
k1∑

i=1

ci + (1− p1) ·
(
p2 ·

k2∑
i=1

ci + (1− p2) ·
n∑

i=1

ci

)
.

For k2 < n, the following inequality holds:

E(C3) < E(C2), (4)

showing that the computational complexity of the third-level
classifier is smaller than that of the second-level one. Taking
into consideration both Eq. (3) and (4), for k1 < k2 < n we
have the following inequality:

E(C3) < E(C2) <

n∑
i=1

ci, (5)

which shows that the computational complexity decreases as the
number of classification levels increases.

In the general case, considering that m represents the number
of classification levels, ki the number of features at level i, where
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i = 1, . . . , m, ki = i ·K, cr the computational complexity of
feature r, n the number of all available features, and pi the
probability that the classifier at level ki is sufficient for making
confident decisions, the expected computational complexity of
our hierarchical classifier can be estimated as follows:

E(C) =

⎛
⎝ m∑

i=1

i−1∏
j=1

(1− pj ) · pi ·
ki∑

r=1

cr

⎞
⎠+

m∏
j=1

(1− pj) ·
n∑

r=1

cr ,

(6)
where k1 < k2 < . . . < km < n, and we have:

m∑
i=1

i−1∏
j=1

(1− pj ) · pi +
m∏

j=1

(1− pj ) = 1,

as the sums of computational complexities in Eq. (6) are multi-
plied by the product of probabilities, which must add up to 1.

B. Energy Consumption of Our Real-time Event-driven
Technique

Following the same analogy as in Section V-A, we estimate
the energy consumed by our hierarchical classifier as follows:

E(EC ) =

⎛
⎝ m∑

i=1

i−1∏
j=1

(1− pj ) · pi ·
ki∑

r=1

Er

⎞
⎠

+
m∏

j=1

(1− pj ) ·
n∑

r=1

Er ,

where Er represents the energy spent on the calculation of
feature r, and we have:

m∑
i=1

i−1∏
j=1

(1− pj ) · pi +
m∏

j=1

(1− pj ) = 1.

In order to meet the battery lifetime requirements, let us as-
sume that the minimum required lifetime of the wearable device
is Tmin hours. Considering the fact that we want the battery of
the wearable device to last for at least Tmin hours, we have the
following set of inequalities:

Tlif etime ≥ Tmin , (7)[
ES · (1− dC ) + (EC + EP ) · dC

]
· Tlif etime = EB , (8)

where Tlif etime , ES , dC , EC , EP , EB represent the lifetime
of the wearable system, the energy of the system consumed
in the idle state, the CPU duty cycle, the energy spent by our
hierarchical classifier (Eq. (6)), the energy spent on the prepro-
cessing, and the battery storage according to its specifications,
respectively. The energy spent on the calculation of each feature
along with the energy spent in the preprocessing stage can be
estimated on the wearable device. By combining inequality (7)
and Eq. (8) we obtain the following inequality:

EC ≤

(
EB

Tm i n
− ES · (1− dC )

)

dC
− EP . (9)

VI. EXPERIMENTAL SETUP

In this section, we validate our proposed technique in terms
of classification quality on a set of real-life ECG signals
from a control group and from patients suffering from MI. In
Section VI-A, we introduce the classification metrics that we use
to evaluate our approach in terms of classification performance.
Section VI-B describes the real-life MI database used for the
evaluation of our hierarchical technique along with the main
preprocessing steps. The target platform used for deploying our
real-time event-driven classification technique is described in
Subsection VI-C.

A. Classification Performance Metrics

The simplest diagnostic test used in the medical community
combines different metrics to classify patients into two different
groups. The majority of medical studies often report two dif-
ferent metrics used to correctly assess the ability of diagnostic
tests: sensitivity and specificity [32]. The classification is based
on the presence or the absence of a particular symptom of inter-
est [33]. In order to capture the information obtained from both,
sensitivity and specificity, we use their geometric mean (gmean,
[34]) to inspect the classification performance of our real-time
event-driven classifier. These metrics are defined as follows:

sensitivity =
tp

tp + fn
,

specificity =
tn

tn + fp
,

Gmean =
√

sensitivity · specificity, (10)

where tp, tn, fp, fn represent the number of true positive, true
negative, false positive, and false negative, respectively. The
final classification performance is evaluated based on the test
set. Each test sample is classified using the first classifier that
can make a confident decision.

B. The PTB Diagnostic ECG Database

We evaluate our technique on the ECG signals from the Phy-
sionet (PTB Diagnostic ECG database) open access database
[1]. Signals from two groups of subjects are used for ECG beat
classification: the control group and the group of patients. The
control group contains ECG signals from 52 healthy subjects,
whereas the group of patients consists of 52 patients who have al-
ready had an MI. All ECG signals are sampled at fs = 1000 Hz.

In order to perform ECG beat classification, we need to sub-
tract ECG beats for each person in the database. Therefore,
we first filter ECG signals to remove the baseline wander and
high frequency noise. The baseline wander is removed through
morphological filtering [35]. Furthermore, we apply a zero-
phase FIR band-pass filter of order 32 with cut-off frequencies
f1 = 0.05 Hz and f2 = 40 Hz for high-frequency noise removal.
Pan-Tompkin’s algorithm is used for ECG R-peaks detection
[36]. Similar to the previous study in [24], the segmentation of
individual beats is performed by taking fs/4 samples to the left
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Fig. 5. Front: 1: STM32L151RDT6 (ARM Cortex-M3 MCU, 384 KB Flash,
48 KB RAM), 2: MPU-6000 (6-axis I2 C motion sensor), 3: nRF8001 (Blue-
tooth low energy v4.0 radio). Back: 4: ADS1191 (Analog front-end for ECG
applications).

and fs/2.5 samples to the right of ECG R-peaks. We consider
ECG signals coming from Lead 11. Moreover, we decompose
each individual ECG beat using a discrete wavelet transform
(DWT) down to level four with Daubechies 6 (db6) as a basis
function, which results in four detail and four approximation
DWT coefficients. The main features used in our classification
technique are extracted from these eight coefficients. Namely,
the normalized signal energy, the Higuchi’s fractal dimension
[37], along with the following entropies: approximate, fuzzy,
permutation, wavelet, Shannon, Renyi, and Tsallis [38]. These
features all together represent the input feature matrix X. The
features are sorted based on their relevance using the infinite la-
tent feature selection algorithm [29]. However, our technique is
general, thus it is not limited to this particular feature selection
algorithm.

C. Target Platform

We consider the SmartCardia INYU wearable sensor [19] as
our target device in this work. In this device, a single-lead ECG
signal is obtained through an ECG sensor with a 24-bit ADC [39]
operating at a frequency that ranges from 125 Hz up to 16 KHz,
with up to 16-bit resolution. This ADC is designed specifically
for ultra-low power ECG applications. Then, this device fea-
tures an ultra-low power 32-bit microcontroller STM32L151
[40] with an ARM Cortex–M3 on which the entire processing is
performed with the possibility of operation at a maximum fre-
quency of 32 MHz. The SmartCardia device also has a 48 KB
RAM, 384 KB Flash, and a standard 710 mAh battery. The pro-
totype of the SmartCardia INYU device is shown in Fig. 5. More
detailed information about this device can be found in [41].

VII. EXPERIMENTAL RESULTS

A. Classification Quality Evaluation

We split the entire ECG database into training and test sets.
The data of one patient is either put in the training set or in
the test set. Therefore, all features extracted from ECG beats
of one subject are assigned to one of these sets. The training

Fig. 6. Geometrical mean of our real-time event-driven classification tech-
nique versus the number of classification levels for different values of decision-
making thresholds th l

.

set contains 80% of randomly selected subjects, whereas the
remaining 20% percent of subjects is used in the test set. Con-
sidering the fact that we have 104 subjects in our database, we
use 83 subjects in the training set, and 21 subjects in the test set.
In order to get robust results, this random split is performed ten
times, and the geometrical mean of these ten repetitions is re-
ported as the only correct average of normalized measurements
[34]. For classification quality evaluation, both the online and
offline phases of our classification technique are implemented
in MATLAB.

In our implementation, we fix the first level classifier to con-
tain K = 5 features. Each succeeding classification level con-
tains features from the previous level and the next five relevant
features obtained through feature selection. For instance, for
m = 2, we have three different classifiers within our classifi-
cation technique. Namely, the first-level classifier that contains
five features, the second-level one that contains ten features in-
cluding the five features from the first-level classifier, and the
full classifier that contains the entire set of available features
(n = 72). The classifier that uses all available features reaches
a geometric mean of 83.26% (Sensitivity = 87.95%, Specificity
= 78.82%). The overall geometrical mean of sensitivity and
specificity, as well as the expected complexity of our proposed
event-driven classification technique, are estimated for differ-
ent values of decision-making thresholds thl

and classification
levels m. Fig. 6 shows the overall geometrical mean of sen-
sitivity and specificity of our proposed event-driven classifica-
tion technique (vertical axis) versus the number of classification
levels (horizontal axis) for different values of decision-making
thresholds. As shown in Fig. 6, an increase in the number of
classification levels leads to an increase in the classification per-
formance. This is due to the fact that by increasing the value of
decision-making threshold, we start invoking higher level classi-
fiers that are more accurate. However, we see that for a particular
value of decision-making threshold, for m ≥ 4, there is no ma-
jor improvement in terms of classification quality regarding the
number of classification levels.
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Fig. 7. Expected complexity (E(C), in Section V) of our real-time event-
driven classification technique versus the value of decision-making threshold
for different number of classification levels m.

Fig. 8. Expected complexity (E(C), in Section V) of our real-time event-
driven classification technique versus the number of classification levels for
different values of decision-making thresholds th l

.

Fig. 7 shows the expected complexity of our technique versus
the value of the decision-making threshold for different number
of classification levels m. From this figure, we can see that
an increase in the value of decision-making threshold leads to
an increase in the expected complexity. This is due to the fact
that for higher values of decision-making threshold, we invoke
higher level classifiers that use more features, and therefore, are
more complex. As seen in Fig. 7, for m ≥ 4, there is no major
improvement in terms of computational complexity regarding
the value of decision-making threshold.

Similar to Fig. 6, based on Fig. 8, we see that for a fixed
value of decision-making threshold, also after m = 4 classifica-
tion levels, there is no improvement in terms of expected com-
putational complexity either. Therefore, from Fig. 8, we can
deduce that for our experiment only four classification levels
are needed, they are sufficient to fulfill the required classifi-
cation performance (with minimum complexity possible). The

Fig. 9. Overview of the energy consumption of different classification levels.

full classifier that reaches an accuracy of 83.26% (Sensitivity =
87.95%, Specificity = 78.82%) uses n = 72 features. As shown
in Fig. 8, in the case of having four classification levels and ap-
plying thl = 0.7 as a decision-making threshold, we end up with
an expected computational complexity of 7.7 and an accuracy
of 80.32% (Sensitivity = 81.02%, Specificity = 79.63%). As
the expected computational complexity is related to the number
of used features, this negligible loss of 3% in terms of classifica-
tion quality, reduces the computational complexity by a factor
of ten.

B. Energy Consumption and System Lifetime Analysis

We consider the same code and inputs of the experiments
performed in Section VII, and subsequently ported into C code
to assess the classification performance and the energy con-
sumption of our event-driven classification technique against
the energy consumption of the full classifier on a commercially
available Gecko EFM32 development board [42]. This board
includes the same ARM Cortex-M3 core as in the SmartCardia
INYU device, and provides the Simplicity Studio software in
which a full energy profiler is integrated. The detailed energy
consumption of our technique along with different classification
levels is shown Fig. 9. Herein, we consider m = 4 classifica-
tion levels and we fix the number of features in the first level
to K = 5. The full classifier uses n = 72 features. By running
our classification technique on the Gecko EFM32 board, we
obtain that the execution time for processing of one heartbeat is
equal to t1 = 24.27 s. On the other hand, the time it takes for the
full classifier to process one heartbeat is equal to t2 = 69.95 s.
Fixing that the processing of one heartbeat is done once every
90 seconds, the CPU duty cycle (dC , used in Section V) of the
full classifier is 77.73%, whereas the CPU duty cycle of our ap-
proach is equal to 26.97%. For a standard 710 mAh battery, since
the processing is done once every 90 seconds, the full classifier
runs for 59.83 hours on a single battery charge. Our proposed
classification technique reaches 155.41 hours, thus allowing for
more than 6 days of operation. Therefore, our event-driven clas-
sification technique extends the battery life by a factor of 2.60.
The energy consumption of different components of the Smart-
Cardia INYU device is shown in Table I.
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TABLE I
CURRENT USED FOR MI DETECTION ON THE TARGET DEVICE

Currents drawn by the signal acquisition subsystem are experimentally obtained
by running our classification technique on the Gecko EFM32 development board.
The currents outside parentheses are currents drawn by our classification tech-
nique, while the currents in paretheses are drawn by the full classifier.

VIII. CONCLUSION

In this paper we have addressed the problem of early detec-
tion and prediction of MI using smart wearable systems. In order
to monitor patients on a long-term basis, we have proposed a
real-time event-driven classification technique that reduces the
energy consumption while maintaining a high classification ac-
curacy. The experimental evaluation of our proposed classifica-
tion technique on MI data shows that this scheme reduces the
energy consumption by a factor of 2.60, without any real loss in
classification performance.
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