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Abstract

Neuroimaging techniques aim at revealing the anatomy and functional organisation of cerebral struc-

tures. Over the past decades, functional magnetic resonance imaging (fMRI) has revolutionized our

understanding of human cerebral physiology through its ability to probe neural activity throughout

the entire brain in a non-invasive fashion. Nevertheless, despite recent technological improvements,

the spatial resolution of fMRI remains limited to a few hundreds of microns, restricting its use to

macroscopic studies. Microscopic imaging solutions have been proposed to circumvent this limitation

and have enabled revealing the existence of various cerebral structures, such as neuronal and vascular

networks and their contribution to information processing and blood flow regulation within the brain.

Optical imaging has proven, through its increased resolution and available contrast mechanisms, to be

a valuable complement to fMRI for cellular-scale imaging.

In this context, we demonstrate here the capabilities of an extension of optical coherence tomogra-

phy, termed extended-focus optical coherence tomography (xf-OCT), in imaging cerebral structure and

function at high resolution and very high acquisitions rates.

Optical coherence tomography is an interferometric imaging technique using a low-coherence

illumination source to provide fast, three-dimensional imaging of the back-scattering of tissue and

cells. By multiplexing the interferometric ranging over several spectral channels, Fourier-domain OCT

performs depth-resolved imaging at very high acquisition rates and high sensitivity. Increasing the

lateral resolution of optical systems typically reduces the available depth-of-field and thus hampers

this depth multiplexing advantage of OCT. Extended-focus systems aim at alleviating this trade-off

between imaging depth and lateral resolution through the use of diffraction-less beams such as Bessel

beams, providing high resolution imaging over large depths. The xf-OCT system therefore combines

fast acquisition rates and high resolution, both characteristics required to image and study the structure

and function of microscopic constituents of cerebral tissue.

In this work, we performed functional brain imaging using the ability of xf-OCT to obtain quantita-

tive measurements of blood flow in the brain. Changes in blood velocity evoked by neuronal activation

were monitored and maps of hemodynamic activity were generated by adapting tools routinely used

in fMRI to xf-OCT imaging. Additionally, three novel xf-OCT instruments are presented, wherein the

advantages of different spectral ranges are exploited to reach specific imaging parameters. The in-

creased contrast and resolution afforded by an illumination in the visible spectral range was used in two

extended-focus optical coherence microscopy (xf-OCM) implementations for subcellular imaging of

ex-vivo brain slices and cellular imaging of neurons, capillaries and myelinated axons in the superficial

cortex in-vivo. Subsequently, an xf-OCT system is presented, operating in the infrared spectral range,

wherein the reduced scattering enabled imaging the smallest capillaries deep in the murine cortex
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Abstract

in-vivo.

Keywords: Optical coherence tomography (OCT); optical coherence microscopy (OCM); Fourier

domain or spectral domain OCT (FDOCT); label-free microscopy; three-dimensional microscopy;

extended-focus OCT (xf-OCT); extended-focus OCM (xf-OCM); dark-field; angiography; cerebral blood

flow; velocimetry; visible spectrum OCM (visOCM); functional hyperaemia; cerebral imaging.
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Résumé

Les techniques de neuro-imagerie ont pour but de dévoiler l’anatomie et l’organisation fonctionelle

de structures cérébrales. Au cours des dernières décennies, l’imagerie à résonnance magnétique

fonctionnelle (fMRI) a révolutionné notre compréhension de la physiologie du cerveau humain par sa

capacité à monitorer l’activité cérébrale dans l’integralité du cerveau de manière non-invasive. Malgré

les récentes avancées technologiques, la résolution spatiale de l’fMRI reste limitée à quelques centaines

de microns, limitant son application à des études macroscopiques.

L’imagerie à échelle microscopique a permit de franchir cette frontière spatiale et de dévoiler

l’existance de structures neuronales et vasculaires et d’établir leur contribution dans le traitement

d’information cognitif et dans la régulation du flux sanguin.

La haute résolution et le contraste provenant de l’imagerie optique en ont fait un complément

attractif à l’fMRI dans le but d’imager la fonction et l’anatomie du cerveau à l’échelle cellulaire. C’est

dans ce contexte que nous démontrons l’aptitude d’une variante de la tomographie en cohérence

optique, nommée tomographie en cohérence optique à profondeur de champ étendue (xf-OCT), à

imager la structure et la fonction de regions cérébrales à haute résolution et à très hautes fréquences

d’acquisitions.

La cohérence en tomographie optique est une technique d’imagerie optique interférométrique à

basse cohérence permettant d’obtenir des images tridimensionnelles de la rétrodiffusion d’un échan-

tillon de tissue à très haute vitesse. La tomographie en cohérence optique fréquentielle (dans le

domaine de Fourier) exploite un multiplexage spectral afin d’obtenir des images de profondeur à de

très hautes fréquences d’aquisition et à très haute sensitivité. Dans des systèmes OCT classiques, aug-

menter la résolution latérale résulte en une reduction de la profondeur de champ accessible et détruit

par conséquent l’avantage de multiplexage en profondeur de l’OCT. Les configurations à profondeur

de champ étendue répondent à ce problème en employant des faisceaux exempt de diffraction, tel

que les faisceaux de Bessel. Les systèmes xf-OCT permettent d’aquérir très rapidement des images à

haute résolution et sont par conséquent parfaitement adaptés pour imager et étudier la structure et la

fonction d’éléments microscopiques dans des régions cérébrales.

Dans la première partie de cette thèse, l’imagerie cérébrale fonctionelle utilisant l’xf-OCT est

démontrée en mesurant de manière quantitative la vitesse du flux sanguin dans le cerveau. L’xf-OCT a

été utilisé afin de monitorer des variations locales de flux sanguin suivant l’activation neuronale, qui

ont ensuite été traitées afin de générer des cartes statistiques paramétriques d’activation vasculaire en

utilisant des outils developés pour l’fMRI. Trois nouveaux instruments xf-OCT sont ensuite présentés,

utilisant les avantages intrinsèques de différentes bandes spectrales afin d’obtenir des charactéristiques

d’imageries désirées. Le contrast accru et le gain en résolution résultant d’une illumination dans le
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Résumé

spectre visible ont été exploité dans deux microscopes en cohérence optique à profondeur de champ

étendue (xf-OCM) dans le but d’imager des structures sous-cellulaires dans des coupes cervicales

ex-vivo et des structures cellulaires, tels que des neurones, capillaires et axones dans le cerveaux de

souris in-vivo. Un troisième système est aussi présenté, opérant dans le spectre infrarouge, afin de

diminuer l’impacte de la rétrodiffusion du tissu et imager des capillaires dans les profondeurs du cortex

de souris in-vivo.

Mots clés : Tomographie en cohérence optique (OCT) ; microscopie en cohérence optique (OCM) ; OCT

fréquentiel (dans le domaine de Fourier) (FDOCT); microscopie sans agents de contraste ; imagerie

tridimensionnelle ; OCT à profondeur de champ étendue (xf-OCT); OCM à profondeur de champ

étendue (xf-OCM) ; champ sombre; angiographie ; flux sanguin cérébrale ; vélocimétrie ; OCM dans le

spectre visible (visOCM) ; hyperaemie fonctionelle ; imagerie cérébrale.
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1 Background and thesis objectives

1.1 High resolution brain imaging

Functional magnetic resonance imaging (fMRI) has become the gold-standard for neuroimaging,

through its ability to probe cerebral function non-invasively throughout the entire human brain [1].

fMRI provides indirect measurements of neuronal activity by probing evoked changes in the oxygena-

tion levels of cerebral blood. Briefly, the magnetic properties of blood depend on its oxygenation state:

hemoglobin is paramagnetic when deoxygenated while diamagnetic when oxygenated. As oxygenation

changes occur in the brain, through consumption or increases in arterial/venal blood, these distinct

magnetic signatures will lead to a different magnetic susceptibility of tissue, which can be measured

using specific MRI imaging sequences (so-called blood oxygenation level dependent signals, BOLD [2]).

As neuronal activity is typically associated with an increase in local oxygen concentration and a rise of

blood flow to compensate for energy consumption, the local concentration of oxygenated hemoglobin

will increase and result in a measurable change in magnetic susceptibility. As such, BOLD fMRI offers

an indirect mean of monitoring cerebral activity. Using this principle, fMRI has extensively been

used to map cerebral function and has ultimately revolutionized our understanding of human brain

physiology. Through specific stimulation paradigms and powerful processing tools, event-related fMRI

(er-fMRI) has shed light on the function of various brain regions and their interaction [3]. Moreover, a

novel acquisition paradigm, termed resting-state fMRI (rs-fMRI) revealed the existence of networks of

brain regions exhibiting similar spontaneous hemodynamic activity at rest [4]. Analysing the temporal

correlations between the fluctuations of fMRI activity across cerebral structures provided so-called

functional connectivity networks, which have been shown to vary with age [5] and along the time course

of diseases such as multiple sclerosis [6] and other neuropathological disorders such as Alzheimer’s

disease (AD) [7, 8].

In spite of major advancements in fMRI technology, its spatial resolution and dependency on the

vascular organisation within an imaging volume prevent interpreting and underpinning the causes of

alterations in fMRI signals [9]. Moreover, despite efforts to increase the spatio-temporal resolution of

fMRI, by increasing the field strength [10] or engineering novel acquisition schemes and sequences

[11, 12], questions regarding the specificity of the fMRI signal (and certain features) to neuronal

activity remain open. These features include salient spatio-temporal traits of the hemodynamic

response function (HRF), such as the initial dip [13], the post-stimulus undershoot [14] and its laminar
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Chapter 1. Background and thesis objectives

organisation in cortical regions [12], and certain hemodynamic oscillations in the rs-fMRI signal

[15, 16, 17].

Altogether, understanding the origins and specificity of the fMRI signal requires studying neural

processes and cerebral hemodynamics at a high spatio-temporal resolution using complementary

modalities, beyond the current limits of MR imaging. These imaging techniques could then provide

direct measurements of vascular structures and functional features as neural activity, blood oxygena-

tion, blood volume and blood velocity, which could ultimately be used to interpet fMRI results [18]

and deepen our understanding of brain function. In view of this, we will briefly summarize the main

imaging modalities currently available for high resolution brain imaging and later introduce optical

coherence tomography (OCT) as a valuable tool to study cerebral physiology.
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Figure 1.1 – Graphical presentation of current neuroimaging techniques and their achievable penetration depth
and resolution

1.1.1 Ultrasound imaging

Acoustic imaging can perform non-invasive imaging by exposing tissue to pulsed waves and detecting

the echoes reflected by tissue structures and vasculature [19]. As acoustic waves propagate deep into

tissue, ultrasound imaging (US) can image over several centimeters in depth, throughout the entire

depth of a rodent’s brain. Through an extension termed Doppler US [20], US can also quantify cerebral

blood volume (CBV) and cerebral blood flow (CBF), by taking advantage of the Doppler effect to

differentiate between static and dynamic tissue (caused by blood flow for example) and estimate the

velocity of blood. Although conventional US is typically limited spatially to a few hundreds of microns,

a recent optimization of the ultrasonic acquisition and detection scheme has enabled functional US
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1.1. High resolution brain imaging

(fUS) to capture changes in blood volume and flow at the capillary level with a high sensitivity (despite

not being able to resolve individual capillaries) [21]. Moreover, combining the use of microbubbles

as contrast agents [22] and skull-thinning surgical procedures [23] provides fUS with a sensitivity and

depth penetration sufficient to assess the spatio-temporal characteristics of functional hyperamia

over the entire depth of a rat’s brain [23]. fUS has also shown its ability to measure the functional

connectivity between various brain region using imaging protocols and processing tools developed

for rs-fMRI [24]. By exploiting apriori knowledge along with novel signal processing schemes, US

underwent a paradigm shift similar to optical superresolution, providing a spatial resolution sufficient

to image penetrating arterioles and ascending venules in the rat cortex, in vivo [25]. Overall, fUS shows

great promise for functional brain imaging, but remains limited to vascular imaging through its low

resolution and lack of contrast and specificity. Moreover, although fUS is able to capture microvascular

hemodynamics, its current resolution is insufficient to image individual capillaries.

1.1.2 Photoacoustic tomography

Photo-acoustic tomography (PAT) is a technique providing specificity and a potential spatial resolution

increase to ultrasonic imaging by combining light absorption of endo- and/or exogenous contrast

agents and ultrasonic detection [26]. In PAT, light pulses are focused on the sample, absorbed by a

specific marker (whose absorption spectrum matches the illumination wavelength) which will locally

heat up and dissipate by generating an acoustic wave (thermoacoustic effect) that is then detected by

a microphone. Different designs of PAT provide varying levels of resolution and penetration depths,

such as photo-acoustic computed tomography (PACT), acoustic-resolution photo-acoustic microscopy

(PAM) and optical-resolution PAM [27]. By exploiting the wavelength-dependent differences in ab-

sorption of oxygenated and deoxygenated blood, PAT can provide label-free maps of the vasculature

and of the oxygenation level of blood over large areas and depths. Using these capabilities, PAT has

been used to study the neurovascular coupling [27], analyse hemodynamic fluctuations in cerebral

microvasculature [28] and assess functional connectivities in the brains of mice [29]. Moreover, us-

ing amyloid binding dyes, PAT could image the amyloid plaque distribution in brain slices and mice

brains in-vivo [30]. Unfortunately, PAT requires submerging part of the instrument and the sample

(i.e. mouse’s head) under water to reduce the acoustic impedance mismatch between the sample and

air in the path to detector1. Moreover, despite initial promising results, three-dimensional imaging of

cortical microvasculature and depth-resolved analyses of cortical function are yet to be demonstrated.

1.1.3 Optical microscopy

Optical imaging uses electromagnetic radiation from the UV to the near infrared (NIR) wavelength

range to image samples. By combining the shorter wavelength of light and high numerical aperture

(NA) objectives, optical microscopy can perform imaging of tissue structures with a sub-micron

lateral resolution, currently unachievable with most of the techniques described above. As will be

discussed below, contrast in optical imaging originates both from the intrinsic scattering and absorption

properties of the sample, whereas specificity can be obtained through the extrinsic contrast provided by

1The acoustic impedance mismatch reflects the changes in velocity of sound between two media, i.e. water and air. In optics,
an equivalent can be found in the refractive index n, reflecting the reduction in the speed of light when propagating in a given
medium with respect to vacuum. In optics, variations of n are relatively small, however in acoustics, a factor of 3÷4 is observed
between air and water, significantly attenuating the strength of acoustic waves. Impedance mismatching in US and PAT is
therefore critical.
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Chapter 1. Background and thesis objectives

fluorescent labels. The structural organisation of the brain has been extensively studied with histology,

where stains and dyes have offered means to differentiate between cerebral regions and provide insight

into their cellular organisation. Here we will overview some of the main optical imaging techniques

that have been developed to perform structural and functional brain imaging.

Wide-field optical imaging

In the visible spectral range, the wavelength-dependent absorption profiles of hemoglobin will differ

depending on its oxygenation state [31]. Under red light (at 630 nm), deoxygenated hemoglobin

has a significantly stronger absorption than when it is oxygenated. Conversely, green light (at 530

nm) is absorbed almost equally by both oxygenation states of hemoglobin (so-called isobestic point).

Variations of light intensity in the green will thus provide qualitatitive information on the concentration

of total hemoglobin (similarly to CBV), a relative reduction in reflectance will indicate a relative increase

in blood volume and vice-versa. Similarly, changes in blood oxygenation will cause the reflectivity of

red light to vary. By acquiring reflectance images of cortical tissue at several wavelengths, it is possible

to extract the relative concentration of oxygenated and deoxygenated hemoglobin through Beer’s

law. This procedure is the basis for optical intrinsic signal imaging (OISI) [31] and its spectroscopic

counterpart, functional near-infrared spectroscopy (fNIRS) [32]. OISI uses wavelengths in the visible

spectrum and is more suited to image local cortical hemodynamics in the exposed brain or in rodents

(where the skull is much thinner) and can be used to estimate changes in diameter and blood flow

velocity in large vessels [33].

Assessing blood flow is also possible using coherent imaging, where the temporal behaviour of a

speckle field, obtained by illuminating the exposed cortex with a coherent light source, will reflect the

dynamics of flowing particles, i.e. red blood cells (RBC) [34]. The speckle pattern in avascular regions

will remain static whereas it will decorrelate over time in blood vessels. This decorrelation is caused

both by the RBCs crossing through the imaging pixel and by the Doppler shift experienced by the

back-scattered light. Laser Doppler imaging (LDI) uses high speed cameras (up to 20 kHz) to measure

the Doppler spectrum of each pixel of the camera and estimate the concentration and speed of blood

using the zero and first order moments of the spectrum [35, 36]. Laser speckle contrast imaging (LSCI)

takes advantage of the washout of the speckle pattern in vascular areas over the integration time of

the camera to obtain contrast between vascularized and avascular areas [34]. In practice, contrast is

obtained by calculating the spatial and temporal variance of the speckle patterns. Pixels containing

vessels will appear smooth as the speckle pattern will fluctuate much faster than the integration time

of the camera. Conversely, the spatial variance of avascular regions will be high, as speckle patterns

intrinsically a have very high contrast (speckle patterns are formed by randomly distributed destructive

and constructive interferences). An extension of LSCI, termed multi-exposure speckle imaging (MESI)

acquires speckle images with a varying integration time to obtain an estimate of the speed of blood

[37].

Neuronal activity, in contrast to vascular dynamics, can be captured in wide-field optical imaging

through the use of voltage sensitive dyes [38] and fluorescent calcium indicators [39]. The intensity of

the fluorescence will reflect either changes in the membrane potential of neurons or the concentration

of calcium in their vicinity (which is linked to neuronal signaling). These agents generally need to

be injected into the tissue under consideration (i.e. cortex) or require a viral injection or genetic

modifications [40].

4



1.1. High resolution brain imaging

OISI, LSCI and fluorescence wide-field imaging are routinely used to localize brain regions and

study the neurovascular coupling [33, 41] and resting-state hemodynamics in humans [42] and mice

[43] and have been used to delineate alterations of functional connectivities in models of Alzheimer’s

disease [7], ischemia [44] and arterial stiffness [45]. Overall, wide-field optical imaging techniques

are powerful tools to study cerebral function, but are limited as they only provide two-dimensional

projections of cerebral activity. In OISI, LDI and LSCI, the illumination light typically diffuses into

cortical tissue, is scattered multiple times before finally reaching the camera where it will have lost all

depth information about the sample. It is then almost impossible with these techniques to characterize

depth-dependent phenomenons of cerebral function, such as the laminar dynamics of cortical function

and distinguish accurately between micro- and macrovascular hemodynamics. Similarly, wide-field

fluorescence imaging conveys no information on the depth at which signals are collected. Overcoming

this limitation requires optical techniques with depth sectioning capabilities.

Two-photon microscopy

Optical sectioning in microscopy can be obtained through various ways, by using a pinhole to block

out-of-focus light, as in confocal microscopy [46], by using the washout of the fringes of an illumination

pattern as in structured illumination [47, 48] or by restricting the spatial volume over which fluorescence

excitation occurs, as in two-photon excitation fluorescence microscopy (2PEF) [49]. 2PEF uses a

femtosecond pulse source in the near-infrared to excite fluorescent proteins and dyes and obtain

three-dimensional images of labelled structures. In contrast to confocal microscopy where a single

photon is sufficient to excite the fluorescent agent, 2PEF relies on the simultaneous absorption of

two photons to raise the fluorophore into its excited state [50]. As in 2PEF two concomitant photons

place the fluorescent molecule into a higher electronic state, their individual energy is half the energy

of photons in confocal microscopy (single photon microscopy). Two photon microscopy can thus

perform fluorescence imaging using conventional fluorescent markers using a longer wavelength

excitation sources (typically twice the wavelength of single photon microscopy). As the probability

of the simultaneous absorption of multiple photons is very low, a large number of photons need to

reach the fluorophore over a short time period to excite the molecule (typically within less than a 100 fs

pulse). In practice, this can be achieved by combining femtosecond pulses with high NA objectives,

providing a very tight focal volume. Away from the focal volume, the spatial spread (defocus) of the

light pulse will prevent fluorescent proteins from being excited. As such, 2PEF has an intrinsic optical

sectioning property, as fluorescence will only occur within the tightest region of the focal volume.

Ultimately, a three-dimensional image can thus be obtained by scanning this focal volume across

all three-dimensions, similarly to confocal microscopy. Altogether, the longer excitation and optical

sectioning enables 2PEF to obtain fluorescence images up to hundreds of microns in depth (typically ∼
600 μm) [49].

Since its initial demonstration, 2PEF has rapidly become the mainstay for high-resolution neuro-

imaging, through its increased penetration depth, compatibility with already existing imaging protocols

and through the development of novel tools for specific imaging of neurophysiological processes (e.g.

calcium indicators) [51]. It has enabled to shed light on neural signaling and computation [39, 40] and

provided insight into cortical oxygenation [52, 53] and into the effect of neurodegenerative diseases on

brain physiology [54]. The vasculature can be imaged by injecting a fluorescent solution into the blood

stream (i.e. through intra-venous injections). Following such an injection, the plasma of blood will be
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Chapter 1. Background and thesis objectives

Imaging
modality

Resolution Depth penetration Contrast mechanism Optical sectioning

Ultrasound > 50μm Entire rodent brain Acoustic reflectance Yes, temporal gating
PAT 100μm ÷ 1μm Few millimeters Light absorption Yes, temporal gating
OIS ∼ 10μm ∼ 500μm Light absorption No
LDI ∼ 10μm ∼ 500μm Speckle dynamics No
LSCI ∼ 10μm ∼ 500μm Speckle wash-out No
Wide-field flu-
orescence

∼ 10μm ∼ 500μm Fluorescence No

Confocal mi-
croscopy

∼ 0.2μmb / ∼ 1μmc ∼ 200μm Fluorescence Yes, confocal gating

Two-photon
microscopy

∼ 0.5μma / ∼ 3μmb ∼ 600μm Fluorescence Yes, non-linear gating

OCT/OCM 15μm ÷0.5μma,b ∼ 200μm ÷1mmd Back-scattering Yes, coherent gating

Table 1.1 – Table summarizing the performance of high-resolution brain imaging techniques

filled with a fluorescent agent, but red blood cells will remain unlabelled and will appear as dark dots

in angiograms. Taking advantage of this inherent contrast, several strategies involving complex line

scans have been devised to estimate the speed and concentration of RBCs flowing through capillaries

[55]. Combining such strategies with calcium indicators has enabled 2PEF to underpin some of the

pathways of the neuro-vascular coupling and the origins of certain hemodynamic oscillations observed

in resting-state fMRI [16]. Overall, despite recent efforts in increasing the acquisition speed by using

resonant scanners [56], remote-focusing [57] and temporal focusing [58], obtaining volumetric images

in 2PEF can result in very long acquisitions times (few hours for a 3D volume). Moreover, specific

modifications of the optical setup are required to simultaneously image different depths [59]. The

need for exogeneous contrast agents also increases the overall invasiveness of the technique and

can constrain the imaging conditions (the illumination wavelength needs to match the absorption

spectrum of the contrast agent and can thus limit the penetration depth). Finally, the requirement of a

tight focal volume additional slows down the total acquisition time, up to hours, when large volumes

are imaged [60].

Taken altogether, the imaging techniques presented above and summarized in Table 1.1 possess

unique advantages and disadvantages. Ultrasound imaging can image deep into tissue and pro-

vide functional information, but is limited in resolution and thus cannot resolve the capillary bed.

Photo-acoustic tomography offers a similar depth advantage than fUS and can provide spectroscopic

measurements of blood oxygenation, but high resolution three-dimensional imaging of cortical struc-

tures still hasn’t been demonstrated yet. Wide-field imaging techniques are fast, can be label-free but

are limited in resolution and cannot perform three-dimensional imaging. Finally, 2PEF can provide

three-dimensional imaging of specific proteins and structures at high-resolution, but is inherently

slow, invasive and is limited in depth by the illumination wavelength. Moreover, despite efforts using

longer illumination wavelengths, increasing the imaging depth intrinsically increases the imaging time.

There is therefore a need for an imaging modality providing fast, deep imaging at high resolution in a

label-free manner.

bLateral resolution
cAxial resolution
dDepending on the illumination wavelength
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1.2. Optical Coherence Tomography and Microscopy

1.2 Optical Coherence Tomography and Microscopy

Optical coherence tomography [61] offers an interesting imaging modality for brain imaging, as it

combines label-free imaging at very high acquisition rates. As we will demonstrate below, Fourier-

Domain OCT (FD-OCT) acquires depth profiles of tissue back-scattering for each lateral position

(so-called A-scans) without scanning the sample axially. As such, tissue information over large depths

can be captured simultaneously, and volumetric imaging can be performed at very high speeds,

compared to raster-scanning techniques such as 2PEF.

OCT was first implemented to provide non-invasive measurement of ocular structures [62] and has

rapidly established itself as the gold-standard in ophthalmology for three-dimensional retinal imaging.

Over the past 25 years, several technical advancements such as high speed line cameras, swept-sources

and novel acquisition schemes (Fourier-Domain OCT, Doppler OCT and OCT angiography) have

propelled OCT into other fields, such as oncology [63], dermatology [64], diabetes research [65] and

neuroscience [66].

1.2.1 OCT theory

In order to understand how OCT performs three-dimensional imaging, we will first use a simplified

model to describe how polychromatic light interacts and interferes to allow OCT imaging. Let’s consider

an Michelson interferometer composed of a sample arm and a reference arm, as shown in Fig. 1.2(a):

(a) (b)to detector/
spectrometer
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i
(k, )
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s
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r
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sample arm
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z

r

z
s

...
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s
(z

s
)

sample

reference mirror
r

r

I(k)

from
interferometer

grating

line camera i = 1,2,3,...  

    ,M

Figure 1.2 – Principles of OCT imaging: (a) OCT can be simplified to a Michelson interferometer, comprising a
beamsplitter dividing a polychromatic optical wave Ei (k,ω) into a reference and sample fields. In the reference and
the sample arms, a mirror with a reflectivity rr and a sample with a reflectivity profile rs (zs ) reflect the light back
into the interferometer respectively. Both waves reflected by the sample and the reference mirror are superimposed
after passing through the beam splitter and interfere on the detector (or are sent to the spectrometer in FD-OCT).
(b) In FD-OCT, a spectrometer is used to measure the interference spectrum between the light from the reference
and the sample arm. A grating is used to spectrally separate the polychromatic light and the different wavelengths
are then imaged on a line camera, composed of M pixels. Each pixel of the camera therefore measures a limited
bandwidth δk. An FD-OCT system can be viewed as the combination of M distinct interferometers probing the
overall interference pattern of a larger spectrum, with a bandwidth Δk.

The electric field Ei (k,ω) of polychromatic light entering the interferometer can be described as
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Chapter 1. Background and thesis objectives

follows:

Ei (k,ω) = s(k,ω) ·ei ·(k·z−ω·t ), (1.1)

where k is the wavenumber defined as k = 2 ·π/λ and ω is the optical angular frequency, defined as

ω= 2 ·π ·ν, where λ and ν is the light’s wavelength and frequency respectively. The wavenumber and

angular frequency dependent amplitude is modelled by the envelope s(k,ω). After passing through the

beam splitter, the initial wave Ei is divided into two beams, Er and Es heading into the reference and

sample arms of the interferometer, respectively:

Es (k,ω) = 1�
2
·Ei (k,ω) (1.2)

Er (k,ω) = 1�
2
·Ei (k,ω) (1.3)

As shown in Fig. 1.2(a), the reference arm comprises a single reflective surface (reference mirror)

with a reflectivity rr placed at zr with respect to the beamsplitter. In the sample arm is placed a

multi-layered reflective sample composed of N reflective surfaces with reflectivities rsn , and refractive

indices nsn placed at depths zsn with respect to the first layer (positioned at a distance zs from the

beam-splitter). The optical path lengths (OPL) of each layer becomes nsn · zsn . The object function

rs (zs ), representing the sample reflectivity profile, can thus be obtained through a sum of N Dirac

functions, weighed by their respective reflectivity rsn and delayed by their individual OPL difference

nsn · zsn . For this simplified calculation, the object function is therefore defined as:

rs (zs ) =
N∑

n=1
rsn ·δ(zs −nsn · zsn ) (1.4)

Upon reflection from the sample and the reference mirror, both fields head back towards the

beamsplitter and their fields become:

Es (k,ω) = 1�
2
·Ei (k,ω) ·

[
rs (zs )⊗ei 2kzs

]

= 1�
2
·Ei (k,ω) ·

N∑
n=1

rsn ·ei 2k(zs−nsn ·zsn ) (1.5)

Er (k,ω) = 1�
2
·Ei (k,ω) · rr ·ei 2kzr , (1.6)

where the symbol ⊗ denotes the convolution operator. After passing through the beamsplitter a second

time, both fields superimpose and interfere on a photodetector. The intensity on this detector then
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1.2. Optical Coherence Tomography and Microscopy

becomes:

I (k) = 1

2
·ρ ·〈|Er +Es |2

〉
, (1.7)

where the 〈〉 symbol represents the temporal averaging of the photodetector ( i.e. integration over the

temporal resolution of the detector) and ρ is a factor converting the optical intensity into electrical

current. Developing the right term in Eq. 1.7 gives:

〈|Er +Es |2
〉= 〈|E 2

r |
〉+〈|E 2

s |
〉+〈

Er E∗
s

〉+〈
E∗

r Es
〉

, (1.8)

with the individual terms becoming:

〈|E 2
r |

〉 = 1

2
·〈|s(k,ω)2|〉 · r 2

r

= 1

2
·S(k) ·Rr (1.9)

〈|E 2
s |

〉 = 1

2
·S(k) · |rs (zs )|2

= 1

2
·S(k) ·

[ N∑
n=1

Rsn + . . .

N∑
n �=m=1

√
Rsn Rsm ·

(
ei ·2·k·(nsn ·zsn −nsm ·zsm ) +e−i ·2·k·(nsn ·zsn −nsm ·zsm )

)]
(1.10)

〈|Er E∗
s |

〉 = 1

2
·S(k) ·Rr ·

N∑
n=1

Rs (zn) ·ei ·2·k(zr −(zs−nsn ·zsn )) (1.11)

〈|E∗
r Es |

〉 = 1

2
·S(k) ·Rr ·

N∑
n=1

Rs (zn) ·e−i ·2·k(zr −(zs−nsn ·zsn )), (1.12)

where the squared temporally averaged amplitude s(k,ω) becomes S(k), as only the signal within the

limited temporal bandwidth of the detector is considered, and Rsn = r 2
sn

and Rr = r 2
r .

Combining these different terms into Eq. 1.8 and using Euler’s relation cos(k ·z) = 1/2·(ei ·k·z +e−i ·k·z)
,

we obtain:

I (k) = ρ

4
·
[

S(k) ·Rr +S(k) ·
N∑

n=1
Rsn

]
+ . . .

ρ

4
·S(k) ·

N∑
n �=m=1

√
Rsn Rsm ·cos(2 ·k · (nsn · zsn −nsm · zsm ))+ . . .

ρ

2
·S(k) ·

N∑
n=1

√
Rr Rsn ·cos(2 ·k · (zr − (zs −nsn · zsn ))) (1.13)

The intensity I (k) is therefore the spectrum of the polychromatic light in the interferometer S(k),

with a constant intensity offset (first term in in Eq. 1.13) and two modulations. The offset combines

the effects of the reflectivity of the reference mirror and an integrated reflectivity of the sample. The

first modulation term in Eq. 1.13, called the auto-correlation term, originates from the interference

between the different reflectors of the sample. The offset, also called DC term, contributes dominantly
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to the intensity, as it depends directly on the reflectivity of the reference arm Rr . Conversely, the

auto-correlation term, i.e. the inter-layer interference, is very weak and can be ignored provided the

reference arm power is properly adjusted. Finally, the second modulation term is directly dependent

on the distance between the reference arm and the depth position of the sample layers zr − (zs − zsn )

and is proportional to the square root of product of the reference arm and the sample’s reflectivity.

This term therefore contains the object function. As the position Δz = zr − (zs − zsn ) of the sample’s

layers with respect the reference arm length is the term driving the modulation of the second cosine in

Eq. 1.13, performing an inverse Fourier transform of I (k) would provide a depth profile, revealing the

position of the sample’s layers and their individual reflectivities:

F−1{I (k)}(z) = γ(z)⊗
[
ρ

4
·
(

Rr +
N∑

n=1
Rsn

)]
+ . . .

γ(z)⊗
[
ρ

8
·
(

N∑
n �=m=1

√
Rsn Rsm ·δ(z ±2 · (nsn · zsn −nsm · zsm ))

)]
+ . . .

γ(z)⊗
[
ρ

4
·
(

N∑
n=1

√
Rr Rsn ·δ(z ±2 · (zr − (zs −nsn · zsn )))

)]
(1.14)

= i (z)

Through this Fourier transform, one obtains a function i (z)e, containing the depth reflectivity

profile
N∑

n=1
δ(z±2·(zr −(zs−zsn ))) convolved with the Fourier transform of the spectrum F−1{S(k)}(z) =

γ(z), the coherence function of the light source, given by the Wiener-Khinchin theorem. The width of

the coherence function γ(z), called coherence length lc , dictates the distance over which the light from

the reference and sample arms will interfere: if the distance between the two surfaces is beyond the

coherence length lc , the electric fields will superimpose, but no interference will occur. From Eq. 1.14,

it is clear that the coherence length lc , will dictate the axial resolution of the OCT system, or the so-called

coherence gating, which is inversely proportional to the bandwidth of the illumination spectrum. For a

Gaussian-shaped spectrum, the axial resolution lc is given by:

lc ≈ 0.44 · λ
2
c

Δλ
, (1.15)

where λc is the central wavelength and Δλ is the bandwidth of the illumination source.

In Fourier-domain OCT (FD-OCT), the interferogram I (k) is directly recorded using a spectrometer,

as presented in Fig. 1.2(b). A Fourier-transform is then performed on the modulated spectrum, after a

background subtraction (to remove the DC component) and λ↔ k mapping, to obtain a depth profile

of the reflectivity of the sample (A-scan). FD-OCT systems can be viewed as composed of M separate

interferometers (where M is the number of pixels in the line camera) with an individual coherence

functions Γ(z), given by the bandwidth of each pixel of the spectrometer δk. As this bandwidth

δk is much shorter than the overall bandwidth of the spectrum (more specifically, here S(k) is the

power spectral density), the coherence function Γ(z) will reach a few millimetres. Overall, in FD-OCT

eIn this simplified calculation, the phase of the interferogram is not considered. If a phase Δφ is added into the second cosine
term of Eq. 1.13, the Fourier transform operation will generate a complex function, where the each δ terms will be multiplied
by an complex exponential e±i ·Δφ. This complex OCT signal is also referred to as the OCT complex phasor. Moreover, if the
spectrum S(k) is an asymmetric function, its Fourier transform γ(z) will also be a complex function.
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1.2. Optical Coherence Tomography and Microscopy

systems, the axial resolution is dictated by the width of the coherence function of the source γ(z) (i.e.

the coherence length lc ), but by multiplexing the imaging in wavenumber, the interference between

the reference and the sample arms will be measured over the width of the coherence function of

each pixel Γ(z), which is typically orders of magnitudes larger than the axial resolution lc . A three-

dimensional image of reflectance i (x, y, z) can therefore be obtained by scanning the beam laterally in

two dimensions, over x and y . In contrast to confocal and two-photon microscopy where the axial and

lateral resolutions are coupled (through the NA of the objective), the axial resolution of OCT is solely

dictated by the coherence length of the source and is therefore independent of the lateral resolution.

(a) OCT system

(c) xf-OCT system

(d) axicon

(d)

(e)

(e) dark-field xf-OCM

Bessel illumination
Gauss detection

(b) beam scanning

x x

(b)

Figure 1.3 – OCT and xfOCT systems: (a) Conventional OCT systems typically are based on a Michelson interfer-
ometer, where a scan-unit and an objective are used to raster-scan the focal volume laterally over the sample. This
beam scanning is usually performed by galvo mirrors, where the angle change θ at the back-focal plane of the
objective will translate to a position change δx on the sample (b). (c) An extended-focus configuration can be
obtained by combining a Bessel illumination and a Gaussian detection. This mode splitting implies changing the
core of the microscope from a Michelson to a Mach-Zehnder interferometer. A Bessel-beam are typically produced
by propagating an intial Gaussian beam through an axicon lens (d). A dark-field xf-OCT system implies spatially
separating the Bessel illumination from the Gaussian detection in the back-focal plane of the objective. If there is
no overlap between both modes, as shown in (e), specular reflections of the illumination on the sample will not be
detected and a dark-field contrast will be obtained.

A typical OCT system is presented in Fig. 1.3(a), where the sample arm is composed of a pair of

galvo scanners and an objective, to focus the light on the area of interest. As shown in Fig. 1.3(b), the
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light is scanned over the sample laterally by varying its incidence angle at the back-focal plane of the

objective. The typical lateral resolution of OCT systems varies between ∼10 μm to 50 μm.

Optical coherence microscopy

In conventional optical imaging systems, the lateral resolution δr depends on the numerical aperture

(NA) of the objective and the central wavelength λc of the illumination source as follows:

δr = 0.61 · λc

N A
, (1.16)

where the 0.61 factor depends on the metric used to measure the resolution (here the Rayleigh criterion)

and also the optical system. Increasing the NA of a confocal system, which is the building block of an

OCT system, typically results in a restriction of the depth-of-field (DOF), i.e. the depth over which light

is collected, as shown in the following expression, relating the DOF, defined as the Rayleigh length zr to

the NA:

zr ∝π · λc

N A2 , (1.17)

This principle is exploited in confocal scanning microscopy to obtain depth-sectioning (confocal-

gating). However, in FD-OCT, reducing this DOF can restrict the imaging depth below the available

imaging depth of the spectrometer and penetration depth of light, and can ultimately hamper the

multiplex advantage described previously. Consequently, at very high resolutions, optical coherence

tomography systems (more commonly known as optical coherence microscopy, OCM [67]) require

an additional scan of the sample along the optical axis to perform three-dimensional imaging. This

additional scan can result in very long acquisition times (up to hours for a 3D image) and can require

additional post-processing steps to reconstruct a volumetric image.

Extended-focus optical coherence microscopy

Overcoming the restricted DOF imposed by high NA objectives is possible by changing the beam type

used to scan the sample. In OCT systems, the illumination and detection modes are typically Gaussian

and therefore suffer from the decrease in DOF described above when the beam is focused into a tight

beam waist (high resolution). An ideal beam for OCM imaging would therefore be a needle shaped

beam, where the waist of the beam is constant and the energy equally distributed over depth [68].

Although such beams do not exist, a close approximation is found in Bessel beams [69], as shown in

Fig 1.3(d). The needle-like shape of the focus of Bessel beams is formed by a cylindrically symmetric

wave interference. In addition to their diffraction-less property, where the central lobe exhibits very

little broadening in depth, the energy distribution and flow in such beams increase their robustness

to obstructions along the propagation direction [70]. Briefly, each side lobe of a Bessel beam carries

almost the same energy and is used to generate the central lobe later in the propagation of the beam.

As such, the energy in the side rings is continuously transferred to the main lobe over time and small

obstructions of this central lobe will be compensated for along the propagation direction by the energy

in the side lobes from previous depths. Bessel beams can be generated through an SLM [71] or a conical

lens, i.e. an axicon [72].
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The first implementation of extended-focus optical coherence tomography (xf-OCT) was realised

by replacing the systems’ objective with such an axicon lens [72]. The system showed an increase in

depth-of-field over conventional Gaussian beam systems, but its collection efficiency was very low, as

Bessel beams form a ring in the back-aperture of the objective. A Bessel detection would thus collect

only a small fraction of the back-scattered light. To overcome this detection inefficiency, Leitgeb et al.

devised an extended-focus OCM (xf-OCM) system [73], similar to the setup presented in Fig. 1.3(c), by

splitting the detection and illumination paths of the interferometer and used a Gaussian mode for the

detection. This change in configuration reduces the extended-focus capability of the overall system,

but increases its collection efficiency. Overall, a trade-off exists between a large depth-of-field and

high photon collection. Extended-focus OCM has been used to image the islets of Langerhans in the

pancreas [65, 74], amyloid plaques in alzheimeric mice models [75] and characterize mitochondrial

dynamics in living cells [76].

dark-field Optical Coherence Microscopy

An additional advantage of using a Bessel illumination and a Gaussian detection is the ability to

spatially separate both beams and obtain a dark-field contrast [77]. As mentioned previously, OCT

measures changes in the refractive index of the sample under investigation and therefore collects the

light reflected from any reflective surface. As such, imaging very thin structures placed on a highly

reflective flat surface, such as cells on a glass coverslide, is a challenge in OCT, as the strong reflectivity

of glass will fill a large portion of the dynamic range of the camera and ultimately drown the weak

back-scattering of the cells. By spatially separating the Bessel illumination from the Gaussian detection

in a conjugate plane of the back-aperture of the objective, as demonstrated in Fig. 1.3(e), the specular

reflections of glass are not collected by the detection. The entire dynamic range of the camera can

therefore be allocated to collect the weak back-scattering from the sample. Intrinsically, spatially

filtering the reflected Bessel ring implies using a smaller detection NA. The resulting system, called

dark-field OCM (df-OCM) has been successfully used to image cells placed on a coverslide and ex-vivo

pancreatic tissue slices. Using a similar design than developed by Villiger et al., Blatter et al. constructed

a low NA dark-field OCT (df-OCT) system in the infrared spectral range to image deep into skin [78].

Although not discussed in this thesis, the performance of OCT and xf-OCM systems can be described

using coherent transfer functions (CTF). Moreover, CTFs are particularly well suited to highlight specific

features of coherent systems, such as the dark-field property of the df-OCM platform. The calculation

and interpretation of CTFs are discussed in detail in Villiger et al. [79].

1.2.2 OCT tools for brain imaging

Having discussed the physical principle behind image formation in OCT and the different imple-

mentations of xf-OCM, we will now list the different tools available in OCT to perform structural and

functional brain imaging.

Intrinsic contrast

Contrast in OCT arises from variations in the refractive index of the sample under investigation [80].

Although non-specific, the back-scattering properties of individual components of tissue can provide an

intrinsic contrast, which can be used to differentiate tissual structures. Using full-field OCM (FF-OCM),
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Assayag et al. demonstrated the ability to discriminate between myelinated axons, blood vessels and

neuronal cells in ex-vivo cerebral tissue through their back-scattering and morphology [81]. Tamborski

et al. and Srinivasan et al. extended these observations and imaged the cortex of rodents in-vivo using

OCM systems in the near-infrared [82] and infrared wavelength range [83]. Similarly to the results

obtained in FF-OCM, myelinated axons and neurons appear as bright white lines and dark spheroids

respectively. Further observations revealed the strong direction-dependency of myelin scattering,

where fibers oriented orthogonally to the optical axis appeared brighter than parallel ones [84, 85].

In the mice cortex, Srinivasan et al. demonstrated that inducing anoxic depolarization (killing the

neurons) changed the contrast of cells and effectively increased their backscattering. The initial darker

contrast could therefore be attributed to cell viability. Possible explanations for this lack of scattering

include the variation of refractive index within the cells being much smaller than those in the neuropil,

or the spatial scale of these variations being too small to cause significant back-scattering. Interestingly,

in fixed human tissue, Magain et al. observed neurons with an opposite contrast than in the previous

observations of Assayag and Srinivasan, i.e. neurons appear as bright structures surrounded by a

darker neuropil [86]. Additionally, Bolmont and Bouwens et al. demonstrated that amyloid plaques in

alzheimeric mouse models are characterized by a stronger back-scattering than the neuropil, similarly

to myelin fibers, and therefore can be observed in xf-OCM images [75]. Ultimately, these studies reveal

the potential of OCM to image and resolve cerebral structures through their intrinsic contrast.

Overall, two main conditions are fundamental to fully exploit the intrinsic contrast of OCT. Firstly,

the resolution of the OCT system should be sufficiently high to resolve fine structures within the

tissue. At low resolution, features are blurred and the intensity of each voxel reflects the sum of the

back-scattering of each structure within the coherence volume. Secondly, the illumination spectrum

of the system must be selected so as to increase the contrast of the desired structure to be observed.

Tissue typically exhibits a stronger back-scattering in the visible wavelength range [87]. In view of this,

a general trend has emerged in recent years within the OCT community to shift the central wavelength

λc of the illumination spectrum into the visible wavelength range. As discussed above, decreasing λc

has the added benefit of increasing the axial and lateral resolutions (given the same bandwidthΔλ and

NA). The individual spectral signatures of endo- and exogenous contrast agents in the visible spectral

range can be distinguished using a fine spectrometer, enabling spectroscopic OCT. Lichtenegger et al.

constructed an OCM system in the visible wavelength range and used the spectral signatures of contrast

agents to image amyloid plaques in the ex-vivo cerebral tissue of mice and humans [87]. Chong et al.

and Chen et al. used a spectroscopic OCT system to quantify the oxygen saturation in blood vessels in

the brain [88, 89].

OCT angiography

The OCT signal, at a given lateral and depth position, can be viewed as the sum of the back-scattered

fields of the particles present in the coherence volume. The temporal state of these particles, i.e.

whether they move or not, will be reflected in the temporal behaviour of the OCT signal and can be

used to distinguish between two types of scatterers, static or dynamic [68]. In blood vessels, the main

component of the back-scattering originates from RBCs, which are inherently dynamic. An RBC flowing

through the focus will cause a fluctuation of the intensity, the phase and the overall field of OCT signal.

As will be described later, motion along the optical axis will result in a deterministic Doppler phase

shift (rotation of the complex OCT phasor over time), which can then be extracted to estimate the
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(b) OCT angiography (d) OCT axial velocity (f) OCT total velocity
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Figure 1.4 – Vascular imaging with OCT: Obtaining information on dynamic processes, whether contrast or
velocimetric measurements, implies acquiring timetraces of OCT signals. Depending on the timescales of interest,
these timetraces can be obtained either by oversampling along A-scans (axial depth profiles), along B-scans
(2D planes of lateral position and depth) or along C-scans (volumetric images). (b) OCT angiography aims at
selectively imaging vasculature from the sample (c). Such contrast is typically obtained through a high-pass
filtering operation, where the static and dynamic components of the OCT signal are attenuated and amplified
respectively. (d) The mean frequency μ of the Doppler spectrum I ( fD ) will provide an estimation of the axial
velocity of RBCs in cortical blood vessels (e). Moreover, measuring the frequency spread σ and mean μ of this
Doppler spectrum (f) will allow estimating their total velocity (g). Data taken from [90]
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axial velocity of the RBC [91]. Other types of movements, such as tumbling or lateral movements of

erythrocytes within the coherence volume will cause random fluctuations of the intensity and phase,

resulting in a decorrelation of the OCT signal over time. Red blood cells have a highly orientation

dependent scattering through their disk-like shape [92]. Small orientation changes could therefore

cause large variations in the overall OCT signal (intensity and phase).

In tissue, the dynamic component of back-scattering is dominated by RBC motion (at the timescales

of OCT imaging). As such, isolating the fluctuations in the OCT signal enables visualising the tissue’s

vasculature without the need for exogenous contrast agents, as illustrated in Fig. 1.4(b) and (c).

Several scanning protocols and algorithms have been developed over the past decades to selectively

enhance this motion contrast and perform so-called OCT angiography [93]. Three main classes of

post-processing algorithms have been developed, by either analysing changes in the amplitude, phase

or the overall complex OCT (also called field-based) signal over time. As illustrated in Fig. 1.4(a),

OCT angiography protocols involve scanning schemes enabling timeseries to be acquired, either by

oversampling along an A-scan (line) [94], a B-scan (plane) [95] or even a C-scan (volume) [96]. Speckle-

variance based OCT angiography techniques SV (x, y, z) discard the phase information of the OCT

phasor and exploit the temporal variance of its intensity (speckle pattern) to enhance the motion

contrast of vessels [97]:

SV (x, y, z) = 1

N
·

(N−1)·T∑
t=0

[
I (x, y, z, t )−〈I (x, y, z)〉]2 , (1.18)

where N is the number of repeated acquisitions, T is the time lag between each frame and I (x, y, z, t )

is the spatially and temporally resolved OCT signal intensity, defined as I (x, y, z, t ) = |i (x, y, z, t )|2. In

contrast, phase variance techniques PV (x, y, z) exploit the phase variations caused by RBCs motion

[98, 99]. The phase differences ΔΦ(x, y, z, t) between two consecutive measurements are calculated

and then used to estimate the phase variance over time.

PV (x, y, z) = 1

N −1
·

(N−2)·T∑
t=0

[
ΔΦ(x, y, z, t )−〈ΔΦ(x, y, z)〉]2 , (1.19)

where the sum is performed on N −1 acquisitions, as at least two subsequent phasors are necessary

to obtain the phase difference ΔΦ(x, y, z, t). As the phase is particularly sensitive to small motions

artefacts, conventional phase variance methods, as shown in equation 1.19 require an initial phase

bulk motion correction. An alternative method presented by Vakoc et al. [63] uses circular statistics and

performs the variance operation along the spatial dimension to cancel the effect of bulk axial motion.

As the axial motion will affect each phase difference along depth with the same phase offset, it will not

influence the variance. Moreover, their implementation of phase-variance weights the phase difference

by the local OCT amplitude to alleviate the impact of the high phase noise of low scattering regions.

Finally, field-based OCT angiography protocols A(x, y, z) use the overall phasor and act as a high-

pass temporal filtering on the complex OCT signal timetraces [95, 94, 100]. These techniques are

sensitive to fluctuations originating from both the intensity and the phase. A typical implementation of

the high-pass filtering operation is through a complex subtraction over different temporal acquisitions,
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as shown here:

A(x, y, z) = 1

N
·

(N−1)·T∑
t=0

|i (x, y, z, t +T )− i (x, y, z, t )|2 (1.20)

Similarly to phase variance protocols, corrections for bulk motion artefacts are typically necessary

prior to performing the high-pass filtering. Although the performance of each protocol varies depend-

ing on the phase stability of the system, the sample fixation and other parameters, each technique has

its own advantages and disadvantages. Phase variance requires a good phase stability, but does not

require any additional normalization steps to account for the decrease in depth of the OCT intensity

and can be made insensitive to axial bulk phase motions. Conversely, and as will be discussed later, the

signal in the field-sensitive algorithms has been shown to reflect the concentration of moving particles,

which could be used as a measurement of relative hematocrit [101]. A lushness of variations of the

techniques presented in equations 1.18, 1.19 and 1.20 have been developed over the years, involving

different averaging methods (along the spatial [102], temporal [103] or spectral dimensions [104]),

normalization steps and more sophisticated filtering operations (e.g. temporal correlations) [93]. In

the journal articles presented in this thesis, angiograms were obtained using a complex subtraction

(field-based angiography) [95]. OCT angiography is an ever growing field and angiographic protocols

described above has been used in ophtalmology [105], oncology [63] and neuroscience to image and

quantify changes in the vascular bed throughout diseases [106].

OCT velocimetry

In addition to angiography, offering a mean to selective visualize vessels qualitatively, OCT can perform

velocimetric measurements of the speed of particles flowing through the focal volume. Over the past

decades, several different techniques have been developed to measure the velocity of blood in tissue in

a quantitative manner.

Doppler OCT

Doppler optical coherence tomography (DOCT) [91] can perform spatially resolved velocity measure-

ments by exploiting the Doppler shift of the light back-scattered by moving scatterers (Fig. 1.5(a)). To

illustrate the calculation of the velocity, let’s consider the effect of a mirror moving on the interferogram

over time I (k, t ). By simplifying the expression of I (k) from Eq. 1.8 and adding a time-varying position

of the mirror in the sample arm z(t ) with a refractive index n, we obtain:

I (k, t ) = S(k) ·cos(2 ·k ·n · z(t )) (1.21)

By replacing z(t ) = z0 +δz(t ) = z0 + vz · t :

I (k, t ) = S(k) ·cos(2 ·k ·n · (z0 + vz · t )) (1.22)

= S(k) ·cos(2 ·k ·n · z0 +n ·ωz · t ), (1.23)
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where vz is the axial speed of the sample mirror, z0 is its initial axial position and ωz = 2 · vz ·k is the

beating frequency (also called Doppler beating). Equation 1.24 highlights the time-dependency of

the fringes of the spectrum and shows that moving the axial position of the sample’s mirror with a

constant speed will cause the modulation frequency of the interferogram to change linearly in time.

Alternatively, if the OCT signal i (z, t ) is viewed as a complex phasor, the effect of a moving the mirror

along the optical axis with constant speed will result in a rotation of the phasor in the complex plane

with an angular speed given by the Doppler beating ωz .

By acquiring multiple interferograms in time, it is possible to deduce the axial speed of the mirror

by extracting the phase difference between the different acquisitions. At time t = t0 +T , where T is the

time lag between two acquisitions, the interferogram will become:

I (k, t | t = t0 +T ) = S(k) ·cos(2 ·k ·n · z0 +n ·ωz · (t0 +T )) (1.24)

= S(k) ·cos(2 ·k ·n · z0 +n ·ωz · t0 +Δφ)) (1.25)

Where Δφ is the phase difference between the two acquisitions, and if extracted, can be used to

calculate the speed as follows:

Δφ= n ·ωz ·T = 2 ·n · vz ·k ·T = vz ·T · 4 ·π ·n

λ
, (1.26)

where λ is the central wavelength of the source. Extracting the velocity from the phase difference Δφ

can be performed through various means, e.g. by using a Kasai estimator [66] or by using an auto-

correlation algorithm [107]. Another way of calculating the speed of the mirror vz is to calculate the

Doppler frequency spectrum of the interferogram by means of a Fourier transform along the temporal

dimension (Fig. 1.4(d) and (e)). The mean frequency of this temporal frequency spectrum will then be:

fz = ωz ·n

2 ·π = 2 · vz ·k ·n

2 ·π = n ·k

π
· vz (1.27)

This method, termed joint Spectral and Time-Domain OCT (jSTdOCT) was developed by Szkul-

mowski et al. and applied to quantify axial flow in the retina [108]. Overall, the jSTdOCT formalism

requires two independent Fourier transforms along the spectral and temporal dimensions to obtain

depth-resolved Doppler spectras of the sample. The mean frequency fz is then estimated either through

the maximum [108] of the Doppler spectrum or through circular statistics [109]. As will be shown in the

next section, this additional Fourier transform will be required to estimate the total velocity of blood.

Quantitative blood flow OCT

In biological tissue and especially in the cerebral cortex, a large portion of the vascular network is

oriented parallel to the tissue surface and therefore perpendicularly to the optical axis [110]. As shown

in Fig. 1.5(b), the axial velocity component of moving RBCs in these vessels will be null (or very low)

and will ultimately not be measurable with DOCT [93]. Moreover, to obtain an estimation of the

absolute blood velocity (amplitude of the total velocity vector), a measurement of the orientation of

the vessels is necessary [111]. Although modifications can be made to the optical system to measure
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almost directly the absolute velocity (i.e. through three-beams configurations [112]) and algorithms

have been developed for angular correction [111, 113], these strategies involve either cumbersome

post-processing steps or complex imaging systems. Interestingly, the lateral component of the velocity

vector (i.e. in the plane of imaging) can be estimated by measuring the spread in the Doppler frequency

spectrum [84, 114, 115]. Conceptually, this can be explained by the fact that light impinging on the

moving scatterer and then back-scattered has a certain angular spread (dictated by the NA of the

objective) and will therefore probe different projections of the velocity vector of the moving particle,

as illustrated in Fig. 1.5(c) and (d). This angular spread will result in different Doppler shifts and

ultimately will widen the Doppler spectrum. Wavevectors at the edges of the angular spread will

therefore experience a Doppler shift reflecting a combination of the axial and lateral components

of the velocity vector, whereas wavevectors at the center of the angular spread (i.e. parallel to the

optical axis) will only be shifted by motion along the optical axis. Consequently, the illumination and

detection modes (which define the angular spread for the illumination and detection) will influence

the overall shape of the Doppler spectrum [109]. To account for this effect, Bouwens et al. derived

an analytical framework allowing to estimate the lateral and axial velocity components of moving

scatterers, taking into account the illumination and detection modes of the OCT system [109]. For an

extended-focus configuration, Bouwens et al. showed that the mean μ[ fD ] and the spread σ[ fD ] of the

Doppler frequency spectrum are related to the transverse and axial velocity projections, vt and vz , as

follows [109]:

μ[ fD ] ≈ n ·k0

π
· vz (1.28)

and

σ[ fD ] ≈ A

2
· n2 ·k2

0

4 ·π2 · f 2 · v2
t +

n2 ·k2
σ

π2 · v2
z , (1.29)

where n is the refractive index of tissue, k0 and kσ are the source’s central wavenumber and its standard

deviation respectively, f is the focal length of the objective and A is a parameter defined by the

illumination and detection modes. As expected, the axial velocity estimation presented in Eq. 1.28 is

identical to the result from the jSTdOCT algorithm of Eq. 1.27.

In practice, total blood flow measurements are performed by temporally oversampling each lateral

position (typically 32 to 64 time points per position). A timetrace of OCT signal is therefore obtained

for each voxel of the imaging volume which can be Fourier transformed to obtain a depth resolved

Doppler frequency spectrum (jSTdOCT method). Each spectra are then fit using a modified Gaussian

function from which the width and the frequency are finally extracted and converted into the lateral

and axial velocity projections, using Eq. 1.28 and 1.29. As such, measuring the mean frequency and

spread of the Doppler frequency spectrum enables retrieving the total velocity of blood, as illustrated

in Fig. 1.5 (f) and (g).

An alternative way of obtaining quantitative blood flow measurements was devised by Lee et al.

using concepts from dynamic light scattering [116]. Their technique, called dynamic light scattering

OCT (DLS-OCT) calculates and fits the autocorrelation function of OCT signal to obtain an estimation

of the axial and lateral projections of velocity and diffusion parameters. DLS-OCT was applied to
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calculate the velocity of blood in large vessels of the cortex of rats and to measure diffusion in neurons

[117].

velocity vector
axial velocity
component

optical axis optical axis

null
axial velocity
component!

velocity vector

optical axis

wavevector

velocity vector

optical axis

wavevector

perpendicular 
velocity

component

(a) (b)

(c) (d)

velocity vector

Figure 1.5 – Illustration of total blood flow estimation with Doppler OCT. (a) The axial velocity projection of RBCs
moving through vessels will cause the incident and reflected light to experience a Doppler shift. In cases where RBC
motion is parallel to the optical axis, light along the optical axis will not experience any Doppler shift (b). As such,
when the light’s wavevector is perpendicular to the velocity vector of RBCs, no Doppler shift will occur (c). However,
through the system’s NA, not all wavevectors will be parallel to the optical axis, such wavevectors will impinge at
different angles on RBCs and will therefore experience a Doppler shift even if the RBC flows perpendicularly to the
optical axis (d).

Capillary velocimetry

The vascular network is composed of several vessel calibers having very different flowing characteristics.

In capillaries, red blood cells typically flow at very low speeds (0.1 to 2 mm/s) and one by one [110], in a

discrete fashion, with sometimes very low linear hematocrits (very large time differences between each

red blood cells as shown in Fig. 1.6(a)). As mentioned previously, Doppler OCT measures the Doppler

beating ωz between light back-scattered from a moving erythrocyte and a static reference. In practice,

multiple time points are necessary to record this beating and calculate the velocity of the moving

scatterers (to either estimate the phase differences Δφ or the Doppler frequency spectrum accurately).

In the case of capillaries, the discrete nature of red blood cell flow can bias these measurements, as the

Doppler beating will be not measured in a continuous fashion (it will only be measurable when a red

blood cell flows through the focus). In view of these limitations, several different strategies have been

developed to measure the velocity of RBCs in capillaries. Lee et al. took advantage of this discrete RBC

flow to calculate the RBC linear density, speed and flux (number of RBC per second) [118]. As illustrated

in Fig. 1.6(b), their strategy is based on the observation that as RBCs flow one-by-one in capillaries, the
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OCT intensity would also be pseudo-discrete, i.e. showing peaks in intensity reflecting the passage of a

RBC (the plasma does not reflect any light, whereas RBC are highly reflecting particles). The technique

is similar to capillary velocimetric techniques used in 2PEF microscopy [55] (see 1.1.3), wherein vessels

are filled with a fluorescent dye and red blood cells appear as dark dots in the angiograms. If the

temporal and spatial sampling are sufficiently fine, the speed of the RBC can be derived from the

temporal extent of these intensity peaks in the timetraces [119], by assuming a fixed RBC diameter, as

shown in Fig. 1.6. In practice, each peak in the timetraces is fit with a Gaussian function with 3 free

parameters, the amplitude, spread and a constant offset. The speed of the RBC is then determined

through the ratio of the size of the RBC (and other optical parameters) and the spread of the fitted

Gaussian (in seconds). Ren et al. devised a similar strategy based on the observation of transients

in the phase of the Doppler OCT signal instead of the OCT intensity to detect the passage of RBCs

[120]. A slightly more invasive alternative, developed by Pan et al. [121], involves an injection of a

highly scattering contrast agent, e.g. intralipid, to make the scattering temporally constant even in

capillaries and thus render the Doppler beating continuous (Fig. 1.6(c)). Additionally, the intravenous

injection of intralipid also increases the contrast in angiograms and could also be used to quantify

other hemodynamic parameters, such as transit time distributions [122]. Alternatively, in an general

effort to make OCT angiography a quantitative tool, Choi et al. derived an analytical model of optical

micro-angiography (OMAG) [101], a field-based angiography technique (see 1.2.2), to characterize the

relationship between the OMAG signal and blood velocity and concentration. They demonstrated that

at low B-scan rates, the OMAG signal mainly reflects changes in concentration, whereas at very short

times between frames, the OMAG signal is driven both by the velocity and the concentration of the

moving scatterers. Finally, Tang et al. developed an optimized Doppler OCT protocol with a very dense

temporal oversampling (800 time samples per position) to account for the discrete RBC flow [123]. As

the PSF of OCT systems is typically of the size of capillaries or larger, the velocity measured might reflect

the contribution of both moving RBCs and static tissue in the same imaging volume (as illustrated in

Fig. 1.6(d) and (e)). To circumvent this potential bias, Tang et al. added a high-pass filtering step prior

to the estimation of the phase of the OCT signal, and then used a histogram to measure the RBC’s axial

velocity. Their technique was then used to obtain the axial velocity projection of RBC speed in the

entire cortical column of a mouse, by shifting the focus in depth.

1.2.3 Applications of OCT in brain imaging

Using the various tools defined above, OCT is increasingly being used to study brain structure and

function. An exhaustive review of every single paper involving OCT imaging to study the brain would

be out of the scope of this thesis, so we will focus on two main applications of interest: functional

hyperaemia and structural brain mapping.

Functional hyperaemia

As explained in the introduction, the energy consumption following neuronal firing is typically coun-

tered by a local increase in blood flow. Although fMRI and 2PEF have revolutionized our understanding

of these processes by shedding light on several aspects of the mechanisms underlying functional

hyperaemia, these techniques are limited by either the nature of their contrast (i.e. BOLD signal), by

their resolution, acquisition speeds or penetration depths.

OCT is an ideal tool to study functional hyperaemia, as the hemodynamic activity over an entire
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Figure 1.6 – Alternative velocimetric OCT metrics: (a) RBCs typically flow one-by-one in capillaries and will
produce an increase in the intensity of the OCT signal as they flow through the system’s focal volume (b). The
temporal width σRBC of these intensity peaks will provide information on the RBC speed. (c) To counter the
discrete nature of capillary flow and produce constant scattering in time, a scattering solution can be injected into
the blood stream. (d) As the resolution of OCT systems can be larger than the size of a capillary, the overall OCT
intensity will reflect the contribution from the static tissue and moving RBCs present within the image voxel. (e)
The frequency spectrum of the OCT signal will therefore contain a DC component, from the static scattering, and
an AC component caused by the dynamic scattering of the RBC.
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cortical depth can be monitored simultaneously through its high speed, minimal invasiveness and large

penetration depths. Using the concepts of OCT angiography illustrated in 1.2.2, Radhakrishnan et al.

devised a metric to estimate the concentration of RBC in blood [124]. Briefly, as mentioned previously,

the dynamic component of the OCT signal can be shown to reflect the concentration of moving

particles, i.e. red blood cells. However, similarly to the OCT signal itself, the dynamic component is

affected by other parameters, such as the OCT’s roll-off, the confocal gating and the attenuation of

light in depth. As both the static and dynamic components experience these properties identically,

normalizing the dynamic signal with the static component would result in a metric independent of the

system’s imaging parameters and reflecting only the concentration of RBCs. Alleviating the influence

of light attenuation on the dynamic signal is of tremendous importance as the latter has been shown

to increase during functional hyperaemia (by increases in blood volume at more superficial depths)

[125]. This change in attenuation will thus affect the OCT intensity at deeper layers, and will not

reflect the hemodynamic activity of the voxel of interest. Normalizing the dynamic signal thus provides

a depth-resolved metric of dynamic RBC content, unaffected by the activity of overlaying vascular

structures. Using this so-called dynamic RBC concentration metric in combination with RBC capillary

velocimetry, Srinivasan et al. investigated the laminar characteristics of blood flow dynamics during

functional hyperaemia [126]. Similarly to results obtained in fMRI, OCT angiography revealed that the

strongest and fastest rise in blood flow occurred in layer IV of the cortex [12], followed later by the rest

of the layers. Moreover, they observed a temporal mismatch between the dynamics of RBC content and

RBC speed (which can be thought of a mismatch between CBV and CBF).

Using a similar metric, termed statistical intensity variation (SIV) [127], and a segmentation of the

vascular network, Lee et al. analysed the hemodynamic activity of a large region of the microvascular

network [128]. Recent studies by Rasmussen et al. have highlighted the importance of flow pattern

distributions of the microvascular network in dealing with oxygen delivery [129]. More specifically,

increasing the variance in the transit time of blood through the capillary network results in a more

efficient delivery of oxygen to tissue. In view of these results, Lee et al. imaged the hemodynamic

response of a large capillary bed [128], performed a segmentation to obtain a hemodynamic time

trace per capillary segment and analysed the variance of the signal across the different vessels. Their

investigation revealed an increase in the variance in the hemodynamic activity of the vascular network

prior to the rise of blood flow caused by the neural activity. This observation hints to the existence of

an active flow regulation system at the capillary level, e.g. through pericytes [130, 131]. Overall, these

studies highlight the suitability of OCT as a high resolution counterpart of fMRI, enabling capturing at

high acquisiton rates hemodynamic processes occuring at the capillary level. Moreover, the abundant

tools devised for OCT (some of which were presented in 1.2.2) provide the opportunity to capture and

separate the different hemodynamic contributions to functional hyperaemia and delineate alterations

in the neurovascular coupling caused by diseases [132].

Structural brain mapping

In parallel to efforts in providing functional maps of the brain, there has been a growing interest

in performing large scale histology of human and rodent brains, in an attempt to match structure

with function and unveil morphological alterations caused by neurodegenerative diseases. Several

optical techniques have been adapted to perform whole-brain histological imaging [133], such as

wide-field fluorescence imaging and two-photon microscopy [134], by coupling the optical system to a

23



Chapter 1. Background and thesis objectives

mechanised tissue slicer, i.e. a vibratome. Although serial wide-field fluorescence-based techniques

provide specificity and enable distinguishing between several cell types and tissue structures, obtaining

three-dimensional high resolution images requires very thin tissue slices [133], which can create

severe distortions in tissue. Two-photon microscopy relaxes this constraint through its axial sectioning

capabilities and its penetration depth of a few hundreds of microns, which can be further increased

using tissue clearing techniques [135]. However, scanning the two-photon excitation beam across the

lateral and axial dimensions can result in extremely long acquisitions times. Overall, the combined

effects of chemical alterations caused by the clearing, staining and tissue dehydration and physical

distortions from the slicing can encumber attempts at registrating and validating these results with

other modalities (such as MRI or standard histology) [136].

In view of these technical limitations, OCT can provide an interesting alternative for structural

brain imaging. Through its depth multiplexing capabilities, OCT can decrease the overall acquisition

times compared to confocal and two-photon microscopy. Moreover, as large penetration depths

can be reached with OCT in the infrared spectral range (up to ∼1.5 mm in brain tissue [83]), thicker

tissue slices can be cut, resulting in less physical distortions. Finally, OCT is a label-free imaging

technique and does not require tissue staining. This latter point implies that OCT does not provide

the specificity of fluorescence imaging, however, as described earlier, the back-scattering properties of

tissue can offer an intrinsic contrast, enabling identifying myelinated axons and neurons. Moreover, a

plethora of additional tools can be used to discriminate between brain structures and provide additional

functional information [137, 138, 139, 140, 141]. The attenuation coefficient of light in brain images

has been shown to enable differentiating between different brain regions, typically between white

and grey matter, and provides a contrast similar to Nissl staining [136]. Fibers also provide a different

reflectivity depending on their orientation and can therefore be tracked [138]. Moreover, combining

these metrics and polarization sensitive OCT, Wang et al. were able to perform structure tensor imaging

(similarly to diffusion tensor MRI) to map the orientation of myelinated fibers, with the goal of providing

connectome information at high microscopic resolution [137, 141].

1.3 Thesis objectives

The overall aim of this thesis is to present extended-focus optical coherence tomography and mi-

croscopy as valuable tools for studying cerebral structure and function. Despite the increasing interest

for OCT in brain applications, fundamental technical limitations, such as the loss of lateral resolution

in depth, hamper the efficacy of the technique and lead to long measurement times and potential inac-

curacies in functional measurements. As such, this thesis focuses on presenting novel implementations

of xf-OCT and xf-OCM for specific applications, i.e. high-resolution imaging, functional imaging of

cerebral reactivity and deep cortical imaging.

The second chapter of this thesis focuses on demonstrating the capabilities of extended-focus OCM

for functional imaging, motivated by an effort to translate some of the statistical tools devised for fMRI

into microscopic brain imaging and measure quantitative velocity changes occurring in the brain. The

total blood velocity ability of OCT, along with the depth extension advantage of xf-OCM, were used to

track the stimuli-evoked velocity changes occurring in cortical vessels during functional hyperaemia.

Neuronal activation was obtained through an electrical stimulation of the hind paw of a mouse placed

under the microscope. After having acquired these velocity timetraces, a powerful statistical framework
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of fMRI, called the general linear model (GLM), was applied to highlight the level of correlation between

the recorded vascular activity and the stimulation paradigm, resulting in capillary-level, depth-resolved

statistical parametric maps of vascular reactivity.

Two main trends currently dictate the development of novel OCT systems for brain imaging, high

resolution and deep tissue penetration. Efforts in high resolution imaging are primarily driven by the

desire to understand brain function at the cellular level. In view of this, the third chapter presents

a novel high-resolution extended-focus OCM system combining a high NA objective with a large

bandwidth spectrum centred in the visible wavelength range, termed visOCM. As will be described in

Chapter 3, the visOCM system possesses a lateral resolution of 0.4 μm maintained over 40 μm in depth,

and an axial resolution of 0.69 μm. Obtaining such characteristics required devising strategies for

finely balancing the dispersion in the system, which are discussed in the journal article. The system’s

compatibility for brain mapping was assessed by imaging fixed brain slices of healthy and alzheimeric

mice.

Chapter 4 is a direct extension of the work on the visOCM, where the system was modified to

perform in-vivo imaging of cortical structures. The resolution of the system was reduced to obtain a

depth of field matching the penetration depth of light in cortical tissue. Through the high resolution

and increased contrast offered by the visible illumination spectrum, several features could be visualized

in the first layers of the cortex, such as myelinated axons, capillary vessels and even layer II/III neurons,

in-vivo.

The fifth chapter of this thesis treats the second major trend in OCT for brain applications: deep

tissue imaging. Studying cortical function requires imaging throughout the entire depth of the cortex

(i.e. ∼ 1-1.5 mm in mice). To this end, novel OCT systems have been designed operating at longer central

wavelength illumination (1.3 μm and beyond) or using novel sources, limiting the impact of system

parameters, such as roll-off. Despite these efforts, xf-OCM systems designed for brain applications still

operate at short central wavelengths and thus are limited in penetration depth. Chapter 5 presents

a novel xf-OCT optimized for deep cortical imaging. It combines the larger penetration capabilities

of light in the infrared spectral range (1.3 μm) with the diffraction-less properties of Bessel beams to

provide capillary-level imaging over the entire cortical depth. As sources in this wavelength range

typically offer little power relative to typical sources used for xf-OCM imaging at 800 nm, the design of

this novel system was optimized to minimize power losses and improve the illumination’s efficiency.

Finally, chapter 6 presents a few images that were obtained throughout this thesis that were unfor-

tunately never published.
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2 Imaging of functional hyperaemia

with extended-focus OCM

MAPPING OF BRAIN FUNCTION involves recording changes in neuronal and/or cerebral vascular

activity occurring during the execution of a given task (e.g. grabbing task) or during a specific stimula-

tion protocols (e.g. visual, auditory, olfactory etc. . . ), in a minimally-invasive fashion. Such paradigms

have revealed the presence of salient features of the functional organisation of the brain, such as the

retinotopic [142, 143] and tonotopic [144] organisations of the human visual and auditory cortices

respectively. Although neuronal activity provides ground-truth mapping of cerebral function, non-

invasive electrophysiological methods such as EEG have very low spatial resolutions and are limited

to two-dimensional projections. Alternatively, as neuronal processing is typically accompanied by

local changes in blood flow, volume and oxygenation, hemodynamic measurements can provide a

proxy for cerebral activity. Brain mapping with MRI relies on these local changes in blood oxygenation

and cerebral blood volume to map regions involved in the processing of sensory or cognitive infor-

mation [145]. Over the past decades, powerful processing tools have been devised to extract these

subtle hemodynamic changes and locate regions of increased neuronal activity [146]. The statistical

parametric mapping (SPM) framework encompasses pre-processing steps for image normalization

and registration of fMRI data and statistical tools to analyse and identify voxels with increased activity

related to the task or stimulation protocol [146]. This latter analysis is typically performed using the

general linear model (GLM), wherein the voxel’s activity is modelled as a linear combination of a set

of regressors including hemodynamic changes and additional components (e.g. non-task-related

signal drifts, changes in field strength, . . . ). The primary regressor used in GLM models the change of

BOLD signal during the stimulation presentation period of the experiment’s protocol. In practice, this

regressor is obtained by convolving a so-called hemodynamic response function (HRF) with a binary

representation of the experimental paradigm N (t ), whose value is 0 and 1 when the stimulation is off

and on, respectively (boxcar function).

N (t ) =
⎧⎨
⎩1, if tst i mst ar t < t < tst i mend

0, otherwise,
(2.1)

where tst i mst ar t and tst i mend are the start and end times of the stimulation presentation, respectively.

Under assumptions of linearity, the HRF can be viewed as the impulse hemodynamic response of the
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brain, i.e. the BOLD response measured for an extremely short stimulation event. For BOLD fMRI, the

HRF shows a rapid initial rise, followed by a prolonged decay, as shown in Fig. 2.1(a), and is typically

obtained using a Gamma function:

HRF (t ;T0,n,λ) = (t −T0)n−1

λn · (n −1)!
·e−

t−T0
λ , (2.2)

where T0 characterizes the time delay between the stimulation onset and the BOLD response, and

n and λ determine its overall shape. Alternatively, modelling more complex characteristics of the

BOLD response, as the initial dip or post-stimulus undershoot, can be achieved through a difference

of Gamma functions, instead of a single function. The first regressor X1(t) is therefore obtained by

convolving HRF (t ) with N (t ):

X1(t ) = HRF (t )⊗N (t ), (2.3)

where ⊗ denotes the convolution operator. An illustration of the result of this operation is shown in Fig.

2.1(b).
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Figure 2.1 – Illustration of the general linear model: (a) The hemodynamic response function is modelled as a fast
rise of signal followed by a slow decay. It can be viewed as the impulse hemodynamic response to neural activity.
(b) As such, to predict the evoked BOLD response measured during the execution of a task X1(t ) (orange curve),
the HRF is convolved with the stimulation paradigm N (t ), shown in blue.

Additional regressors Xi (t ) can be added to the regressor set X = [X1(t ), X2(t ), . . . , XN (t )] to model

more complex response dynamics (e.g. such as time lags and spreads, through the first and second

temporal derivatives of the HRF (t )) or to account for system parameters (DC component of signal, field

strength drift, . . . ). The BOLD activity of a single voxel y(t ) is then modelled as a linear combination of
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the regressors and a noise component ε(t ):

y(t ) =
N∑

i=1

(
Xi (t ) ·βi

)+ε(t ), (2.4)

where βi is the weight corresponding to the regressor Xi (t ) and its estimate β̂i is obtained by minimiz-

ing the least squares error between the estimated ŷ(t) and the measured timetrace y(t). Ultimately,

the estimated factor β̂1 scaling the HRF (t) will reflect the contribution of the modelled change of

BOLD signal caused by the stimulation to the overall signal ŷ(t) (provided there aren’t any sponta-

neous fluctuations time-locked with the stimulation paradigm). The statistical significance of β̂1 is

then determined through hypothesis testing, wherein the hypothesis that β̂1 = 0 is assessed (i.e. the

interrogated voxel shows no task-related activation). Applying this inference testing on each voxel of

the fMRI data provides p-value maps (p-values resulting from each individual test), or the so-called

statistical parametric maps over the entire brain.

As mentioned in chapter 1, the resolution of fMRI is spatially limited to a few hundreds of microns

and questions relating to the specificity of the BOLD response to neuronal activity remain unanswered.

As such, capturing hemodynamic fluctuations of specific vessel calibres, such as capillaries, in response

to neuronal activity is currently unattainable with MRI. In view of this limitation, several studies have

used high resolution imaging techniques, such as 2PEF and OCT to shed light on the contribution of the

different elements of the neurovascular coupling. For instance, Lindvere et al. used 2PEF to evaluate

changes in capillary diameters following neuronal activation in the rat brain [147] whereas Srinivasan

et al. employed OCT angiography to characterize the laminar behaviour of the hemodynamic response

of capillaries [126], as previously observed in ultra-high resolution fMRI [12]. Although these studies,

amongst others, have contributed to an overall deepening of our understanding of the neurovascular

unit and its function, a gap remains between fMRI techology and processing tools and high-resolution

imaging. The goal of the journal article presented in this chapter is therefore to show an application

and adaptation of statistical parametric mapping for studying cortical activation at the capillary level

using xf-OCM. Using the capabilities of OCT for total flow imaging, we captured quantitative changes

in blood velocity occurring during functional hyperaemia in different vascular compartments at a very

high-resolution (∼ 2μm), and fit them through a GLM framework modelling the rise of blood velocity

during cortical activation.
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2.1 Journal article

Published in: Biomedical Optics Express, 2017 Jan 1; 8(1):1-15.

Statistical parametric mapping of stimuli evoked
changes in total blood flow velocity in the mouse
cortex obtained with extended-focus optical co-
herence microscopy

Paul J. Marchand,1 Arno Bouwens,1 Tristan Bolmont,1 Vincent K. Shamaei,1 David Nguyen,1 Daniel

Szlag,1 Jérôme Extermann 1 and Theo Lasser1

1 Laboratoire d’Optique Biomédicale, Institute of Microengineering, School of Engineering, École Polytechnique

Fédérale de Lausanne (EPFL), CH1015 Lausanne, Switzerland

Functional magnetic resonance (fMRI) imaging is the current gold-standard in neuroimaging. fMRI

exploits local changes in blood oxygenation to map neuronal activity over the entire brain. How-

ever, its spatial resolution is currently limited to a few hundreds of microns. Here we use extended-

focus optical coherence microscopy (xfOCM) to quantitatively measure changes in blood flow ve-

locity during functional hyperaemia at high spatio-temporal resolution in the somatosensory cor-

tex of mice. As optical coherence microscopy acquires hundreds of depth slices simultaneously,

blood flow velocity measurements can be performed over several vessels in parallel. We present the

proof-of-principle of an optimised statistical parametric mapping framework to analyse quantita-

tive blood flow timetraces acquired with xfOCM using the general linear model. We demonstrate

the feasibility of generating maps of cortical hemodynamic reactivity at the capillary level with

optical coherence microscopy. To validate our method, we exploited 3 stimulation paradigms, cov-

ering different temporal dynamics and stimulated limbs, and demonstrated its repeatability over

2 trials, separated by a week.

2.1.1 Introduction

Over the past decades, functional magnetic resonance imaging (fMRI) has revolutionised our under-

standing of brain function through its ability to probe neuronal activity throughout the entire human

brain. Alongside the evolution of fMRI technology, powerful statistical tools such as statistical paramet-

ric mapping (SPM) have been tailored to provide comprehensive measures of cerebral activity[146].

While fMRI can provide whole-brain imaging, its resolution is currently limited to a few hundred

microns. In contrast, optical microscopy favours an increased resolution over a limited field of view,

and is able to investigate stimuli-evoked changes at the cellular level. Recently, Lindvere et al. used

two-photon microscopy (TPM) to study and map capillary reactivity in the rat brain by imaging changes

in capillary diameter during functional stimulation[147]. Nevertheless, measuring changes in red blood

cell (RBC) velocity over several vessels with TPM, as opposed to changes in microvascular network

geometry, requires more intricate scan patterns and would result in very long acquisition times (> 2

hours).

30



Jo
u

rn
al

article

2.1. Journal article

Optical coherence microscopy [61] (OCM), being an interferometric imaging technique, is sensitive

to the Doppler frequency shift of light scattered off moving red blood cells. This Doppler shift can

be exploited to obtain both qualitative and quantitative measurements of blood flow. Moreover, as

three-dimensional images can be obtained through a two-dimensional raster scan, OCM is a promising

technique for red blood cell velocity measurements as it can acquire volumetric flow images at a

fast acquisition rate (< 5 minutes). To date, both the quantitative and qualitative imaging modalities

have been demonstrated in a wide variety of applications, including in cerebral blood flow imaging.

Interestingly, Srinivasan et al. have shown that OCM is a useful tool to study the neurovascular coupling

[66, 126]. Alternative techniques, based on fluctuations of the backscattering have been devised to

capture hemodynamic parameters: Lee et al. exploited the increased scattering occuring by the passage

of a red blood cell through the focus to measure red blood cell flux, speed and linear density [117, 127].

Additionnally, Srinivasan et al. have related the power of the dynamic component of the acquired signal

to red blood cell content [126].

Classical OCM, however, suffers from a trade-off between lateral resolution and axial field-of-

view. Indeed, at lateral resolutions on the order of 1 μm, the axial depth-of-field is limited to ∼5 μm.

Consequently, OCM systems either have low lateral resolution (∼10 μm), or require a 3D raster scan

to be performed. Extended-focus OCM [73] (xfOCM) was developed specifically to overcome this

limitation; it allows acquiring 3D images with the high resolution and axial field-of-view of two-photon

microscopy, at the acquisition speed of OCM (<4 seconds per structural volume). Moreover, our

group has recently derived a general theoretical model allowing for quantitative measurements of the

axial and lateral velocity components of blood flow [148] and has proven its applicability in imaging

cerebral blood flow in the mouse cortex [109]. Briefly, the method is an extension of traditional Doppler

techniques and relates the mean and spread of the Doppler spectrum to the axial and lateral velocity

components of the scatterers passing through the focus.

Here we present as a proof-of-concept, the first application, to our knowledge, of statistical paramet-

ric mapping tools to total blood velocity measurements in the mouse cortex using xfOCM (SPM-OCM),

generating depth resolved maps of hemodynamic reactivity at the capillary level. Furthermore, we

show that our method is compatible with longitudinal studies, which we demonstrate by repeated

monitoring of the same animal and brain region over time.

2.1.2 Materials and Methods

Extended-focus Optical Coherence Microscopy:

The xfOCM set-up was optimised to measure changes in total blood flow velocity in cortical vasculature

and its lay-out has been presented in detail in Ref.[75]. The optical system combines a Bessel-mode

illumination with a Gaussian-mode detection, to obtain a constant lateral resolution over an extended

depth of focus, while maintaining a good detection sensitivity. The xfOCM system combines a 10X, NA

= 0.3 Zeiss Neofluar objective and a broadband Ti-Sa laser (Femtolasers) centred at λ0= 780 nm with a

bandwidth ofΔλ= 120 nm, providing an axial resolution of 2.5 μm in tissue and a lateral resolution of

1.3 μm maintained over 400 μm in depth. The interference pattern between the light originating from

the sample and the reference arm is recorded by a spectrometer comprised of a high-speed line camera

(Basler Sprint spL4096-140km) with a sensitivity > 90 dB.
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Table 2.1 – Summary of the 3 stimulation protocols used for the proof-of-principle of SPM-OCM

Protocol Current [mA] Limb Timings (Baseline - Stimulation - Rest)
Pr1 1.5 - 2 Hindpaw 3 s - 3 s - 19 s
Pr2 1.5 Hindpaw 80 s - 20 s - 140 s
Pr3 1.5 Forepaw 80 s - 20 s - 140 s

Localization of the activation area using Optical Intrinsic Signal Imaging:

To localise the area of response in the somatosensory cortex to the electrical stimulation, the xfOCM

platform was augmented with a collinear optical instrinsic signal (OIS) imaging module with an

illumination ring of red LEDs (λ= 660 nm, Sloan AG), as depicted in Fig. 2.2(a). Prior to the xfOCM

blood flow imaging, an initial stimulation protocol was performed during OIS acquisition, consisting

of 3 seconds of rest, 3 seconds of stimulation at 1.5 mA and 3 seconds of rest. Each trial is repeated 10

times with an intertrial time of ∼10 seconds. The area of response was then recovered by analysing

changes in the reflectance of the red light during stimulation.

Animal Preparation:

All experiments were carried out in accordance to the Swiss legislation on animal experimentation

(LPA and OPAn). The protocol (VD 2526) was approved by the cantonal veterinary authority of the

canton de Vaud, Switzerland (SCAV, Département de la sécurité et de l’environnement, Service de

la consommation et des affaires vétérinaires) based on the recommendations issued by the regional

ethical committee (i.e. the State Committee for animal experiments of canton de Vaud) and are in-

line with the 3Rs and follow the ARRIVE guidelines. Optical access to the somatosensory cortex was

obtained through a 4 mm open-skull optical window on C57BL/6 mice (8 months old, both male and

female, n = 3) anaesthetised with a mixture of Ketamine/Xylazine (80-100 mg/kg, i.p.). When removing

the excised skull, care was taken not to puncture the dura. The exposed brain was sealed with a 4 mm

circular glass coverslip using dental cement. A custom-made head fixation ring was then mounted

on the skull with dental cement, to minimize motion artefacts during imaging and facilitate image

localization between imaging sessions [54]. After surgery, the animals were allowed to rest for at least

one week. Prior to imaging, the mice were anaesthetised using the same cocktail of Ketamine/Xylazine

and then transferred to the xfOCM platform and secured through a head fixation platform. The power

at the sample used throughout the imaging sessions was ∼ 7 mW.

Electrical Stimulation:

Electrical stimulation was performed by inserting a pair of electrodes (Grass Technologies) subcu-

taneously in either the fore- or hindpaw of the animals. Pulses of 300 μs at 3 Hz were delivered at

currents ranging from 1.5 to 2 mA. To validate our technique, we tested 3 different stimulation protocols

(summarised in Table 2.1), including 2 different stimulation lengths (short and long) and different

stimulated limbs.
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2.1.3 Results:

Statistical Parametric Mapping Optical Coherence Microscopy pipeline:

With the area of response to the electrical stimulation localised through OIS imaging, an OCM an-

giogram was acquired over a subregion of the activated area. As depicted in Fig. 2.2(b), the angiogram

acquisition protocol consisted in sampling each transverse position multiple times (here 3 B-scans, i.e.

yz-slices) at a line-rate of 70 kHz. The vasculature was then revealed by suppressing the static com-

ponent of the OCM signal over these multiple acquisitions, i.e. high-pass filtering along the slow-axis

[95]. The resulting en-face angiogram image’s size was 512 × 1’536 pixels corresponding to an area of

800 μm × 800 μm. From the angiogram, we split the region of interest into several lateral positions,

depicted as yellow dashed lines in Fig. 2.3(a), Fig. 2.4(b), Fig. 2.5(a) and Fig. 2.5(e). This splitting

allowed maintaining a sufficiently high temporal resolution (of 1 second per quantitative blood flow

B-scan acquisition), whilst covering a sufficiently large portion of the activated area. At these selected

lateral positions, we then acquired total blood flow traces (Fig. 2.3(b)) to quantitatively capture changes

in blood velocity caused by neuronal activity. Blood flow quantification was performed using a method

inspired on Doppler ultrasound imaging recently developed by our group [148]. In this method, the

axial and lateral components of the velocity of moving scatterers are calculated at each image voxel

from the mean and width of the local Doppler spectrum measured by xfOCM (as demonstrated in

Fig. 2.2(e) and (f)). In order to measure the local Doppler spectrum, a time series of the xfOCM signal

was acquired by oversampling 32 times along the fast scan axis at a line rate of 20 kHz. The Doppler

spectrum for each voxel of the imaged volume was then obtained through a Fourier transform of these

time series over the temporal dimension. As described previously [148], the Doppler Spectrum was

then fit to a modified Gaussian function, from which the mean and width allowed estimating the axial

and lateral velocity projections through equations (1) and (2) provided in the work of Bouwens et al.

[109]. Table 2.2 summarizes the imaging protocols used here with their respective parameters.

In contrast to fMRI data, where the activity of a voxel typically reflects the sum of several different

hemodynamic sources (arteries, venules, capillaries, etc.), OCM angiograms can resolve down to the

smallest capillaries. A portion of the voxels of the OCM data will therefore not belong to vascular

components and thus will not reflect any hemodynamic activity. To focus our SPM analysis only on

voxels belonging to the vasculature, we proceeded to segment our OCM angiograms (Fig. 2.3(c) and

(d)): the vessels’ cross-sections were manually segmented from the angiographic measurements using

a custom made MATLAB interface. In OCM-based blood flow measurements, vessels are typically

accompanied by tails or shadows caused by multiple scattering. To avoid biased measurements, any

vessels lying in these shadows were excluded from further analysis. Total blood velocity time traces

were then obtained by averaging over the cross-section of the segmented vessel. Finally, the time traces

were then temporally smoothened through a causal sliding window (support size of 2 and 3 seconds

for the short and long protocols respectively) and averaged over the different trials (10 for the short

protocol). The effective temporal resolution of both protocols is thus 2 and 3 seconds for the short and

long protocols respectively.

General Linear Model fitting of quantitative blood flow velocity timetraces:

Maps of stimuli-evoked hemodynamic activity were obtained by applying a general linear model [146]

(GLM) analysis to the aforementioned timetraces. Briefly, the GLM models a timetrace y as a linear
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Figure 2.2 – The xfOCM set-up was augmented with an OIS imaging module and an LED ring to localise the area
of maximal response to stimulation (a). Two individual computers controlled the xfOCM and the OIS detection
respectively and were both connected to a Pulse Stimulator to deliver the electrical pulses to the limb of interest.
OCM angiograms, as shown in (d), were obtained by acquiring 3 passes along the slow axis at each lateral position
(b). In contrast, total flow velocity images, as depicted in tile (e), were obtained by oversampling 32 times along the
fast axis (c). During the functional imaging, the total blood flow velocity protocol was applied at selected lateral
positions (highlighted by the red arrow in (c) and by yellow dashed line in the following figures) instead of all
over the lateral field of view to increase the temporal resolution of the acquisitions. The differences between total
flow and axial flow images are portrayed in tiles (e) & (f) respectively, where the orientation of the vessel leads to
discontinuities and speed reversal in the axial but not in the total flow image. Moreover, the range of velocities
between both tiles is also different, as in (e) the magnitude of the total velocity vector is shown whereas only the
magnitude of its projection along the optical axis is shown in (f). Scalebars: 200 μm.

Table 2.2 – Summary of the acquisition protocols used for the proof-of-principle of SPM-OCM

Protocol Full Angiogram Total Blood Flow Slice
# A-scans (fast axis × slow axis) 512 × 1’536 16’384 × 1
Area Covered 800 μm × 800 μm 800 μm line
Acquisition Speed 70 kHz 20 kHz
Acquisition Time 12s 1s
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Figure 2.3 – SPM-OCM protocol: An angiogram (a) is first acquired on the area of response previously localised
using OIS imaging. At a selected lateral position (highlighted by the yellow dashed line in a), an acquisition of
total blood flow during the electrical stimulation is performed (b). Subsequently, an angiogram is acquired at the
same location for segmentation purposes (c). The vessels in the selected angiogram are segmented manually via a
MATLAB interface (d) and the total blood flow timetraces of each individual segmented vessel are isolated and
smoothed temporally. Finally, a GLM analysis, using a design matrix (example for the short stimulation paradigm
shown in (f)), is performed on each timetrace and leads to a p-value map, displaying the vessel’s reactivity (e).
The design matrix used in the GLM analyses comprised the velocity response regressor h, its derivative dh/dt, a
baseline flow value CBFv0 and a drift component (f). An illustration of the results obtained by the GLM analysis
is displayed in tile (g), showing that the p-value obtained by the regression is sensitive to the noise in the data,
pointed by the arrows. Scalebars: 100 μm.
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combination of a basis of regressors X and an additive noise component ε, as shown in the following

equation:

y = X

⎡
⎢⎢⎢⎢⎢⎣

β1

β2

...

βn

⎤
⎥⎥⎥⎥⎥⎦+ε (2.5)

The factors β, scaling the different regressors, are then estimated so as to minimise the sum of

square errors between the measured and estimated y . To model the hemodynamic timetraces acquired

using xfOCM, the matrix X, also termed design matrix, comprised a set of regressors including a velocity

response regressor, its temporal derivative, a linear slope and a constant term (Fig. 2.3(f)). The velocity

response regressor models the increase of blood flow velocity caused by the local neuronal activation,

whereas its derivative accounts for the time lag between the onset of the stimulation and the response

[146]. The linear slope component accounts for potential post-stimulus physiological noise. In practice,

the velocity response regressor is obtained by convolving a hemodynamic response function (HRF) to

the electrical stimulation paradigm. The HRF represents the impulse response of the cerebrovascular

system, i.e. the vascular response caused by an infinitely short stimulus and is typically modelled by

a gamma function. In fMRI SPM analysis, the HRF is a difference of two shifted gamma functions to

account for the first peak in the BOLD response and its undershoot. In the blood flow velocity traces

acquired with our approach, however, no evidence was found for the existence of such a dip. Hence,

the HRFs used here consisted of a single gamma function:

HRF = (t −T0)n−1 · e
(−t +T0 )/λ

(n −1)! ·λn (2.6)

where T0, n and λ are parameters controlling both the delay and the width of the response. For each

dataset (i.e. animal/trial), the parameters of the HRF were estimated through a series of independent

GLM analyses on the mean of the timetraces in the dataset using different HRFs, obtained by convolving

gamma functions with varying parameters to the stimulus paradigm. The gamma function leading

to the minimal difference of sum of square errors (lowest p-value), was then used as the HRF for the

corresponding dataset (animal/trial). Interestingly, the HRFs obtained for each individual animal/trial

showed a high level of consistency: out of the 5 estimated HRFs, only the one of the short stimulus of

animal 3 differed.

To infer which vessels responded to the electrical stimulus, a hypothesis-testing step was performed

to assess whether the parameter β1 (scaling factor for the velocity response regressor) is different from

zero. If the null hypothesis is rejected, i.e. β1 is significantly different from zero, one can assert that

the hemodynamic response function models the data, and thus that the selected vessel responded to

the electrical stimulation. As shown in Fig. 2.3(e), by performing GLM analyses on each segmented

vessel of the acquired volume, we generated p-value maps, where the vessels with the lowest p-value

seemingly showed an activity which correlated the most to the electrical stimulation. The GLM is

ultimately a regression technique, the p-value score will reflect how well the different regressors model

the acquired data. As such, the technique is sensitive to noise that is not accounted for by the regressors.
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This phenomenon is illustrated in Fig. 2.2(g), where different timetraces and their fits are shown (in

blue and dashed red respectively). Physiological noise, pointed by the arrows in the third and last plot

from the top, increases tremendously the p-value and could ultimately make the fit not statistically

significant.

The familywise error rate was controlled through a Bonferroni correction with the number of time

traces using an initial significance level α = 0.05 (segmented vessel compartment).

Additionally, we grouped each vessel in 3 different caliber categories : arteries, capillaries and veins,

which were identified by tracing them to larger known vessels or by analysing the speed direction in

penetrating vessels through their axial velocity component. We then analysed the average timetraces

for each groups, and calculated the relative changes in blood flow velocity from the baseline values.

Stimuli-evoked activity maps using statistical parametric mapping OCM:

We tested our SPM-OCM procedure on 3 animals and 3 stimulation paradigms (see Table 2.1 for a

summary of the protocols). In a first set of trials, we used protocol Pr1 to assess the variability of the

evoked blood flow response within the different vascular components. The stimulation was repeated

10 times at each of the 5 lateral positions. The region of activation initially localised by OIS imaging

(Fig.2.4(a)) was imaged by OCM angiography to reveal the microvasculature (Fig. 2.4(b)). As mentioned

above, we performed the electrical stimulation and quantitative blood flow measurements at 5 lateral

positions (dashed lines in Fig. 2.4(b)). The activation maps obtained using the velocity response

regressor (i.e. result of the convolution between the HRF and the stimulation paradigm) in tile 2.4(i),

are shown in tiles 2.4(c) to (h) where the color encodes the p-value of each vessel (red being the lowest

p-value). The parameters of the gamma function used for this dataset were T0=0, n=3 and λ= 1. All of

the statistically significant timetraces are plotted in panel (c) of the same figure (with a significance

level corrected to αcor r = 2.94 × 10−4), confirming the heterogeneous nature of blood flow velocity

timetraces in the cerebral cortex: even though each timetrace indicates a tendency to respond to the

stimulation, their time lag and amplitude vary for each vessel, as highlighted by the arrows in panel (c)

showing two timetraces experiencing similar baseline velocities and response amplitudes but delayed

by 3-4 seconds. The relative changes and average velocities for each compartments are reported in

panel (j) of 2.4 for each statistically significant timetrace. These plots show that capillaries exhibit in

average a rise of 3% of their baseline value in response to stimulation, with changes going up to 10%.

Interestingly, some vessels exhibit different p-values in the different tiles of Fig. 2.4(d)-(f), which could

potentially be caused by variations in the depth of the anaesthesia during the imaging session.

In a second set of experiments, we used the longer protocol Pr2 to assess the viability of the

technique for longitudinal studies. The second animal was therefore imaged twice, at a week interval.

For both imaging trials, a longer stimulation period was applied to the contralateral hindpaw, with

80 seconds of baseline rest, 20 seconds of stimulation and 140 seconds of rest, at 1.5mA. A single

stimulation trial was applied at each lateral position. Figure 2.5 displays the results obtained for the

second animal at both sessions, with the angiograms (Fig. 2.5(a) & (e)) and the activation maps for 3

selected lateral positions (Fig. 2.5(b), (c), (d), (f), (g) & (h)). As indicated by the angiograms (Fig. 2.5(a)

& (e)), both electrical stimulation trials were performed at the same location (i.e. same region within

the hindpaw contralateral primary somatosensory cortex area). Moreover, the means of all of the total

blood flow velocity time traces of each session, plotted in Fig. 2.5(i), show a similar response to the

electrical stimulation in both trials (in magnitude and time lag). The slight difference in baseline flow
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Figure 2.4 – Assessment of the variability of the evoked response within different vascular compartments using
the short protocol on animal 1. OISI imaging is first used to localise the area of maximal response to the electrical
stimulation, here with a 5x objective (a). An angiogram is then obtained in OCM over a selected region (square in
tile (a)) to reveal the vasculature (b). The total velocity timetraces which lead to a statistically significant result after
GLM analysis are displayed in tile (c), demonstrating the inherent heterogeneity of the hemodynamic reactivity of
vessels (the arrows indicate both fast and slow total blood flow responses). The statistical maps of the different
lateral positions highlighted in (b) are shown in tiles (d) to (h), where the p-value is color coded. The regressor used
to model the velocity response for the GLM analysis of this dataset is shown in tile (i). The significant timetraces
were grouped according to their respective vascular compartment (arteries and arterioles, capillaries and venules
and veins) and both their average relative changes and average blood velocity are plotted in tile (j). The shaded
areas in (j) represent the standard error around the mean (in bold). Each individual relative change curve are
plotted in light grey in the relative changed panel. Scalebars: 100 μm.
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velocity between both trials (25 μm/s) can be explained by slight experimental differences (level of

anaesthesia, positioning of electrodes, etc.). The same gamma function was used for the GLM analysis

of both trials, and used the following parameters: T0=0, n=3 and λ=1 (identical to animal 1). The

statistically significant timetraces for both trials are plotted in panels (j) and (k), with their respective

significance level αcor r . Interestingly, in addition to the expected rise of blood flow velocity during

functional hyperaemia, certain blood velocity timetraces presented in panels (j) and (k) exhibit distinct

low-frequency oscillations, centred at 0.1 Hz (see arrows in both panels). These oscillations, present

here in vessels with high baseline velocity (i.e. arteries or veins), have already been reported [41] and

could originate from either vasomotion or Mayer Waves [17].

Animal 2: Hindpaw Long Stimulation Protocol
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Figure 2.5 – Assessment of the viability of SPM-OCM for longitudinal studies obtained by applying the long protocol
on animal 2. The depth-coded angiograms for both trials are shown in tile (a) and (e) respectively, showing that the
region interrogated in each trials was identical. The statistical maps characterizing the hemodynamic reactivity of
the vessels are shown for the lateral positions highlighted with yellow dashed lines in the angiograms ((a) & (e)) in
tiles (b) to (h). The average of all of the timetraces for both trials are shown in tile (i), whereas a selection of the
statistically significant timetraces for each trials are shown in tiles (j) and (k). Interestingly, the higher flow traces
are accompanied by a low frequency fluctuation, typically observed in cortical arteries (pointed by the arrows in (j)
& (k)). Scalebars: 100 μm.

Finally, in a last set of experiments, we imaged the velocity response by stimulation two different

limbs with our method to assess the viability of using different stimulus protocols on the same animal.
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Chapter 2. Imaging of functional hyperaemia with extended-focus OCM

The third animal was thus imaged at two different trials, using protocols Pr1 and Pr3 (short and long) to

the hindpaw and the forepaw respectively. The results of both trials are displayed in Fig. 2.6. The short

stimulation protocol is identical in timing to the one of animal 1 with a current of 2 mA. Similarly to

animal 1, the timetraces of total blood flow velocity in panel (c) of Fig. 2.6 reveal the different dynamics

of the responses, with changes in amplitude, lag time and spread. The statistical maps displayed in tiles

(d) to (g), which refer to the dashed lines in tile (b) of the same figure, additionally reveal the spatial

heterogeneity of the response to the electrical stimulation, with vessels seemingly quiescent in close

proximity to reacting vessels. The regressor used in this analysis was based on a gamma function with

parameters T0=0.5, n=4, λ=1 and the corrected significance level was set to αcor r =2.5 × 10−4. Similarly

to animal 1, we also computed the relative changes and the average velocities for each compartment.

Once again, the average relative velocity change occurring in capillaries in around 3%.

The long protocol was identical to the protocol used on animal 2 (Pr2) but was applied to the

hindpaw of animal 3. The OIS responses of both stimulated limbs show two defined regions: S1HL and

S1FL (tiles (a) and (i)). Similarly to the other protocols, the statistical maps obtained after GLM analysis

of the total velocity time traces recorded during the electrical stimulus are displayed in tiles (k) to (p) of

Fig. 2.6. The statistically significant timetraces obtained through the GLM analysis are plotted in tile

(q), with the mean timetrace plotted in bold. The gamma function for this trial was identical to the one

used for the data of animals 1 and 2, i.e. T0=0, n=3, λ=1.

Compartment resolved velocity measurements:

In addition to the GLM analysis of the acquired timetraces, we have also computed the average speeds

for the different vessel compartments present in our dataset (Arteries, Capillaries and Venules). The

results for each animals and trials are presented in Table 3, where we computed the velocity of both

in baseline and activated conditions for the statistically significant timetraces obtained by the GLM

analysis. Additionally, we calculated the average speed velocity for all of the timetraces for each

compartments. Interestingly, the average velocity of veins for the regions imaged in animal 1 and

the long protocol of animal 3 are higher than the average velocity of arteries. This observation can

be explained by the presence of large veins crossing the field of view of both acquisitions (see Fig.

2.4(b) and 2.6(j)). Additionally, the average velocities in both trials of animal 2 show a good level of

consistency, thus strengthening the potential of longitudinal studies with the protocol used here.

2.1.4 Discussion and Conclusion

In this work, we demonstrated the application of statistical parametric mapping as a means to study

stimuli-evoked hemodynamic traces acquired through extended-focus optical coherence microscopy.

We developed a framework to statistically assess the response of vascular entities during electrical

stimulation. Contrary to the application of SPM to fMRI data, using OCM allowed us to create maps

of vessel reactivity at the capillary level, using the hemodynamic activity of individual vessels. These

activations maps will be used in future studies to monitor alterations in the neurovascular coupling

along the progression of diseases, by either comparing the strength of the response or by analysing

changes in the hemodynamic response function.

As mentioned previously, the HRFs chosen for the different animals/trials were estimated in a data-

driven manner, by analysing the average of all of the segmented timetraces in the dataset. The estimated

HRFs were very similar across the different trials and animals, as highlighted by the parameters of the
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Hindpaw Short Stimulation Protocol

Forepaw Long Stimulation Protocol
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Figure 2.6 – Illustration of the use of different stimulation protocols using SPM-OCM: Results for both short and
long protocols on the animal 3. The top half of the figure displays the results from the short electrical stimulation
applied to the hindpaw (Pr1). OIS imaging was first used to localize the area of maximal response to the stimulus
with a 5x objective (a). An angiogram was then acquired using xfOCM over the area localized by OISI (b). Statistically
relevent total velocity timetraces are plotted in tile (c), revealing again the intrinsic heterogeneity of the stimuli
evoked velocity response. The statistical maps of the lateral positions highlighted in tile (b) are displayed in tiles
(d), (e), (f) and (g). Similarly to animal 1, the vascular compartment of each timetrace was identified and the mean
changes relative to the baseline and mean velocity for each group is plotted in (h). The mean of the respective plots
is shown in bold with the standard error. The individual relative change curves for each vessel are shown in light
grey. The lower half of the figure presents the results obtained using the long protocol applied to the forepaw (Pr3).
Once again, OISI was used to first localize the area of maximal response (h), which was then imaged using xfOCM
angiography (i). The statistical maps obtained after SPM analysis of the total velocity timetraces are displayed in
tiles (j) to (p), with their lateral positions highlighted in tile (i). Scalebars: 100 μm.
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Chapter 2. Imaging of functional hyperaemia with extended-focus OCM

Table 2.3 – Summary of the different average total blood flow speeds acquired for all animals and protocols. The
mean value is given with the respective standard error. A: Arteries and arterioles, C: capillaries, V: Venules and
veins.

Total blood flow speed
Statistically significant timetraces All timetraces

Animal Vessel caliber Baseline [mm/s] Activated [mm/s] Average [mm/s]
A 3.02 ± 0.47 3.08 ± 0.48 2.94 ± 0.32

#1 C 1.95 ± 0.09 1.98 ± 0.10 1.77 ± 0.02
V 4.03 ± 0.97 4.13 ± 1.00 4.45 ± 0.64
A 3.54 ± 0.41 3.78 ± 0.46 4.03 ± 0.26

#2: Trial 1 C 1.86 ± 0.02 1.93 ± 0.02 1.84 ± 0.01
V 2.87 ± 0.21 3.13 ± 0.26 2.66 ± 0.19
A 3.78 ± 0.24 4.15 ± 0.28 4.04 ± 0.26

#2: Trial 2 C 1.79 ± 0.01 1.87 ± 0.02 1.78 ± 0.01
V 2.77 ± 0.18 3.01 ± 0.21 2.52 ± 0.16
A 2.87 ± 0.50 2.93 ± 0.51 4.65 ± 0.78

#3: Short C 1.86 ± 0.07 1.89 ± 0.07 1.82 ± 0.02
V 1.69 ± 0.00 1.70 ± 0.00 1.84 ± 0.12
A 3.65 ± 0.56 4.03 ± 0.66 4.40 ± 0.47

#3: Long C 1.83 ± 0.08 1.92 ± 0.10 1.81 ± 0.03
V 4.66 ± 0.79 5.14 ± 0.91 3.61 ± 0.45

gamma function used for the different animals and trials. This consistency is particularly interesting as

it indicates that the estimated HRF could be monitored to study diseases, as alterations of the latter

function could reflect a dysfunction in the neurovascular coupling [149].

Interestingly, the dynamics of the velocity response regressors used in our analyses (obtained

by convolving the HRF to the stimulation paradigm) closely resemble the hemodynamic responses

obtained using alternative OCT-based metrics [126, 127]. Discrepancies between our measurements

and those presented in the aforementioned studies could originate from the nature of the metrics

(dynamic RBC content [126], qualitative dynamic RBC speed [126] and RBC flux [127]), from post-

processing steps (i.e. temporal averaging) and ultimately from the experimental design (choice of

animals, anaesthetic protocols, etc.). On the other hand, the obtained activation maps present a high

level of heterogeneity in the responses, revealing both responding and seemingly quiescent vessels

in close proximity. This observation can be explained by several factors. In terms of physiology, this

apparent variability could be a reflection of the inherent statistical nature of capillary flow at rest and

during activation [150]. Moreover, the presence of various vessel compartments (arteries, arterioles,

capillaries, venules and veins), also provides an explanation for the heterogeneity of the data, as

they all possess different intrinsic dynamics (blood flow velocity changes should be observed first

on the arterial end, followed by the capillary bed and ending with venules and veins). Unfortunately,

the temporal resolution of the current implementation of our blood flow velocity measurements

(approx. 2 s) and the sparsity of the different vessel calibers does not allow us to perform a quantitative

assessment of these dynamics. Alternatively, the effect of the anaesthesics has to be considered, as it

can interfere with the hemodynamic response by suppressing vascular autoregulation and altering

the neurovascular coupling [151, 55]. Here we used a cocktail of Ketamine/Xylazine for its ease-of-

use and its compatibility with longitudinal imaging. Nevertheless, ketamine is an NMDA receptor

antagonist [55] and can cause decreases in cerebral glucose metabolism in the somatosensory cortex.
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Xylazine, used in conjunction with ketamine to minimize its side effects, is a muscle relaxant and causes

hypotension and reductions in cerebral blood flow [152]. Ultimately, the effects of different anaesthetic

protocols on the hemodynamic reactivity of vessels could be assessed using the method presented

here. This knowledge will be very valuable in future studies, such that the choice of anaesthesia can

be tailored to minimise the influence on hemodynamic reactivity. Moreover, for the purpose of this

proof-of-concept, electrical stimulation of the paws was used to elicit cortical hemodynamic responses,

nevertheless the method described can be applied to more complex protocols using trained awake

animals (i.e. whisker, visual or olfactory stimulation).

In addition to the application of statistical parametric mapping tools to the data acquired during

functional hyperaemia, we analysed the relative changes in velocity speed caused by the stimulus.

Although there seems to be a certain level of consistency between the two reported acquisitions (Fig.

2.4(j) and 2.6(h)), care should be taken when analysing these results, as they are potentially prone to

bias caused by the limited speed sensitivity of the measurement technique. They could reflect either

only a limited fraction of the vessels (i.e. high speed capillaries) or could also origin from capillaries with

baseline speeds below the noise limit with speeds rising above it during the activation. Additionally, as

the number of arteries and veins was restricted by the field-of-view, these relative changes would only

reflect a very limited category of vessels.

For applications where deeper layers of the cortex are of interest, the penetration depth of the

xfOCM system can be increased through the use of longer wavelengths (e.g. 1.3 μm). Indeed, OCM

has been shown to attain penetration depths superior to 1 mm in the murine brain [126]. These

deeper cortical layers are of interest because the hemodynamic activity is known to be stronger as the

metabolic demand is larger.

The quantitative blood flow imaging method used here allows the measurement of both axial and

lateral components of blood velocity. This is an important advantage as the orientation of a significant

portion of cortical vasculature is perpendicular to the optical axis. Using regular Doppler OCM, the

velocity of such vessels cannot be measured when the optical axis is perpendicular to the optical

axis, which would lead to discontinuities in the trace of the vessel (see Fig. 2.2(e) & (f)). Ultimately,

the framework developed in this work can be applied to any other velocity acquisition scheme as it

relies only on the dynamics of the hemodynamic timetrace and not on the nature of the measurement

(quantitative or not). For instance, our method could also be used with the SIV method developed by

Lee et al. [127] or with the metrics devised by Srinivasan et al. [66, 126].

The scanning protocols we used to measure blood velocity are sensitive to velocities higher than

1.5 mm/s, therefore only higher velocity capillaries and larger vessel calibers were imaged. This speed

sensitivity limitation leads to a bias in the average capillary velocity measurements, which we computed

to be around 1.8 mm/s (see Table 3) and is higher than the average capillary speed previously reported.

Interestingly, the dynamic range of our method can be adapted simply by changing the scan protocol.

For example, by lowering the sampling rate, by increasing the oversampling along the fast scan axis or

by oversampling over the slow axis, slower flows and thus smaller capillaries can be imaged. However,

for slow flow in narrow capillaries, the haematocrit might be low enough such that the discrete nature

of RBC flow in capillaries can no longer be neglected. This could hamper the accuracy of Doppler based

velocimetric techniques, as the acquisition of the Doppler signal would appear discontinuous. The

Doppler spectrum fitting procedure used to estimate the axial and lateral velocity provides some degree

of robustness to this effect [148], but a validation of the blood velocity measurements will be required

when our method is to be used in capillaries with low haematocrit. Alternatively, these effects could be
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hampered by injecting a scattering agent (such as an intralipid solution) in the vascular system, making

the Doppler signal continuous [121]. Ultimately, at the acquisition speeds used in this work (around 1

Hz), potential aliasing from both respiration and heart rate can occur. These additional artefacts were

alleviated here by averaging between trials.

Future work will focus on extending the technique by exploring other aspects of SPM and by

completing the design matrix with regressors accounting for additional dynamics of the hemodynamic

response and physiological effects. Additionally, the current optical system and acquisition protocols

will be modified to increase the dynamic range of the CBF measurements and allow monitoring deeper

vessels. As mentioned earlier, by increasing the temporal resolution of the technique, a complete

delineation of the dynamics of functional hyperaemia from the arterial to the venal end could be

possible and could be analysed with the lag regressor in the GLM.

The work presented here focuses mainly on demonstrating the feasibility, compatibility and perfor-

mance of SPM with OCM acquired data. As such, no further analyses on the dynamics and heterogeneity

of the hemodynamic response to somatosensory activation were presented yet. Nevertheless, the SPM-

OCM technique will be used to characterise the reactivity of deeper and lower velocity capillaries and

elucidate the hemodynamic characteristics across different layers and cortical regions. Furthermore,

SPM analyses could be used to delineate alterations in the hemodynamic response function and

strength of functional hyperaemia under different anaesthesics and throughout the development of

neuropathologies such as Alzheimer’s Disease.
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3 High resolution imaging with

extended-focus optical coherence

microscopy in the visible spectrum

HIGH RESOLUTION IMAGING METHODS are of paramount importance to understand cerebral struc-

ture and function at the cellular level. As mentioned in chapter 1, optical microscopy is a mainstay

for high resolution imaging, as the short illumination wavelengths and high focusing power of optical

objectives enable reaching sub-micron resolutions. Among optical microscopy techniques, optical

coherence microscopy has recently emerged as a valuable tool to study brain structure in a label-free

manner and at high resolution [66]. As described in section 1.2.1, the axial resolution of OCT systems

is dictated by the source’s central wavelength λc and bandwidth Δλ. Until recently, the lack of large

bandwidth laser sources limited the axial resolution of FD-OCM systems to a few microns. Moreover,

as most FD-OCM systems operate in the near-infrared to infrared spectral range, reaching high axial

resolutions requires significantly increasing the source’s bandwidth, leading to cumbersome optical

designs and detection schemes. FF-OCM systems, based on a time-domain OCT detection scheme,

were shown to reach axial resolutions close to 1 μm using thermal-light lamps centred in the visible

wavelength range [153]. Such systems have shown great promise in imaging of brain tissue but provide

a reduced sensitivity compared to FD-OCM and require long acquisition times to obtain volumetric

images.

The emergence of mature supercontinuum lasers provided powerful large bandwidth light sources

in the visible wavelength range compatible with FD-OCM technology and ultimately lead to a new

field in OCT technology: visible OCT [154]. The advantages of visible light compared to infrared illumi-

nations are twofold: increased light scattering and absorption by tissue and higher axial resolutions

for comparable bandwidths. As mentioned in chapter 1, blood and other endogenous agents exhibit

distinct absorption spectral signatures in the visible wavelength range, which are used in OIS and PAT

to measure blood oxygenation and perform spectroscopy. In OCT, these absorption and scattering

characteristics could open novel avenues for contrast in OCT images. Moreover, as mentioned before

and as highlighted by Fig. 3.1, sub-micron axial resolution can be reached through the shorter central

wavelength of visible light relative to infrared illuminations, as highlighted by Eq. 1.15. Overall, the

enhanced contrast and higher resolution of visible light offer novel means to image and study cerebral

structures in a label-free manner with OCT [87].

In this context, we developed an extended-focus OCM system operating at a central wavelength λc
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= 635 nm with a bandwidth Δλ = 245 nm to image cortical structures and cellular cultures. A lateral

resolution of 0.4 μm was obtained using a high-NA objective, maintained over 40 μm through an

extended-focus configuration. We used the system to image cortical structures of both healthy and

alzheimeric fixed mice brain and live macrophages.
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Figure 3.1 – Axial resolution in OCT imaging in function of the central wavelength λc and bandwidth Δλ of the
illumination source. The central wavelength of the visOCM, xf-OCM and xf-irOCT systems are highlighted (striped
lines), as well as the region to obtain a sub-micron axial resolution (blue square).
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Published in: Biomedical Optics Express, 2017 Jul 1; 8(7): 3343-3359.

Visible spectrum extended-focus optical coherence
microscopy for label-free sub-cellular tomography

Paul J. Marchand,1 Arno Bouwens,1 Daniel Szlag,1David Nguyen,1 Adrien Descloux,1 Miguel Sison,1

Séverine Coquoz,1 Jérôme Extermann,1 and Theo Lasser1

1Laboratoire d’Optique Biomédicale, École Polytechnique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland

We present a novel extended-focus optical coherence microscope (OCM) attaining 0.7 μm axial and

0.4 μm lateral resolution maintained over a depth of 40 μm, while preserving the advantages of

Fourier domain OCM. Our system uses an ultra-broad spectrum from a super-continuum laser

source. As the spectrum spans from near-infrared to visible wavelengths (240 nm in bandwidth),

we call the system visOCM. The combination of such a broad spectrum with a high-NA objective

creates an almost isotropic 3D submicron resolution. We analyze the imaging performance of vi-

sOCM on microbead samples and demonstrate its image quality on cell cultures and ex-vivo brain

tissue of both healthy and alzheimeric mice. In addition to neuronal cell bodies, fibers and plaques,

visOCM imaging of brain tissue reveals fine vascular structures and sub-cellular features through

its high spatial resolution. Sub-cellular structures were also observed in live cells and were further

revealed through a protocol traditionally used for OCT angiography.

3.1.1 Introduction

Over the past decades, optical microscopy has played a paramount role in investigating biological

systems through its high spatial and temporal resolution. Confocal fluorescence microscopy [155] and

light-sheet microscopy [156], through their capabilities in three-dimensional imaging, have become the

mainstay for cellular and sub-cellular imaging. Nevertheless, while fluorescence provides molecular

specificity, the influence of these agents on cellular processes is ambiguous, as they might interfere

with the functioning of the cell. These effects combined with photobleaching ultimately hinder the

possibility to perform long-term imaging.

In such studies, label-free microscopy offers an interesting alternative as it can provide wide-field

images at high acquisition rates without using exogenous agents. Moreover, the absence of labels

facilitates the sample preparation. Recent advances in phase microscopy [157] and ptychography [158]

have allowed performing three-dimensional imaging of cellular cultures or embryos but remain limited

to thin single layer structures.

Optical coherence tomography (OCT) is an interferometric imaging technique sensitive to refractive

index contrast in the sample [61]. In OCT, the axial resolution is defined by the width of the illumination

spectrum and an entire depth profile can be obtained from a single recording of the output spectrum.

As such, only a two-dimensional scan is required to obtain a three-dimensional image.

Optical coherence microscopy (OCM), the microscopy analogue to OCT, uses high-NA objectives

to obtain a higher lateral resolution. In standard OCM systems, however, the axial field of view is
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dictated by the Rayleigh range and thus decreases quadratically (∝ 1/ NA2) with the improvement

in lateral resolution (∝ 1/ NA). This compromise can be circumvented by engineering an extended-

focus illumination through the use of so-called diffraction-less beams such as Bessel beams [73]. To

maintain a good collection efficiency of the scattered light signal, a Gaussian detection mode is used.

Therefore, separate illumination and detection modes are required: a Bessel illumination mode and

a Gaussian detection mode. This split between modes can further be exploited to filter specular

reflections and obtain a dark-field OCM system [77]. The dark-field property is particularly important

when investigating weakly scattering structures, such as cell samples, as it suppresses light reflected

from the sample support which would otherwise strongly reduce the usable dynamic range of the

detector. As such, all available dynamic range can be devoted to the desired, but weak, scattered light

signal.

In this paper, we present visible spectrum optical coherence microscopy (visOCM). The system

builds upon our previous dark-field OCM design, and improves its imaging capabilities for sub-cellular

structures by using a large bandwidth illumination spectrum spanning visible to near-infrared wave-

lengths and a high-NA objective. The resulting system possesses an almost isotropic submicron

resolution (0.4 μm laterally and 0.7 μm axially) maintained over a >40 μm depth of field. A conventional

Fourier domain OCM (FDOCM) system without extended focus would have a much shorter depth

of field of ∼ 2 μm for the same 0.4 μm lateral resolution. Hence visOCM extends the capabilities of

our previous non-imaging visible light optical coherence correlation spectroscopy (OCCS) system

and is optimized for three-dimensional cellular tomography [159]. Whereas recent studies have used

OCT in the visible spectrum for spectroscopy [160, 161, 162], here we exploit the shorter wavelength

of visible light, in conjunction with a very broad spectrum, to obtain a very high lateral and axial

resolution, which is necessary for resolving sub-cellular structures. We present a strategy for dispersion

compensation and the system’s 3D resolution on microbead samples. We demonstrate visOCM’s image

quality and contrast on living cell cultures as well as fixed brain slices of healthy and alzheimeric mice.

Besides imaging the structure of a sample at a given time-point, there is also much interest in

monitoring intracellular dynamics to understanding cell function. As such, several optical microscopy

techniques have been developed to analyse cell trafficking and intracellular motility [76, 163, 31]. Re-

cently, OCT methods developed to obtain qualitative and quantitative information on vascular function

have been used to reveal sub-cellular compartments and quantify their activity [117, 164]. Being a

Fourier-domain method, visOCM is capable of rapidly acquiring tomograms, and therefore these

dynamic signal imaging methods can be applied to visOCM as well. In this context, we demonstrate

dynamic signal imaging with visOCM on living cells using a protocol used in OCT angiography.

3.1.2 Materials and methods

Optical setup

As illustrated in Fig. 3.2, the optical setup is based on a Mach-Zehnder interferometer, allowing for

a separation of the illumination and detection modes, necessary to obtain the desired Bessel-Gauss

configuration. The output of a supercontinuum laser (Koheras SuperK Extreme, NKT Photonics) is first

filtered through three broadband dielectric mirrors (BB1-EO2, Thorlabs) to reject the source’s strong

infrared emission. Then, the light is split by a polarizing beam-splitter (PBS251, Thorlabs), and injected

in the interferometer using a single-mode fiber (P3-460B-FC-2, Thorlabs). As shown in Fig. 3.4(a), the

spectrum in the interferometer is centred at 647 nm and has a 246 nm FWHM. After collimation, the
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light passes through a polarizer and then a first beamsplitter (BS1) splits the light into the reference

and illumination paths, where an axicon lens (Asphericon, apex angle 176◦) generates a Bessel beam.

The beam is then Fourier filtered in a telescope to remove stray light originating from the axicon’s

tip, after which it is steered to the scan-unit, and focused on the sample by a 40x high NA objective

(Olympus, effective NA = 0.76). The back-scattered light is collected by the objective, de-scanned by the

scan-unit and directed to the detection arm through a second beam splitter (BS2) where it is coupled

to a custom-made spectrometer with a single-mode fiber (P3-460B-FC-2, Thorlabs). The spectrometer

is comprised of a transmission grating (600 lines/mm, Wasatch Photonics) and a fast line-scan camera

(Basler spL2048-140km). Dispersion matching between both interferometer arms was performed by

adding a combination of prism pairs in the reference arm. The detailed dispersion matching strategy is

presented in 3.1.2.

To obtain a dark-field configuration, the specular reflection was suppressed by spatially filtering

the reflected Bessel ring through a mask in the detection arm (mask 2) and by properly filtering the

stray light from the tip of the axicon lens (mask 1).

Figure 3.2 – Schematic of the extended-focus OCM using a broad spectrum in the visible wavelength range and
a high NA objective for high axial and lateral resolution. By combining a Bessel illumination, generated by an
axicon lens, and a Gaussian detection, a dark-field extended-focus system can be obtained. P: Polarizer, BBDM:
Broadband dielectric mirror, BS: Beamsplitter, PBS: Polarizing beamsplitter.

Dispersion compensation strategies

The use of a broad illumination spectrum in visOCM renders dispersion matching more challenging,

particularly in the visible spectrum where the relationship between the refractive index and the wave-
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length becomes increasingly non-linear at shorter wavelengths. Here we opted for a physical dispersion

compensation scheme where we first estimated the dispersion caused by the illumination and sample

arms prior to constructing the optical system. This allowed us to calculate the best composition of

prisms to place in the reference arm (Fig. 3.3(a)). In a second step, during the construction of the

setup, we developed a real-time interface in LabView (National Instruments) to display the amount of

residual dispersion and used a motorized stage to finely adjust the thickness of the different glasses

(Fig. 3.3(b-c)).

Estimation of the dispersion in the optical system

Prior to constructing the optical system, we first estimated the thickness of each glass type present

in the different arms of the interferometer. The glass type and respective thickness of each optical

element (lenses and beamsplitters) were obtained from the data-sheets provided with each element by

Thorlabs. The objective was not modelled in this initial assessment as its composition is unavailable.

As depicted in Fig. 3.3(a) and described in Eq. (3.1), we then proceeded to estimate the k-dependent

optical path length of each part of the system (sample arm, illumination arm and reference arm) by

using the thickness of each glass and their respective dispersion curves (Sellmeier coefficients from the

SCHOTT database available on https://www.refractiveindex.info) to obtain the optical path difference

(OPD).

OPD(k) =
[

nsample,SF 5(k), . . . ,nsample,UV F S (k)
]⎡
⎢⎢⎣

dsample,SF 5
...

dsample,UV F S

⎤
⎥⎥⎦ . . .

+
[

ni l l ,SF 5(k), . . . ,ni l l ,UV F S (k)
]⎡
⎢⎢⎣

di l l ,SF 5
...

di l l ,UV F S

⎤
⎥⎥⎦ . . .

−
[

nr e f ,SF 5(k), . . . ,nr e f ,UV F S (k)
]⎡
⎢⎢⎣

dr e f ,SF 5
...

dr e f ,UV F S

⎤
⎥⎥⎦ (3.1)

The obtained OPD was then fit to a set of dispersion curves through a multivariate linear regression

to find the thickness of the set of glasses to best balance the dispersion. As described in Eq. (3.2), the

multivariate linear regression tries to model the OPD as the sum of the refractive indexes (in function

of k) of each glass multiplied by their respective thicknesses and an error term ε(k). By performing this

analysis, we can therefore retrieve the thicknesses of each glass required to compensate the OPD of the

optical system. An initial analysis of several sets of glasses revealed that combining BK7 and SF10 fully

balanced the dispersion of the system.

OPD(k) =
[

nBK 7(k),nSF 10(k)
][

dBK 7

dSF 10

]
+ε(k) (3.2)
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Fine matching of the dispersion

During the construction and alignment of the system, the dispersion was finely balanced by calculating

the residual dispersion in the system and by adjusting the thickness of each individual glass through

a pair of motorized mechanical stages. The residual dispersion was measured by placing a sample

consisting of a cover glass and a mirror. Then the interferogram’s phase was calculated by Hilbert

transformation [165], and a linear fit was subtracted (Fig. 3.3(c)). If the dispersion is perfectly balanced

between the arms of the interferometer then the residual dispersion curve should be null throughout

the spectrum. The motorized mechanical stages, as depicted in Fig. 3.3(b), consists of a stepper motor

operating a cogwheel mechanism. The angle between two glass windows can be varied to fine-tune the

amount of each glass type in the reference arm. Moreover, as the system is symmetrical, changes in the

beam’s transverse position caused by the passage of the light through the first window are compensated

by the second window. As such, varying the amount of glass causes minimal changes in the alignment

of the optical system. The combination of these two effects (fine-tuning and minimal misalignment)

facilitates the dispersion compensation procedure. By observing the residual dispersion and iteratively

changing the thickness of each glass we could balance the dispersion of the two arms of the microscope.

We used SF6 windows, instead of SF10, for dispersion fine tuning.

Image acquisition and processing

All images were acquired at a 20 kHz A-scan rate (with an integration time of 43 μs) and with a power

varying from 1.5 mW to 3 mW in the back-focal plane of the objective. With the exception of the

dynamic signal imaging protocol (presented in 3.1.3), the size of each image was 512 × 512 × 2048

pixels (x,y and k respectively). With the aforementioned parameters, the acquisition time for a single

tile is ∼ 14 seconds. Large field-of-views were obtained by stitching several tomograms (each having a

lateral field-of-view of either 60 μm × 60 μm, or 120 μm × 120 μm) with a 30% overlap between each

tile of the mosaic in both directions. Any tilt (angle with respect to the optical axis), was corrected

on both axes (x-z and y-z) prior to stitching. The tomogram processing, tilt-correction and stitching

were performed through a custom-coded MATLAB (Mathworks) graphical interface. The tomograms

presented in Fig. 3.5–3.8 are displayed with the intensity in logarithmic scale for visualisation purposes.

The large volume presented here contains 170 tiles, which requires ∼ 40 minutes of acquisition time.

The tomograms were convolved with a 3D Gaussian kernel (σx,y = 0.187 μm, σz = 0.22 μm) and were

then resized to obtain an isotropic sampling using ImageJ.

Sample preparation

Mice brain slices

All experiments were carried out in accordance to the Swiss legislation on animal experimentation (LPA

and OPAn). The protocols (VD 3056 and VD3058) were approved by the cantonal veterinary authority

of the canton de Vaud, Switzerland (SCAV, Département de la sécurité et de l’environnement, Service

de la consommation et des affaires vétérinaires) based on the recommendations issued by the regional

ethical committee (i.e. the State Committee for animal experiments of canton de Vaud) and are in-line

with the 3Rs and follow the ARRIVE guidelines. Brain slices were obtained by perfusing transcardially

B6SJL/f1 mice with PBS followed by 10% Formalin (HT501128, Sigma-Aldrich). The mice were injected

subcutaneously with Temgesic prior to the perfusion with heparinized PBS. The extracted brains were
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Figure 3.3 – Dispersion compensation strategies: (a) Prior to aligning the optical setup, a first estimation of the
dispersion mismatch in the system is performed by modelling the optical path length of the different arms of the
interferometer. The thicknesses and dispersion curves of the different glasses are used to model the OPD between
the arms of the system. The OPD is then fit with a multivariate regression using the dispersion curves of SF10 and
BK7 as set of regressors to obtain the respective thicknesses to fully balance the dispersion in the interferometer.
(b) In order to match the dispersion, a compensation unit was devised allowing a fine control of the thickness of
the glass. A mechanism comprising a stepper motor and cogwheels allows changing the angle of a pair of glass
windows to vary the length of glass traversed by light. (c) During the alignment, the dispersion was matched by
observing and minimizing the residual dispersion present in the system, obtained by a simple set of processing
steps: The interferogram first undergoes a λ-k mapping step from which the phase is then extracted by a Hilbert
transform. The linear component of this phase is then extracted and removed to reveal the residual dispersion.
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then left in 4% PFA overnight, and then placed in a solution of 30% glucose. Finally, the brains were cut

into slices using a microtome at a thickness of ∼30 μm and placed on a glass coverslide. Brain slices

from 5xFAD mice, a mice model of amyloid pathology, were obtained using the same protocol. The

amyloid plaques were stained using a solution of Methoxy-X04 in DMSO, which was administered

through two I.P. injections 24h and 2h before the perfusion, as described by Järhling et al. [166].

Macrophages preparation

In addition to mice brain slice imaging, we imaged live murine macrophages (cell line RAW 264.7)

with the visOCM platform. The RAW 264.7 cells were cultured in an incubator at 37◦C and 5% CO2

using DMEM high glucose with pyruvate (4.5 g l-1 glucose, Roti®-CELL DMEM, Roth) supplemented

with 10% fetal bovine serum and 1× penicillin-streptomycin (both gibco®, Thermo Fisher Scientific).

Prior to imaging (1-2 days), the cells were seeded in FluoroDish Sterile Culture Dishes (35 mm, World

Precision Instruments).

3.1.3 Results

System characterization

The system’s lateral resolution was characterized by imaging a solution of nanoparticles of 30 nm in

diameter embedded in a slab of PDMS. The size of these particles is small enough to interrogate the

point-spread function (PSF) of the optical system. The depth-dependence of the lateral resolution was

assessed by isolating and averaging multiple (∼ 10) measurements of the PSF at 7 different depths. The

lateral profile of the measured PSF at each depth was then extracted, and the position of the first zero

served as a measure of the lateral resolution. As shown in Fig. 3.4(c) the width of the central lobe is

maintained at 400 nm over 40 μm.

The axial resolution of the system was measured by imaging a mirror placed on a glass coverslip

in the sample arm. The dark-field diaphragm (mask 2 in Fig. 3.2) was slightly opened to collect the

specular reflection from the mirror. The reference power was adjusted to obtain maximum visibility of

the interference pattern. The axial PSF, measured as mentioned previously, is plotted in Fig. 3.4(b) and

has a FWHM of 0.92 μm in air, corresponding to a width of 0.69 μm in water.

Brain slice imaging

The imaging performance of visOCM was first demonstrated by imaging cortical structures in fixed

mice brain slices (∼30 μm thick) of both healthy and alzheimeric mice.

The lateral and axial resolution and contrast offered by the visible spectrum allows resolving several

different entities present in the brain such as fibers, vascular structures, cell bodies and amyloid

plaques.

Neural fibers

Similarly to previous studies performed with OCM at longer wavelengths [75, 83, 85, 86] and in full-field

OCT [81], neural fibers appear as bright linear structures through their increased back-scattering. In Fig.

3.5(a) and (c), fibers emerge from the corpus callosum and the cingulum bundle and spread throughout

the cortical column. The corpus callosum, shown in Fig. 3.6(d), contains a high density of fibers and
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Figure 3.4 – Characterization of the visOCM system: (a) Illumination spectrum spanning from the visible to the
near-infrared range, centred at 647 nm and 246 nm wide. (b)The ultra-broad spectrum leads to a submicrometric
optical sectioning capability. (c) Plots and heatmaps (in linear scale) displaying the lateral PSF along the depth of
focus of the objective, illustrating that the diameter of the central lobe is maintained at ∼400 nm over 40 μm in
depth. Scalebar: 500 nm
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Figure 3.5 – ex-vivo visOCM imaging of the PTLp cortex in a B6SJL/f1 mouse brain slice. (a) A transmission image
of the entire mouse hemisphere was first acquired to locate the desired area (green rectangle), which was then
imaged with visOCM (b). The mosaic of part of the PTLp cortex, acquired with visOCM, reveals a variety of cortical
structures, such as fibers, cell bodies and vascular entities (en-face view). In the mosaic, mainly two types of cells
can be visualized, large cells as shown in (c) and smaller darker cells as pointed by arrowheads in (d). A depth
scan of (c) is shown in Visualization 1. The orthogonal views in (c–d) highlight the three-dimensional repartition
of these cell types within the depth of the slice. Capillary vessels can be discriminated from the tissue as either
dark or bright structures as shown in (e) and (f) respectively. These different contrasts are further revealed in the
orthogonal slices accompanying the close-ups, where one can trace the path of the hollow dark lumen or the
bright vessel border, pointed by the arrowheads. En-face images at different depths show that visOCM can perform
imaging over >20 μm (g). Scalebars: 150 μm (b), 50 μm for the en-face and 20 μm for the orthogonal views (c–g).
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Figure 3.6 – ex-vivo visOCM imaging of the RSPd cortex in a B6SJL/f1 mouse brain slice. (a) A transmission image
of the entire half hemisphere was performed to locate part of the RSPd cortex (blue rectangle). A mosaic of the
area of interest was then obtained with visOCM (b), where one can appreciate the presence of fibers, vessels and
cells. A large penetrating vessel (c) can be observed through the difference in contrast between its hollow lumen
and the back-scattering of the surrounding tissue. Examples of bifurcations and potential clogging of the vessel
are pointed by arrowheads in the orthogonal view (a depth scan is shown in Visualization 2). Fibers appear as
thin oriented bright structures and are present in the cortex and in the corpus callosum (d). Finally, sub-cellular
features can also be observed as darker spots within the cell bodies, as shown in (e–h) and pointed by arrowheads
in (e). Scalebars: 150 μm in (b), 50 μm in the en-face view of (c–d), 20 μm in the orthogonal views of (c–d) and in
the en-face view of (e), 10 μm in the en-face and orthogonal views of (f–g).
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can be distinguished as a bright region with orientated stripes. The cortex is characterized by a lower

density of fibers with a higher variability in their orientation.

Vascular structures

Vascular compartments, from large calibres (penetrating arterioles and ascending venules) to the

smallest capillaries can be discriminated from the background tissue as either hollow tubes (from the

empty lumen) or as thin bright structures. Figure 3.6(c) shows the en-face and orthogonal slice of a

large penetrating vessel where one can distinguish the hollow lumen from the tissue and visualise

bifurcations along the propagation of the vessel (Visualization 2). Additionally, the edges of the vessel

exhibit an increased signal, which could either be caused by a change in the scattering properties

of the vessel’s membrane or its surrounding tissue (for example vascular smooth muscle). Smaller

vessels, such as capillaries, can also be observed in the tomograms and appear either as dark or bright

structures compared to the surrounding tissue. Figures 3.5(e) and (f) show both dark and bright

capillary structures and show that it is possible to trace their trajectory regardless of their contrast.

Similarly to the large vessel in 3.6(c), the dark contrast is indicative of a lack of scatterers within the

lumen of the capillary. The bright contrast, on the other hand, could originate from scatterers filling the

vessel’s lumen (i.e. clogging during the perfusion procedure) or from the different scattering properties

of the vessel’s boundary.

Cell bodies

In addition to neuronal fibers and capillaries, visOCM imaging reveals different cell body types through

their different contrast with respect to the extracellular space. Figures 3.5(b) and 3.6(b) present mosaics

covering parts of the posterior parietal association areas (PTLp1) and the retrosplineal area (RSPd)

respectively, where one can observe two main cell body types with different contrasts and shapes. As

highlighted in Fig. 3.5(d), some of the cell bodies appear as dark spherical shapes, due to a decreased

back-scattering. The second type of cell bodies visible in Fig. 3.5(c) and Visualization 1 have similar

contrast than the extracellular space and are larger. In addition to their different shapes and back-

scattering properties, the two cell body types also appear to be present in different regions of the

cortical column: the darker and smaller cell bodies are denser in the upper layers whereas the larger

cell bodies seem more prominent in the deeper layers, closest to the corpus callosum. Cell bodies in the

cornu ammonis area 1 (CA1), as shown in Fig. 3.7(b), are also characterized by a darker contrast, similar

to the cell bodies in the upmost layers of PTLp1. Additionally, one can notice in the RSPd brain slice

the presence of a small darker substructure within the body of certain cells. Figure 3.6(e–h) displays

a selection of these cells and their dark sub-cellular structure. Although a more complete study is

necessary to elucidate the nature of this feature, our experience in live-cell imaging (results displayed

in Fig. 3.8) has shown that a similar contrast is present in what seems to be the nucleus. The orthogonal

views and tile (g) of Fig. 3.5 show that the signal acquired with visOCM extends throughout the depth

of the tissue slice, although a loss in intensity and blurring can be observed in the deeper layers.

Amyloid plaques

Previous work from our group has shown that amyloid plaques can be distinguished from cerebral

tissue using xfOCM operating at 800 nm through their increased scattering [75]. In continuation of this
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work, we imaged brain slices of an alzheimeric mouse model with our novel visOCM system, with the

expectation that the increased spatial resolution and different illumination wavelength would shed

light on the details of these aggregates. We therefore imaged a part of the PTLp cortex and subcortical

structures (CA1) of a 5xFAD mouse. As shown in Fig. 3.7(b) and similarly to the results in Fig. 3.5(b) and

3.6(b), the cortex is characterized by a high density of fibers and cell bodies. The subcortical region,

below the corpus callosum, has a slightly lower intensity compared to the cortex and presents a line

of cell bodies (CA1). Similarly to the results obtained at 800 nm [75], the amyloid plaques manifest

themselves as high intensity regions with a darker core. The increased spatial resolution of the system

reveals with great detail the irregular shape of these aggregates, as shown in 3.7(c–d). As expected,

the plaques are present in cortical (see Visualization 3) and also subcortical regions [167], where the

slightly decreased intensity of the cerebral tissue provides a higher contrast between the plaques and

the background. The location of the plaques was colocalized with fluorescence imaging of Methoxy-X04

using a commercial widefield microscope (Axiovert 200M, Zeiss), a 20x / 0.5 NA objective and the DAPI

filter set (Excitation filter: 365 nm, dichroic mirror: 395 nm, Emission filter: 445/50 nm). As shown

the overlay in tiles (c–d) of Fig. 3.7, the locations of the aggregates in visOCM are in agreement with

the location of the labelled structures in the fluorescence image (the visOCM and fluorescence are

displayed in green and red respectively). Some mismatches between both channels in the overlay are

caused by the presence of labelled plaques in a different plane than in the en-face visOCM image (i.e.

the fluorescence image was obtained in a conventional fluorescence microscope and does not possess

any axial sectioning).

Cell imaging

In addition to the imaging of tissue structures, we performed imaging of live macrophages in a cell

culture. A mosaic of tomograms of these macrophages is shown in Fig. 3.8(a). The capabilities of

the extended-focus can be appreciated in the orthogonal views of the tomogram, where the signal

extends sufficiently in depth to reveal the three-dimensional organisation of the culture, with certain

cells lying on top of other cells. The strongly scattering cytoplasm of the cell (pointed in pink in Fig.

3.8(a)) appears as a bright structure surrounding a darker subvolume, which most likely corresponds to

the cell nuclei (pointed in green). The increased lateral resolution of the system allows resolving the

filopodia on certain cells (pointed in red in Fig. 3.8(a)).

Dynamic signal imaging

In a second step, we analysed the dynamic properties of the scattering signal from living cells. In

contrast to previous dynamic signal imaging techniques using the autocorrelation function or the

standard deviation of the OCT signal [117, 163, 164], we extracted the dynamic component of the

back-scattering through a point-wise subtraction of the complex OCM signal (Fig. 3.8(b)), as developed

by Srinivasan et al. for OCT angiography [95]. A time-series of scattering fluctuations per voxel was

obtained by sampling each transverse position (B-scan) 32 times with a timestep ofΔt = 27 ms. Each

timepoint was then temporally high-pass filtered (through a point-wise complex subtraction) and then

averaged. A temporally averaged image was also obtained by averaging the repeated acquisitions. The

results of this operation are shown in Fig. 3.8(c) and Fig. 3.8(d) showing the averaged and dynamic

signals respectively. Interestingly, in addition to the lower intensity of the cell nucleus already present

in the static imaging, the dynamic imaging further reveals details within the cell body. As shown in
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Figure 3.7 – ex-vivo imaging of cortical and subcortical structures in a 5xFAD mouse brain slice. (a) A transmission
image shows the location of the area where a visOCM image mosaic was obtained (b). The visOCM mosaic
reveals fibers, cells and amyloid plaques in both cortical and subcortical structures. Close-ups of areas of interest
containing amyloid plaques, in both cortical and subcortical regions, are displayed with their en-face views and
corresponding fluorescence image (c–d). Both images are overlayed with the visOCM and the fluorescence in green
and red respectively. In the visOCM image, plaques can be seen as irregular high intensity regions (a depth scan of
(c) is shown in Visualization 3). Scalebars: 150 μm in (b), 50 μm in the en-face and 20 μm m in the orthogonal
views of (c–d).
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Fig. 3.8(d), darker regions are present within the nuclei of the cells and brighter spots can be observed

within the cytoplasm. Finally, the interface between the nuclei and the cytoplasm appears as a fine dark

structure in certain cells. These differences are further revealed in Fig. 3.8(e) and (f) showing close-ups

of a selected cell in the temporally averaged and dynamic signal image respectively. The cytoplasm and

the nucleus are pointed with pink and green arrows respectively in Fig. 3.8(f).

3.1.4 Conclusion

In this work, we presented a novel OCM system, called visOCM, combining an extended-focus [73],

a dark-field detection [77], a high-NA objective and an ultra-broad illumination spanning from the

visible to the near-infrared wavelength range. As demonstrated here, the combination of these features

provides an almost isotropic submicron resolution, maintained over > 40 μm in depth. The resulting

system attains a lateral and axial resolution of 0.4 μm and 0.69 μm in water respectively. These charac-

teristics were obtained by combining both a high-NA objective and a large spectrum centred in the

visible wavelength range. A shorter central wavelength requires less spectral bandwidth to obtain a

high axial resolution. Ultimately, we obtained an axial resolution of 0.69 μm through a spectrum with a

FWHM of 246 nm. At longer central wavelengths, the bandwidth required to obtain the same optical

sectioning becomes increasingly large through the quadratic dependency between the axial resolution

and the central wavelength. For example, at 1300 nm, the bandwidth of the spectrum would need to

be >800 nm. Such large spectrums would be limited by the spectral response and the spatial extent of

current line cameras and by the bandwidth of optical elements (fibers, gratings, objectives...).

The visOCM system possesses the advantages of FDOCM systems combined with an extended-

focus. As such, it has a higher SNR than time-domain based techniques (such as full-field OCM) [168]

and can sample signals over a large range of timescales, from microseconds to minutes, necessary to

study tissue and cell dynamics [76, 117, 163]. Moreover, scanning Fourier domain system offer more

flexibility as the scanner can be programmed to image a restricted field-of-view at high speed. Through

its extended focus, the visOCM system can image over a depth of 40 μm in a single acquisition (A-scan)

and can perform volumetric imaging at higher speeds than standard scanning FDOCM systems, which

typically require translating the optical focus in depth to obtain a 3D image [83]. Indeed, without an

extended focus, the depth-of-field that an FDOCM system can acquire in a single A-scan would be

limited to ∼ 2 μm (for an equal lateral resolution of 0.4 μm). Therefore, ∼ 15 2D beam scans acquired at

different depths would need to be stitched together to image the same 40 μm thick volume, requiring

significantly more acquisition time.

The capabilities of visOCM were demonstrated by imaging brain tissue slices of healthy and

alzheimeric mice as well as macrophages cell cultures. The imaging of brain tissue with visOCM

reveals several cortical structures as vessels, capillaries and cell bodies. Interestingly, these different

structures exhibited a wide range of contrasts, even within the same structure type. Capillaries could

be observed as both dark or bright hollow structures. Although one cannot discard changes in tissue

caused by the sample preparation (i.e. clotting and vessel collapsing due to the perfusion), the bright

contrast could emanate from the presence of tissue bordering the vessels (such as smooth muscle cells

or pericytes). Conversely, the dark contrast arises from a lack of scatterers from the hollow lumen of

the vessel. Previous studies involving OCT and OCM imaging of brain tissue showed that certain cell

bodies could be identified through their different contrast within the cerebral tissue [81, 82, 83, 86, 117].

Srinivasan et al. and Tamborski et al. observed that certain neuron types could be discriminated
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Figure 3.8 – visOCM imaging of murine macrophages. (a) A mosaic of macrophages obtained with visOCM with
its orthogonal views reveals the three-dimensional organisation of cells in a culture. Cellular components can
be observed such as the filopodia (pointed by the red arrow), the nucleus (pointed by the green arrow) and the
cytoplasm (pink arrow). We further explored the capabilities of visOCM by applying a protocol similar to OCT
angiography (b). The protocol entails imaging each lateral position along the slow axis 32 times (32 repeated
B-scans per location). These 32 B-scans are either averaged or undergo a point-wise complex subtraction to obtain
an averaged image (c) or a view of the dynamic components of the tomogram (d) respectively. The averaged
image is identical in contrast to (a), whereas the dynamic signal image further reveals compartments within the
cell (cytoplasm pointed in pink and nucleus in green), as either darker or brighter subregions (d) Close-ups of a
selected cell in (c) and (d) are shown in (e) and (f) respectively, highlighting the differences in contrast between the
averaged and dynamic images. Scalebars: 50 μm in the en-face view in (a), 20 μm in the orthogonal views in (a)
and in the en-face views of (c–d), 10 μm in the orthogonal views in (c–d) and in the en-face views of (e–f), 5 μm in
the orthogonal views in (e–f). 61
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from the tissue by their dark contrast using an OCM operating at 1300 nm and 800 nm respectively

[83, 82]. By exploiting a higher lateral resolution and by shifting the illumination spectrum to the visible

wavelength range, we show that this intrinsic contrast seems to vary between cell bodies. Furthermore,

the increased resolution of the visOCM system reveals features previously unobserved using other

OCM systems such as sub-cellular structures (potentially the cell nucleus), thin bright boundaries

surrounding capillaries and their hollow lumen. Future work will focus on elucidating the causes of

these different contrasts.

In a second step, we built upon a previous study performed at 800 nm by imaging brain slices

of alzheimeric mice models with our novel system [75]. Similarly to our aforementioned results, the

plaques appear as bright irregular structures in the tomograms obtained with visOCM. Although the

exact nature of this particular contrast remains unknown, the presence of metals (such as Fe) in amyloid

plaque cores, as described by Plascencia-Villa et al. [169], might provide a first hint into the cause of

this phenomenon. In fact, a previous study from our group showed that the contrast of the Langerhans

islets in OCM images originated from the presence of Zn crystals [74]. Alternatively, this contrast could

also arise from polarization effects as the plaques have been shown to have birefringent properties

[170].

Finally, we demonstrated the performance of visOCM by imaging live-cells in cultures. The

extended-focus and high acquisition rates available with the platform enable fast imaging of the

three-dimensional structure of cell cultures. The shift in illumination wavelength and increase in NA

provides the resolution necessary to identify thin structures such as filopodias and sufficient contrast

to visualize seemingly sub-cellular structures. Recent studies have highlighted the importance of

studying the dynamic properties of cellular back-scattering to understand cellular function [164, 171].

In this context, we explored the possibility to perform dynamic imaging, as already performed in

full-field OCM [164], FDOCM [76] and phase imaging [31], with our novel imaging platform to further

discriminate between sub-cellular compartments. We applied a protocol devised for OCT angiography

[95] and show that a dynamic contrast can be obtained in a culture of macrophages. Apelian et al. and

Leroux et al. obtain a similar contrast using dynamic full-field OCT and the ACF and demonstrate that

their contrast is caused by ATP-consuming motion (likely mitochondria or other organelles) [164, 171].

Although more work is needed to identify the different regions and the nature of the signals obtained

here, it is likely that the origin of our contrast involves similar mechanisms. Moreover, further work

would be necessary to compare and assess the advantages and differences of the methods for obtaining

contrast based on the dynamics of the signal (i.e. auto-correlation function [117, 163, 171], standard

deviation [164] and point-wise subtraction [95]). Overall, the combination of the extended-focus, the

high isotropic resolution and high acquisition rates make visOCM an ideal platform to monitor fast

processes occurring at the sub-cellular level in cell cultures.

In addition to our demonstration of the capabilities of our novel visOCM system, we have introduced

a strategy for physical dispersion compensation. We used a multivariate linear regression to model

the OPD of the system prior to alignment and present a processing pipeline and a hardware unit to

finely minimize the dispersion during the construction of the microscope. In this work, we opted for a

hardware dispersion compensation strategy, however numerical dispersion compensation techniques

could also have been used and will be explored in future work.

visOCM offers label-free 3D imaging of tissue and cell structures but remains limited through its

lack of specificity. Our results show the ability to discriminate between structures in tissue through their

individual back-scattering properties and potentially through their dynamic signatures (as revealed by
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our dynamic imaging). Nevertheless, these contrast mechanisms are limited and do not always provide

the desired molecular specificity. In such regards, the visOCM platform could be augmented with a

collinear fluorescence channel, as in multimodal OCT platforms [153, 172, 173]. This configuration

would allow molecular-specific fluorescent imaging to be complemented with visOCM imaging, pro-

viding information on the overall structural context of the organism under investigation. In addition to

fluorescence, the visible spectrum could be used to explore the spectroscopic signatures of specific

molecules. Spectroscopic OCT has shown great promise in its ability to provide additional contrast

mechanisms [174, 160]. Having an illumination in the visible wavelength range could be used to

visualize and discriminate between different endogeneous and/or exogenous contrast agents within

the imaged tissue or cells.

Finally, even though the visOCM system was designed for imaging cells and relatively thin layers

of tissue (∼ 30 μm), thicker tissue slices can be imaged by translating the focus in depth. Placing the

focus deeper in a tissue might however cause a loss of resolution through aberrations and increased

dispersion, for which numerical and depth-dependent dispersion compensation techniques might

be necessary. Ultimately, the imaging depth obtainable in tissue would be limited by the penetration

depth of the visible illumination, measured here to be ∼ 110 μm.
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3.2 Technical notes

3.2.1 Theoretical description of dispersion in OCT

Dispersion arises from the spectral behaviour of the refractive index of materials, leading to a wavelength-

dependent optical path length difference between the sample and reference arms of the interferometer.

In an effort to understand the effect of dispersion on the axial resolution of the system, let’s use the

simple interferometer described in 1.2.1 and place a glass window in the sample arm. For simplicity,

let’s replace the sample by a simple mirror, with reflectivity rs . The glass prism added to the sample

arm has a thickness zg l ass and a wavenumber dependent refractive index ng l ass (k). The optical path

length (OPL) in the sample arm therefore becomes:

OPLsampl e (k) = z ′
s + zg l ass ·ng l ass (k), (3.3)

where z ′
s is the length of the part of the sample arm in air, and we considered nai r = 1. The difference

of optical path length (dOPL) between the sample and reference arms becomes:

dOPL(k) =OPLsample (k)−OPLr e f er ence (k) = z ′
s + zg l ass ·ng l ass (k)− zr (3.4)

Which leads to the following interferogram:

I (k) ∝ S(k) ·cos(k ·dOPL(k))

= S(k) ·cos(k · (z ′
s + zg l ass ·ng l ass (k)− zr )) (3.5)

The term driving the modulation of the cosine function is therefore dependent on the wavenumber

k. To analyse the effects of dispersion, let’s consider an expansion of ng l ass (k) showing explicitly its

dependence with the wavenumber k:

ng l ass (k) = ng0 +ng1 ·k +ng2 ·k2 + . . .

≈
N∑

j=0
ng j ·k j (3.6)

The interferogram therefore becomes (Eq. 3.5):

I (k) ∝ S(k) ·cos(k · (zg l ass ·
N∑

j=0
ng j ·k j + z ′

s − zr ))

= S(k) ·cos(zg l ass ·
N∑

j=0
ng j ·k j+1 + (z ′

s − zr ) ·k)) (3.7)

By expanding the cosine term into complex exponentials, Eq. 3.7 becomes:
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I (k) ∝ S(k) ·
(
e

i ·(k·(zg l ass ·
∑N

j=0 ng j ·k j +z ′s−zr )) +C .C .
)

= S(k) ·
(
ei ·(k·(zg l ass ·ng0+z ′s−zr ) ·e

i ·zg l ass ·
∑N

j=1 ng j ·k j+1 +C .C .
)

(3.8)

The non-linearity of the refractive index therefore adds a complex exponential term multiplying

the term driving the modulation. By analysing the Fourier transform of the first term of Eq. 3.8, one

obtains the following:

F−1{I (k)}(z) ∝ F−1{S(k)}(z)⊗F−1{ei ·(k·(zg l ass ·ng0+z ′s−zr )}(z)⊗F−1{e
i ·zg l ass ·

∑N
j=1 ng j ·k j+1

}(z)

= δ(z − (zg l ass ·ng0 + z ′
s − zr ))⊗

[
γ(z)⊗F−1{e

i ·zg l ass ·
∑N

j=1 ng j ·k j+1

}(z)
]

(3.9)

As such, in an interferometer exhibiting no dispersion, or where dispersion is fully balanced between

both arms, the last term will become a simple δ(z) function and a similar expression to Eq. 1.14 is

obtained. Nevertheless, in a system where the dispersion is not equal in both arms, an additional term

will convolve the coherence length γ(z). The PSF of the system will therefore be given by:

PSF (z) = γ(z)⊗F−1{e
i ·zg l ass ·

∑N
j=1 ng j ·k j+1

}(z)

= γ(z)⊗F−1{ei ·zg l ass ·ng1 ·k2
}(z)⊗F−1{ei ·zg l ass ·ng2 ·k3

}(z)⊗ . . . (3.10)

The dispersion in the system will therefore lead to a PSF dictated by the convolution of the co-

herence length γ(z) and multiple complex exponentials non-linearly dependent in k. Practically, this

convolution term will result in a broadening of the PSF which will ultimately worsen the axial resolution

of the system. Balancing the dispersion and thus cancelling out the non-linear dependency in k of the

optical path length difference between both arms is therefore of paramount importance to take fully

advantage of the optical sectioning capabilities of OCT imaging.

3.2.2 Dispersion in the visible wavelength spectrum

Balancing the dispersion in an interferometer implies that the optical path lengths of the reference

and sample arms are identical for all wavelengths of the illumination spectrum. As shown in Fig.

3.9(a), in the infrared spectral range (from 900 nm and beyond), the refractive index of glass (here BK7,

SF10 and UVFS) exhibit mostly a linear behaviour, with similar slopes. As such, adding a single glass

element (e.g. BK7) in the reference arm and varying its length will permit reconstructing the OPL of the

sample arm and ultimately compensating the dispersion in the system. In the visible wavelength range,

the wavelength dependency of the refractive index becomes increasingly non-linear, with notable

differences among glass-types. Consequently, matching the dispersion in complex system operating in

the visible range is more cumbersome and can require using multiple glass types.

In addition to the central wavelength, the width of the illumination spectrum will impact the disper-

sion in the system, as the OPL will have to be matched over a larger spectral region. Moreover, in such

cases, non-linearities in the refractive indices will have an increased influence on the overall dispersion.

To illustrate this phenomenon, we simulated the dispersion caused by a 150 μm BK7 window in a
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Figure 3.9 – Dispersion in OCT systems. (a) The refractive index of glass varies with the wavelength and ex-
hibits increasing non-linearities in the visible wavelength range. The spectral ranges of the xf-OCM and xf-OCT
systems presented in this thesis are highlighted by a blue, green and red square. Curves obtained through
www.refractiveindex.info. (b) By placing 150 μm of BK7 in the sample arm, the axial resolution of the system
degrades from an initial 0.83 μm to 2.9 μm due to the dispersion caused by the glass slide.

sample arm. The spectrum of the visOCM, presented in Fig. 3.4 (a), was used and was multiplied

by Gaussian with varying widths. The results of this simulation are presented in Table 3.1, showing

the bandwidth of the spectrum, the axial resolutions in dispersion-free conditions (measured as the

full-width at half maximum), and the effect of the coverslide in [%] on the axial resolution:

Spectrum # Bandwidth [nm] Dispersion free resolution [μm] Percent change caused by glass[%]
# 1 25 6.4 0.14
# 2 75 2.1 15
# 3 110 1.3 65
# 4 166 1.1 113
# 5 190 1 154

Original 246 0.82 252

Table 3.1 – Table summarizing the results of the effect of dispersion and the spectrum’s bandwidth on the axial
resolution

where the percent change caused by the glass was calculated as 100 · Δzdi sper sed−Δzdi sp. f r ee

Δzdi sp. f r ee
, where

Δzdi sper sed and Δzdi sp. f r ee are the simulated axial resolutions measured with and without BK7, respec-

tively. As is illustrated in Table 3.1, increasing the resolution of the system by widening the illumination

source results in an interferometer much more susceptible to dispersion. Carefully balancing the

dispersion in both arms is therefore crucial to fully benefit from the performance of a high resolution

system, such as the visOCM. This effect is also illustrated in Fig. 3.9(b), showing the broadening of the

axial PSF caused by the BK7 slide for the total spectrum of the visOCM system (Original spectrum in

Table 3.1).
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Finally, using the framework presented in 3.2.1, it is possible to decouple the effect of the dispersion

from the axial resolution by a convolution with a so-called dispersion kernel (i.e. the right term in Eq.

3.10). This is illustrated in Fig.3.10, presenting the magnitude of the dispersion-free PSF (left term

in Eq. 3.10) and the dispersion kernel, calculated for the case presented above (placing 150 μm of

BK7 in the sample arm). The system’s axial resolution (dispersed PSF) is retrieved by convolving the

dispersion-free PSF with the dispersion kernel, as shown in Fig.3.10(c), which is in agreement with the

dispersed PSF shown in Fig. 3.9(b).
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Figure 3.10 – Dispersion as a convolution with a dispersed PSF, for 150 μm of BK7 in the sample arm (a) The
dispersion-free axial PSF is obtained through a Fourier-transform of the source, i.e. the coherence length of the
interferometer. (b) The effect of dispersion of the PSF can be viewed as a convolution of the dispersion-free PSF
with a kernel modelling its broadening due to dispersion. (c) The axial PSF of the system is obtained by convolving
the kernel with the coherence length.
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4 In-vivo imaging of shallow cortical

structures with extended-focus optical

coherence microscopy in the visible

spectrum

THE PREVIOUS CHAPTER presented the design and implementation of a novel extended-focus OCM

operating in the visible wavelength range. The system was conceived to perform very high resolution

imaging of thin tissue slices and cell cultures. Yet, although imaging fixed tissue allows identifying

specific structures and can provide valuable insight into structural changes caused by diseases, the

amount of functional information afforded by ex-vivo imaging is limited.

In view of imaging mice brains at high resolution in-vivo, the visOCM system presented in chapter

3 was adapted to accommodate anaesthetised mice and image over the entire penetration depth of

visible light in tissue. Although the high-resolution system previously described reached a lateral

resolution of 0.4 μm, its axial extent was set to image fixed tissue slices and thin cellular structures (up

to 40 μm in depth). Thicker fixed slices can be imaged by shifting the focus throughout the imaging

session but increases the overall imaging time. In an in-vivo context, the depth multiplex capability of

OCT enables monitoring the activity of various depths concomitantly. The available imaging depth

of the modified system, termed extended-focus visOCM (xf-visOCM), was thus increased to fill the

entire penetration depth of light in tissue, by reducing the lateral resolution to 1.6 μm. Similarly to

previous observations with the visOCM and with other OCM systems, imaging the superficial cortex

with xf-visOCM revealed several cerebral structures, such as myelinated axons, capillaries and even

neurons in layers II/III, at an unprecedented axial resolution.
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Chapter 4. In-vivo imaging of shallow cortical structures with extended-focus optical coherence
microscopy in the visible spectrum

4.1 Journal article
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nique Fédérale de Lausanne, CH-1015 Lausanne, Switzerland

Visible light optical coherence tomography has shown great interest in recent years for spectro-

scopic and high resolution retinal and cerebral imaging. Here, we present an extended-focus opti-

cal coherence microscopy system operating from the visible to the near-infrared wavelength range

for high axial and lateral resolution imaging of cortical structures in-vivo. The system exploits an

ultrabroad illumination spectrum centred in the visible wavelength range (λc = 650 nm,Δλ∼ 250

nm) offering a submicron axial resolution (∼ 0.85 μm in water) and an the extended-focus configu-

ration providing a high lateral resolution of ∼ 1.4 μm maintained over ∼ 150 μm in depth in water.

The system’s axial and lateral resolution are first characterized using phantoms and its imaging per-

formance is then demonstrated by imaging the vasculature, myelinated axons and neuronal cells

in the first layers of the somatosensory cortex of mice in-vivo.

4.1.1 Introduction

Optical coherence tomography (OCT)[61] has emerged in the past decade as a valuable tool to study

cerebral physiology[66, 75, 117, 175, 86], through its ability to perform three dimensional imaging of

tissue and vasculature at very high acquisition rates, with A-scan rates typically ranging from 10 to 100

kHz. Although most OCT systems operate in the infrared spectral range to maximize the penetration

depth in tissue, recent studies have exploited a visible light source to benefit from the characteristic

spectral signatures of certain endo- and exogeneous agents at shorter wavelengths[160, 154]. Such

spectrosopic OCT systems have been used to increase the contrast of alzheimeric plaques in brain

tissue[87] and to quantify hemoglobin concentration in the retina[161, 176] and in the brain[162, 89].

Shifting the central wavelength additionally enables increasing the axial resolution of OCT systems

as it is determined by δz ∝ λ2
c/Δλ, where λc is the central wavelength of the source and Δλ is its band-

width. Submicron axial resolutions can thus be reached by employing broadband sources in the

visible wavelength range[177, 178, 87, 90, 81]. A higher lateral resolution is also gained through this

illumination wavelength shift, as it is proportional to the ratio between the source’s central wave-

length λc and the objective’s numerical aperture (NA). However, increasing the lateral resolution in

conventional OCT systems reduces the depth-of-field (DOF) by restricting the confocal gating and

effectively hampering the multiplexing advantage of Fourier domain OCT. As such, optical coherence

microscopy[179] (OCM), the high-NA version of OCT, might require an additional scan in depth to

obtain three-dimensional images[83, 85]. This effect can be mitigated by splitting the illumination
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and detection modes of the OCM system and by illuminating the sample with so-called diffractionless

beams, such as Bessel beams[72]. The resulting system, termed extended-focus OCM (xfOCM)[73]

performs three-dimensional images with a high lateral resolution maintained over larger DOFs than

conventional OCM setups (typically 3 to 10× larger). Recently, we developed a high resolution xfOCM

platform, combining an ultrabroadband source spanning from the visible to the near-infrared wave-

length range (from 500 to 850 nm) with high NA optics, to perform submicron resolution imaging

of fixed brain slices and living cells[90]. Although its high resolution enables resolving subcellular

structures, its ∼ 60 μm DOF limits its compatibility with in-vivo cortical imaging. We therefore present

a novel system based on our previous work, optimized for cortical imaging, where the lateral resolution

was reduced to image over the entire penetration depth available with visible light (∼ 150 μm). The

system’s resolution was characterized using a mirror and nanoparticles embedded in PDMS and its

imaging performance was assessed by imaging fine cerebral structures, such as myelinated axons,

capillaries and neuronal cells in the superficial somatosensory cortex of mice.

4.1.2 Methods

Extended-focus visible/near-infrared optical coherence microscopy system

The extended-focus visible/near-infrared optical coherence microscopy (xf-visOCM) system presented

here is based on previous extended-focus OCM implementations[73, 77, 90] and is optimized for high

resolution in-vivo cortical imaging. Briefly, light from a supercontinuum source (Koheras SuperK

Extreme, NKT Photonics) is first filtered to obtain an illumination spectrum from the visible to the

near-infrared wavelength range, passes through a polarizing beam splitter and is then coupled into

the microscope. As shown in Fig. 4.1, at the microscope’s core lies a Mach-Zehnder interferometer to

permit splitting the Bessel illumination and Gaussian detection modes. The first beam splitter (BS1) of

the interferometric configuration divides the incoming light into the reference and the illumination

arm, where an axicon (176◦, Asphericon) transforms the initial Gaussian beam into a Bessel beam. A

series of telescopes guides the illumination beam through a pair of galvanometric scanners and through

the sample arm where it is finally focused on the sample (i.e. mouse cortex) through a 10x objective

(NA = 0.3, UPlanFl, Olympus). The backscattered light from the sample is collected by the objective,

descanned and then guided to the Gaussian detection path by means of the second beam splitter of

the Mach-Zehnder configuration (BS2), and finally coupled into the detection fiber and sent to the

spectrometer. The reference arm comprises of a set of prisms of different glasses (BK7, SF6 and UVFS)

to balance the dispersion present in the illumination and sample arms and the residual dispersion is

precisely balanced through a fine-compensation unit [90]. The interference between the reference and

sample light is recorded by a custom spectrometer, comprising of a grating (600 lines/mm, Wasatch

Photonics), a custom objective (EFL = 100 mm) and a CMOS line camera (Basler, spL2048-140km).

All 2048 pixels of the camera were used to record the spectral interferograms, spanning from 500

to 850 nm in wavelength. As shown in Fig. 4.1(a), a pair of masks are placed after the axicon lens

and before the detection coupler to filter the spurious beams generated by the tip of the axicon and

specular reflections originating from the sample respectively. Moreover, the polarization state of the

illumination was fixed using a polarizing beam-splitter (PBS) and a linear polarizer (P) placed at the

entrance of the microscope. In practice, we observed that without this configuration, the visibility of

the fringes of the interferogram was low and not constant throughout the spectrum. These effects

can be attributed to the spectral and polarization-dependent transmission of certain optical elements,
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such as non-polarizing beam-splitters. By controlling the polarization of the illumination, the fringe

visibility could ultimately be maximized.

Mouse preparation

All experiments were carried out in accordance to the Swiss legislation on animal experimentation

(LPA and OPAn). The protocols (VD 3048) were approved by the cantonal veterinary authority of the

canton de Vaud, Switzerland (SCAV, Département de la sécurité et de l’environnement, Service de

la consommation et des affaires vétérinaires) based on the recommendations issued by the regional

ethical committee (i.e. the State Committee for animal experiments of canton de Vaud) and are in-line

with the 3Rs and follow the ARRIVE guidelines. The capabilities of the xf-visOCM system were assessed

by imaging the superficial cortex of mice in-vivo. To this intend, the cortex of n = 3 c57bl/6 mice (3-4

month old, Charles River) was made optically accessible through an open-skull craniotomy. Mice

were first anaesthetized using a solution of ketamine (80-100 mg/kg) and xylazine (14 mg/kg) injected

intraperitoneally. Once asleep, their skull was exposed through an incision in the skin of their heads. A

circular region of skull of 4 mm in diameter above the somatosensory cortex was drilled, excised and

then sealed using a glass coverslip and dental cement. Finally, a fixation ring was placed on the sealed

cranial window to minimize motion artefacts and facilitate the localization of the same cortical region

over time. After the surgery, mice were allowed to recover for a period of a week. Prior to imaging, mice

were anaesthetized using the same ketamine/xylazine mixture as mentioned above and once asleep,

were placed on a custom head fixation system for imaging. The mice’s eyes were kept moist using eye

ointment and their body temperature was maintained at 36◦C throughout the surgical procedure and

the imaging sessions. Post-operative care consisted in daily subcutaneous injections of dexamethasone

(0.2 mg/kg), carprofen (5 mg/kg) and buprenorphine (0.1 mg/kg) for 72 hours from the day of the

surgery.

4.1.3 Results

xf-visOCM resolution characterization

The system’s axial resolution was assessed using a mirror placed on the sample holder and by changing

the length of the reference arm. As shown in Fig. 4.1(b), an axial resolution of ∼ 1.1 μm in air (∼ 0.85 μm

in water) is preserved over the first ∼ 200 μm in air (∼ 150 μm in water) before significantly increasing

and reaching > 5 μm by ∼ 400 μm in air. The axial resolution was measured as the full width at half

maximum (FWHM) of the axial point spread function (PSF) in linear scale. The lateral PSF of the system

was interrogated by imaging a sample of 30 nm gold nanoparticles embedded in PDMS. From the

acquired data, an average PSF for 7 different depths was obtained by extracting and averaging over 5

individual PSFs at each plane. The resulting PSFs over depth are displayed in Fig. 4.1(c), where the

FWHM of the central lobe is maintained at ∼ 1.4 μm over 150 μm in depth. At larger depths, the PSF

slightly broadens due to the presence of additional sidelobes and by a decrease in the signal intensity

(observable here through an increase in the background noise). This loss in intensity is caused by a

combination of the shape of the axial profile of the Bessel beam and by the Gaussian apodization [79]

and by the system’s roll-off.
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Figure 4.1 – xf-visOCM system and characterization: (a) Schematic of the microscope based on a Mach-Zehnder
interferometer comprised of 2 beam-splitters (BS1 and BS2) to split the Bessel illumination and the Gaussian
detection paths. A fine-dispersion compensation unit in the reference arm enable precisely compensating the
dispersion of the interferometer and a 10x air objective focuses the light in the cerebral cortex of a mouse.
BBDM: broadband dielectric mirrors, PBS: polarized beam splitter, P: linear polarizer, BS: beam splitter. (b) The
ultrabroadband visible/near-infrared spectrum of the xf-visOCM system provides an axial resolution in air of ∼
1.1 μm over ∼ 200 μm in depth before deteriorating to ∼ 5 μm in air. (c) The full width at half maximum of the
lateral point spread function of the xf-visOCM system is ∼ 1.4 μm in water and is maintained over 150 μm in depth
through the extended-focus configuration, as shown by both the heatmaps and their corresponding profiles (in
linear scales). Scalebar: 5 μm
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Chapter 4. In-vivo imaging of shallow cortical structures with extended-focus optical coherence
microscopy in the visible spectrum

in-vivo imaging of cortical structures

With the system characterized, the imaging performance of the xf-visOCM platform was assessed

by imaging the superficial cortex of mice. All images presented in this manuscript were acquired

at a line rate of 20 kHz, with an incident power on the sample of 0.5 mW and were averaged over

5 volumetric acquisitions, i.e. C-scans. The imaging time for a single volumetric acquisition was

from 2 to 4 minutes. Figures 4.2(a) and (b) show a B-scan and en-face views at different depths of

the superficial cortex respectively. Similarly to previous observations of cortical structures using

OCT[180, 75, 81, 85, 86, 82, 90, 178], dura mater (highlighted by green arrows) and myelinated axons

(pointed by yellow arrows) are characterized by a stronger back-scattering than the neuropil and appear

as bright layers and fibers respectively. The extended-focus capabilities of the system are illustrated in

the en-face views presented in tile (b) showing the ability to resolve the fine bright myelinated axons

throughout a depth of 80 μm. Myelinated axons can also be visualized at a depth of 30 μm from the

cortical surface in another animal, as shown in Fig. 4.2(c). Additionally, through their increased back-

scattering, these structures could be segmented from the parenchyma using a simple thresholding

operation, similarly to Chong and Merkle et al. [176]. By adapting the threshold for attenuation in

depth, the axons were segmented at different depths to obtain a depth-encoded maximum intensity

projection (MIP) as presented in Fig. 4.2(d).

In addition to imaging neural fibers, the high resolution of the system permits discriminating fine

features such as capillaries and the boundary of large vessels from the surrounding background. A fine

dark region can be discerned within large vessels, below their membranes (blue arrow in Fig. 4.3(a)), as

previously reported by Merkle and Chong et al.[178] and identified as a cell-free layer within the lumen

of large calibre vessels. Similarly to our previous work in ex-vivo slices at higher lateral resolution[90],

the lumen of capillaries can be distinguished from the neuropil as dark elongated structures, as shown

by the red arrows in Fig. 4.3(a) and by the red arrows in the minimum intensity projections (MinIP)

presented in Fig. 4.3(b) and (c) and Fig. 4.4(c). In contrast to slices where the reduced intensity was

linked to the absence of scatterers in the lumen of the vessels, here the reduced back-scattering seems

to be caused by the dynamic nature of the scattering of red blood cells (RBC). The images displayed

Fig. 4.3 and 4.4 were obtained by averaging 8 to 16 B-scans acquired at the same lateral position (in

addition to the 5× averaging over C-scans) and represent the low-pass filtered component of the back-

scattering (i.e. its static component). Therefore, due to the motion and discrete nature of RBCs flowing

in capillaries[118], the static contribution of their back-scattering is weaker than of the surrounding

parenchyma, and appear darker than the tissue. The final pixel size of every en-face image shown in

Fig. 4.2, Fig. 4.3 and 4.4 after filtering is 512×512.

Conversely, an angiogram, as presented in Fig. 4.3(d) and (e), can be obtained by filtering out

the static component of the back-scattering[95, 181] (over 8 and 16 B-scan repetitions respectively).

The high-pass filtering operation was performed through a point-wise complex subtraction of each

B-scan[95]. The depth encoded MIPs presented in Fig. 4.3(d) and (e) were obtained by normalizing

the angiogram with the structure as described by Srinivasan et al.[66, 83] to account for the reduced

intensity in depth and alleviate the impact of bright structures in the shadows of large vessels (here

mainly bright myelinated axons in the shadows of vessels, visible as bright dots in Fig. 4.3(e)). These

angiograms highlight the presence of large pial vessels at the surface and the beginning of the cortical

microvascular meshwork in deeper regions. Moreover, the location of capillaries in the angiogram

coincide with the dark elongated structures reported in the MinIP Fig. 4.3(b) and (c) of the same figure
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100 m

(a) B-scan of a cortical region

(b) En-face views at different depths

z = 20 m z = 40 m

z = 65 m z = 100 m

(d) Myelinated axons MIP

(c) En-face view of back-scattering

38 m0

z = 30 m

Figure 4.2 – xf-visOCM in-vivo imaging: The imaging capabilities of the xf-visOCM system were assessed by
imaging the superficial cortex of mice. (a) A B-scan across the first ∼100 μm in depth of the cortex

highlights the different structures observable, such as bright, myelinated axons (pointed by yellow
arrows) and dura mater (pointed by green arrows). (b) The en-face views at different depths present
the same structures as in (a) and show the preservation of the lateral resolution in depth. (c) In another
animal, myelinated axons can also be visualized in the en-face view at a depth of 30 μm from the
cortical surface. A depth-encoded view of segmented myelinated axons exposes the dense distribution
of these fibers within the first layer of the brain (d). Scalebars: 100 μm.
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Chapter 4. In-vivo imaging of shallow cortical structures with extended-focus optical coherence
microscopy in the visible spectrum

(e) Angiogram MIP

70 m0

(c) Back-scattering MinIP

(d) Angiogram MIP

(b) Back-scattering MinIP

55 m0

(a) B-scan of a cortical region

100 m

Figure 4.3 – xf-visOCM in-vivo vascular imaging: Owing to the high resolution of the xf-visOCM system, the
microvasculature can be resolved both in the back-scattering tomograms and in the angiograms. (a) A B-scan
covering the first ∼100 μm in depth of the cortex reveals large vessels at the surface and capillaries that can be
resolved as dark elongated structures, as pointed by the red arrows. Moreover a close-up on the large caliber vessel
reveals a thin dark cell-free layer below the vessels membrane (blue arrow). Vascular structures can be visualized
by either performing a minimum intensity projection on the static back-scattering, in (b) and (c), or a maximum
intensity projection on the angiogram, (d) and (e). Similar features are highlighted between the two visualizations
by red arrows in (b) and (c) and pink arrows in (d) and (e). Scalebars: 100 μm

76



Jo
u

rn
al

article
Jo

u
rn

al
article

Jo
u

rn
al

article

4.1. Journal article

(a) B-scan of region with neural cells (b) En-face views of neural cells

z = 105 m z = 135 m

(c) MinIP from 35 m to 85 m (d) MinIP from 85 m to 120 m (e) depth encoded MinIP 

120 m85

100 m

Figure 4.4 – xf-visOCM in-vivo imaging of neural cells: Neural cells can be identified in the back-scattering
B-scan (a) and En-face views (b) as dark spheroids surrounded by the neuropil. These cells can be identified up to
a depth of ∼ 135 μm. Fine features can be further visualized through minimal intensity projections, highlighting
the presence of mainly vascular structures from 35 to 85 μm in depth (c), and neural cells from 85 μm and beyond
(d). Capillaries can be identified in the MinIP by their hollow lumen, as highlighted by the red arrows in tile (c)

. The spatial distribution of these cell bodies can be appreciated by a depth color coded minimum
intensity projection (e). Scalebars: 100 μm.

(highlighted by the red and pink arrows on Fig. 4.3(d) and (e) respectively), reinforcing our observation

that capillaries can be distinguished as darker structures in the back-scattering images.

In contrast to OCT systems operating at longer wavelengths, the penetration depth of visible light

is reduced to ∼ 150 μm in tissue[88, 87]. Nevertheless, as shown in Fig. 4.4, cell bodies located at ∼
100 μm in depth can be resolved in the B-scan and in the en-face views presented in tiles (a) and (b)

(temporally averaged frames). Similarly to other observations of cell bodies in the visible range and

using other illumination spectra[83, 81, 117, 85, 82], these cell bodies appear as spheroids with a lower

intensity than the surrounding parenchyma and their visualisation can be further enhanced through a

minimum intensity projection, as presented in Fig. 4.4(d) and (e). Moreover, MinIPs at different depths,

as shown in Fig. 4.4(c–e), hint to the laminar organisation of the cortex, where the first ∼ 85 μm are

almost devoid of these cell bodies and display a sparse microvascular network, whereas deeper regions

show a dense population of cells. Figures 4.4(d) and (e) were obtained by shifting the focus slightly

deeper within the cortex, to counteract the attenuation of light. Overall, the shape, contrast and depth

distribution (highlighted in Fig. 4.4(e)) of these cells coincide with the presence of neural cells in the

first part of layer II/III of the rodent cortex[83, 117, 82].
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Chapter 4. In-vivo imaging of shallow cortical structures with extended-focus optical coherence
microscopy in the visible spectrum

4.1.4 Conclusion and discussion

In this manuscript, we presented a novel extended-focus optical coherence microscopy system operat-

ing from the visible to the near-infrared wavelength range and optimized for in-vivo superficial cortical

imaging. Although its illumination spectrum inherently limits the depth penetration abilities of the

platform, the coherent amplification property of OCT enables imaging up ∼ 150 μm. As shown in the

system’s characterization, the extended-focus configuration maintains a lateral PSF FWHM of ∼ 1.4 μm

over the entire available penetration depth, and the ultrabroadband spectrum offers a submicron ∼
0.85 μm axial resolution. Although dispersion was balanced between both arms of the interferometer,

additional dispersion caused by tissue could affect the optical sectioning at large depths. Moreover,

as shown in Fig. 4.1(b), the axial resolution degrades rapidly beyond > 200 μm from the zero delay

line, and could further deteriorate the system’s performance. Future improvements on the setup will

involve using longer line cameras (i.e. with more pixels) to improve the spectrum’s sampling as used by

Lichtenegger et al.[87]. We used the system to image the first layers of the somatosensory cortex of mice,

showing the ability of the xf-visOCM system to resolve cerebral structures such as myelinated axons,

vessels through both static and dynamic back-scattering and neural cells. The combined extended-

focus property of the Bessel-Gauss configuration and the broadband spectrum enabled imaging at a

high lateral resolution over the entire penetration depth and at a submicron axial resolution. Overall,

we believe that the performance and imaging capabilities of the xf-visOCM system make it an attractive

tool to study cerebral physiology in health and in disease[75, 182], in-vivo and at high resolution.
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focus OCT

UNDERSTANDING brain function requires imaging deep within cerebral tissue in-vivo, as several

neuronal processes occur between the cortex and deeper regions and neuropathological disorders, such

as Alzheimer’s and Parkinson’s disease, affect subcortical structures. In view of this, two main avenues

have been pursued to enable imaging deeper with OCT, by either increasing the central wavelength

of the system or by using optimized sources. Shifting the illumination spectrum to the infrared range

reduces the scattering experienced by light in tissue and enables imaging at larger depths. However,

as tissue is primarily composed of water, care must be taken when selecting the spectral region as its

absorption also increases in the infrared. As such, so-called imaging windows exist in the infrared: up

to 1.4 μm, between 1.6 and 1.8 μm and between 2 and 2.2 μm [183, 184]. Although no OCT systems

currently operate in this latter range, OCT technology at 1.3 μm is already mature and an increasing

number of setups at 1.7 μm are being developed. The lack of optimized line cameras and optics beyond

1.6 μm initially restricted the development of OCT platform to time-domain systems which enabled

reaching a depth of ∼ 1.2 mm in the brain [185]. Recently, spectral domain systems have emerged in

this spectral window using novel frequency-swept sources [119] and custom line-cameras [88, 186].

Chong et al. developed such a Fourier-domain system to image subcortical structures in the brain

in-vivo up to a depth of 1.5 mm with a 5.6 μm axial resolution in tissue [88]. Kawagoe et al. developed

an OCT system with an ultrabroad spectrum spanning from 1.4 μm to 2 μm to reach deep structures

while maintaining a high axial resolution of 3.6 μm in tissue [186]. Nevertheless, line cameras in the

IR being limited in pixels, imaging such a broad spectrum reduced the available imaging depth. As

such, a phase modulation system was implemented to eliminate the complex conjugate term of Eq.

1.14, also termed ghost artefact, overlapping at large depths, similarly to Bachmann et al. [187]. Overall,

these systems enabled reaching larger depths and imaging subcortical structures but are still limited by

the lack of optimized optics and cameras (although swept-source systems already exist, with a limited

bandwidth [119]). The alternative path towards reaching larger depths with OCT deals with optimizing

the system parameters such as the system’s roll-off. To this end, Choi et al. used a novel MEMS

VCSEL swept-source system at 1.3 μm with an extremely low roll-off (through very narrow frequency

lines) and demonstrated its capabilities in reaching 2.3 mm in depth in the mouse brain in-vivo [188].

Nevertheless, most swept-source systems suffer from phase instabilities and have small bandwidths,

limiting their axial resolution. Ultimately, although such systems allow imaging deeper structures,
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their lateral resolutions are typically low (i.e. ∼ 15 μm) and decay rapidly throughout the imaging

depth, hampering their use for concurrently tracking hemodynamic changes over the entire depth

range. In this regard, xf-OCT systems are ideally suited as they provide a diffraction-less illumination in

depth. Such configurations have been developed in the IR for dermatology using relatively narrowband

frequency-swept sources, reaching powers of 7 mW at the sample with a low axial resolution of 10 to

12 μm [78, 189, 190]. Conversely, current xf-OCT systems designed for cerebral imaging all operate at

shorter central wavelengths and have high lateral and axial resolutions, but are limited in penetration

to the first layers of the cortex (up to layer IV) [75, 82, 191]. In view of this, the journal article in this

chapter presents an xf-OCT system using a broadband SLD source centred at 1.3 μm optimized for

deep tissue cerebral imaging at high axial resolution, with a lateral resolution maintained over almost

the entire cortical depth.
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10, 8093 Zurich, Switzerland

Extended-focus optical coherence tomography (xf-OCT) is a variant of optical coherence tomogra-

phy (OCT) wherein the illumination and/or detection modes are engineered to provide a constant

diffraction-less lateral resolution over an extended depth of field (typically 3 to 10× the Rayleigh

range). xf-OCT systems operating at 800 nm have been devised and used in the past to image brain

structures at high resolution in-vivo but are limited to ∼ 500 μm in penetration depth due to their

short illumination wavelength. Here, we present an xf-OCT system optimized to image deeper

within the cortex by using a longer illumination central wavelength of 1310 nm. The system offers

a lateral resolution of 3 μm and 6.5 μm, over a depth of 900 μm and >1.5 mm using a 10× and 5×
objective respectively, in air. We characterize the system’s resolution using microbeads embedded

in PDMS and demonstrate its capabilities by imaging the cortical structure and microvasculature

in anesthesized mice to a depth of ∼ 0.8 mm. Finally, we illustrate the difference in penetration

depths obtainable with the new system and an xf-OCT system operating at 800 nm.

Over the past decades, optical coherence tomography (OCT)[61] has become an important tool

for studying cortical physiology and hemodynamics, through its ability to perform label-free imaging

of large volumes at high-acquisition rates [66, 75, 89, 188, 84]. Recent interest has been focused

on increasing the depth penetration of OCT in brain tissue by shifting the illumination to longer

wavelengths [192, 88, 185] or by minimizing the system’s roll-off [188]. However, increasing the depth

of field (DOF) of conventional OCT systems typically comes at the cost of a lower lateral resolution

(>15 μm), preventing the imaging of small features such as capillaries. Extended-focus configurations

have been devised for OCT (xf-OCT), where the illumination and detection beams are engineered

to increase the DOF while maintaining a constant transverse resolution [73]. Although some xf-OCT

systems operate in the infrared spectral range [78, 189], to our knowledge, none have been designed

and used for in-vivo cortical imaging. Current xf-OCT systems used for cerebral imaging operate at 800

nm [75, 82], where the strong tissue scattering limits the imaging depth to ∼ 500 μm. We present here a

novel xf-OCT system, operating at 1.3 μm, optimized for cortical imaging. The instrument combines

a broadband illumination in the infrared spectral range, with two magnifications (5× and 10×) for
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Chapter 5. Deep cortical imaging with extended-focus OCT

capillary-level resolution imaging over a large depth of field (almost an entire cortical column).
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(a) xf-irOCT setup

Figure 5.1 – xf-irOCT system design and performance: (a) Simplified schematic showing the fiber based xf-irOCT
system, with a pierced mirror (PM) splitting the illumination and detection modes. Light is focused on the sample
by either a 5× or a 10× objective. DC: disperison correction, DL: delay line, FBS: fiber beamsplitter, AX: axicon,
DM: dichroic mirror, OBJ: objective.(b) The 10× objective provides a lateral resolution of ∼ 3 μm maintained over
∼ 900 μm in depth, whereas with the 5× objective, a lateral resolution of ∼ 6.5 μm is obtained, conserved through
∼ 1.5 mm in depth (c). All measurements are in air. Scalebar: 5 μm.

The extended-focus infrared OCT system (xf-irOCT) is based on a Mach-Zehnder interferometer,

allowing the illumination and detection modes to be split. Briefly, and as shown in Fig. 5.1(a), light from

an extended-bandwidth SLD (LS2000C, Thorlabs, NJ) is divided into the illumination and reference

arm with a 75/25 splitting ratio. The illumination beam passes through a 176◦ axicon (X25-020FPX-

U-C, Asphericon), is reflected by a pierced mirror and is then relayed through the scan-unit (6210H,

CamTech) and the rest of the microscope by telescopes, where it is finally focused on the sample by

either a 5× or a 10× IR objective (LMPLN5XIR, LMPLN10XIR, Olympus). The back-scattered light

is collected by the objective, descanned by the scan-unit, passes through the pierced mirror and is

then coupled to the detection mode fiber. The reference and detection light are coupled by a second

fiber beam splitter (50/50 ratio) and the interference pattern is recorded by a custom spectrometer

comprising an InGaAs linescan camera (1024-LDH2, Sensors Unlimited). Overall, the core of the xf-

irOCT system is based on previous xf-OCT platforms with an emphasis on minimizing power losses and
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increasing the efficiency of the system’s illumination. In contrast to systems operating at 800 nm using

femtosecond sources offering up to 400 mW, the power available with current broadband sources at 1.3

μm is significantly lower, typically ∼ 10 mW. We therefore traded a beamsplitter for a custom-designed

pierced mirror (Eksma optics), with a 4 mm diameter inner hole to split the illumination and detection

modes, reflecting the ∼ 6.2 mm diameter Bessel ring and transmitting the ∼ 2.7 mm diameter Gaussian

beam. We also used a 75/25 fiber beamsplitter to increase the illumination power and finally optimized

the overall optical design so as to improve the efficiency of the Bessel illumination. We opted for a

smaller axicon angle and a shorter axial extent to minimize the illumination’s Fresnel number (here

N�7) [193]. The power at the input of the illumination path and after the objective are ∼ 6.5 mW and ∼
2.5 mW respectively. These power losses are mainly attributed to imperfections in the axicon. A list of

the optical parts used for the system is available on https://wiki.epfl.ch/xf-iroct.

The lateral point spread function (PSF) of the system was interrogated using a sample consisting

of 1 μm polystyrene beads embedded in a PDMS slab. The lateral resolution was measured as the full

width at half maximum of the lateral PSF. Figures 5.1(b) and (c) show the resulting PSFs at different

depths for both 10× and 5× objectives, which demonstrate the preservation of a ∼ 3 μm and ∼ 6.5

μm lateral resolution over 900 μm and 1.5 mm for the 10× and 5× objectives respectively. At large

distances from the focus, the transverse extent of the Gaussian detection is enlarged and the PSFs show

additional side rings, a typical characteristic of the Bessel illumination. Moreover, a slight broadening

of the Bessel’s central lobe is observed at -250 μm and beyond with the 10× objective, which is likely

caused by imperfections of the axicon’s tip. The axial resolution of the system, given by the source’s

coherence length and thus related to its bandwidth, was measured to be 4.6 μm in tissue and the roll-off

of the spectrometer was measured as 7.5 dB/mm.

Having characterized the system’s resolution, we imaged the cortex of mice in-vivo. Optical access

to the brain was obtained in ∼ 3-month-old c57bl/6 mice (Charles River, n = 8) through a 4 mm diameter

circular open-skull craniotomy over the somatosensory area, which was covered by a glass coverslide

and sealed with dental cement.

All experiments were carried out in accordance to the Swiss legislation on animal experimentation

(LPA and OPAn). The protocols (VD 3048) were approved by the cantonal veterinary authority of the

canton de Vaud, Switzerland (SCAV, Département de la sécurité et de l’environnement, Service de

la consommation et des affaires vétérinaires) based on the recommendations issued by the regional

ethical committee (i.e. the State Committee for animal experiments of canton de Vaud) and are

in-line with the 3Rs and follow the ARRIVE guidelines. The mice were anesthetized with a mix of

ketamine/xylazine (80-100 mg/kg, 14 mg/kg) for both the cranial window implantation and the imaging

sessions. Pre- and post-operative care consisted in subcutaneous injections of Buprenorphine (0.1

mg/kg), Carprofen (5 mg/kg) and Dexamethasone (0.2 mg/kg). For all of the measurements presented

in this manuscript, the camera’s frame rate was set to 23 kHz and the average power incident on the

sample was measured to be ∼ 2.5 mW for both objectives.

An assessment of the in-vivo imaging performance of both objectives (5× and 10×) is presented

in Fig. 5.2, showing cross-sectional imaging of both vasculature and back-scattering (panels (a) and

(e)) and en-face maximum intensity projections (MIP) of the vasculature at selected depths (panels (b)

and (f)) and their corresponding close-ups. The static back-scattering and vasculature were obtained

through a low-pass and high-pass filtering over 8 repeated B-scan acquisitions at the same transverse

location respectively. In practice, the low-pass operation was obtained by averaging of the complex

OCT signal over the inter-frame repetitions, whereas a complex point-wise subtraction was used for
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Chapter 5. Deep cortical imaging with extended-focus OCT

the high-pass filtering [95]. Phase correction was applied prior to filtering [?]. The achievable depth

of both angiographic and static back-scattering imaging differ significantly. Using a 5× objective, the

deepest resolvable vessel is observable at ∼ 800 μm in depth, whereas static back-scattering seemingly

is collected throughout almost the entire imaging depth range (∼ 1.4 mm), and could enable imaging

subcortical structures, as hinted to in Fig.5.3. The diameter of capillaries was measured at selected

depths, as shown in Fig. 5.2(c), showing an almost constant preservation of the lateral resolution from

the surface and up to ∼ 700 μm. The increase in capillary diameter shown at 800 μm can be caused

by the lower SNR of the angiogram at this depth or by a loss in resolution caused by tissue. Profiles of

capillaries were also measured at different depths and are presented in Fig. 5.2(d), highlighting the

ability of xf-irOCT to perform angiography up to 800 μm in depth. With the 10× objective, a reduced

depth of field is traded for a higher lateral resolution, as illustrated in the angiogram cross-section of

Fig. 5.2(c). Similarly to the 5× objective, back-scattering signal is collected over a larger depth than in

the angiogram, and almost throughout the entire depth of the cortex. By placing the focus at ∼ 500

μm from the cortical surface, the capillary bed could be resolved from ∼ 400 μm to ∼ 700 μm in depth,

as shown in the en-face MIPs and zoom-ins of Fig 5.2(f). Capillary diameters and profiles were also

measured at selected depths, as shown in Fig. 5.2(g) and (h) respectively, showing a preservation of the

resolution from 400 μm to 700 μm in depth.

As mentioned in the introduction, the penetration depth in cortical tissue of previous xf-OCT

systems is limited to ∼ 500 μm due to their shorter illumination wavelength. Shifting the source into

the infrared spectral range enables imaging deeper, i.e. throughout the entire depth of the mouse’s

cortex. This is illustrated in Fig. 5.3, where we performed back-scattering and angiographic imaging

on the same mouse with an xf-OCT at 800 nm [75] and our novel xf-irOCT system. Although the axial

and lateral resolution of the near-infrared system is higher (∼ 1.5 μm and ∼ 2.5 μm respectively, in

water) as the central wavelength is shorter, the signal intensity decades rapidly beyond ∼ 400 μm in

the back-scattering tomogram. This effect is more pronounced in the angiogram, where the deepest

detectable vessel lies at ∼ 300 μm from the cortical surface. For this comparison, the 800 nm xf-OCT

system’s acquisition frequency was set at 23 kHz and the illumination power was measured as ∼ 12 mW

after the objective. In contrast, the xf-irOCT system can reach depths of ∼ 1.2 mm and ∼ 800 μm for

back-scattering and angiographic imaging, respectively, with a power of ∼ 2.5 mW.

Overall, we presented a novel xf-irOCT system for cortical imaging, wherein its design was optimized

to minimize power losses and its illumination wavelength was shifted to the infrared to increase the

penetration depth in cortical tissue compared to previous xf-OCT instruments used for brain imaging.

In contrast to xf-OCT at 800 nm reaching depths of ∼ 500 μm in tissue, the xf-irOCT system can image

the vasculature and the static back-scattering up to ∼ 800 μm and >1.2 mm in depth, respectively. In

addition to the increased penetration depth, the conservation of the system’s lateral resolution is of

paramount importance for OCT velocimetric methods, where the size of the focal volume typically

influences the accuracy of the metric [148, 119, 84]. Using a Bessel illumination could therefore increase

the axial extent of the measurements and provide more accurate measurements away from the focus,

if the Bessel’s sidelobes are adequately dealt with. The current implementation is limited by the

power losses throughout the system (i.e. imperfections of the axicon’s tip) and the available power

of current broadband SLD sources. Using higher power sources, novel frequency swept-sources and

ultimately even longer illumination wavelengths could allow imaging deeper by increasing the number

of collected photons, relaxing the deleterious roll-off of spectral domain systems and reducing light

scattering [188, 88, 185]. Future work will also focus on validating the optical system for velocimetric
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Figure 5.2 – Cortical imaging using xf-irOCT: The system’s performance for two objectives (5× and 10×) was
assessed through back-scattering and angiographic imaging of a mouse’s cortex. Tissue back-scattering and
vasculature images were obtained by placing the focus of the objective in the middle layers of the cortex, as
shown in B-scans (a). The en-face MIPs at selected depths and their corresponding zoom-ins show the xf-irOCT’s
capability to resolve vascular structures up to 800 μm in depth. Measurements of the diameters of capillaries across
depth highlight the preservation of the resolution throughout ∼ 700 μm in brain tissue (c). Profiles of capillaries at
different depths are shown in (d) where the mean profile is highlighted in bold. Using a 10× objective, the lateral
resolution is increased, resulting in a shorter axial extent, as visible in the cross-sectional images of vasculature
and tissue back-scattering (e). Nevertheless, its higher lateral resolution enables finely resolving the vasculature in
the en-face MIPs at various depths (f) Using the 10× configuration, capillary diameters can be measured from
400 to 700 μm in depth in brain tissue. Profiles of capillaries measured using the 10× objective are shown in (h).
Scalebars: 200 μm for all images apart from the zoom-ins, 50 μm for the zoom-ins.
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Figure 5.3 – xf-OCT 800 nm versus 1.3 μm comparison: The depth performance of both systems for back-scattering
and angiographic imaging were assessed on the same mouse. The 800 nm system enables imaging across ∼ 400 μm
and ∼ 250 μm in back-scattering and in angiograms, as shown in the cross-sectional images (a) and (b). Whereas
the xf-irOCT can resolve structures (c) and vessels (d) up to >1.2 mm and >800 μm respectively. Scalebars: 200 μm.
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measurements using Doppler OCT and other existing OCT velocimetry protocols.
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Chapter 5. Deep cortical imaging with extended-focus OCT

5.2 Technical notes

5.2.1 Optical design

The xf-irOCT system was designed to achieve deep cortical imaging at a high axial resolution, while

maintaining a capillary-level lateral resolution throughout an extended imaging depth. Ultimately,

the desired system should have a lateral resolution of ∼ 3.5 μm and 7 μm, maintained over > 500 μm

and 1 mm, with a 10× and 5× objective respectively. As mentioned in the journal article, in contrast

to previous xf-OCM implementations (xf-OCM and visOCM) where the source could deliver > 50

mW, broadband SLDs in the IR spectral range are limited to ∼ 10 mW. The system was therefore

designed so as to minimize power losses and increase the illumination’s efficiency. Bessel beams

contain a large amount of power in their sidelobes, making them less susceptible to obstructions

along their propagation [70]. Nevertheless, this power distribution ultimately leads to less power in

the central lobe and thus a lower illumination efficiency [193]. Moreover, it might be tempting to

design an elongated Bessel beam along the axial dimension, to ensure a large imaging depth and a

good resolution preservation. However, in the context of illumination efficiency, such a design would

be problematic for two reasons. The first relates to the presence of siderings in the detections: as

mentioned before, the most common design of xf-OCT systems combines a Bessel illumination with

a Gaussian detection. As such, the detection beam is dictated by Gaussian beam propagation and

thus experiences defocus. Consequently, far from the focus, the total PSF of the system (obtained by

multiplying the illumination and detection PSFs) will exhibit several sidelobes, unfiltered by the large

support of the defocused Gaussian spot. This will therefore deteriorate the overall lateral resolution

of the system. Secondly, an analysis by Lorenser et al. revealed that such a design (very extended

and narrow Bessel beam) requires a large amount of power to be distributed in the Bessel’s siderings,

reducing the power in the central lobe and hindering the illumination efficiency [193]. Based on

their observations, they prone the use of the system’s Fresnel number to evaluate the design’s power

efficiency. In the case of Bessel illuminations, the Fresnel number is given by N = w ·β
λ , where w is the

waist of the Gaussian beam prior to its conversion into a Bessel beam, β is the axicon’s angle (also called

axicon’s numerical aperture) and λ is the central wavelength of the source. According to the authors, an

xf-OCT system with a Fresnel number N<10 is a good compromise between depth of focus extension

and illumination efficiency (SNR penalty). In addition to improving the illumination’s efficiency, the

design of the interferometer was also modified from our previous implementations (xf-OCM at 800nm

and visOCM system) to minimize power losses throughout the system. Similarly to Blatter et al., the

illumination and detection modes were split spatially [78]. Instead of a small mirror placed at the

Fourier plane of the axicon, we used a pierced mirror to facilitate the alignment. This feature requires

the detection and illumination modes to be spatially separated. Moreover, as in Blatter et al., the ratio

of the fiber-beamsplitter delivering the source to the reference and illumination paths departed from

the 50/50 configuration of previous implementations (here we used a 75/25 splitter).

By developing the relation given by Leitgeb et al. [73], the position of the first zero of the Bessel

function after propagating through the entire illumination system, shown in Fig. 5.4(a), is given by:

rβ = 1.202 ·λc

π
· 1

n · sin
(
β · fi l l1

fdet1
· fscan1

fscan2
·M ′

ob j

) , (5.1)
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Figure 5.4 – Design of the xf-irOCT system splitting the illumination (a) and detection arms (b) of the interferometer

where λc is the central wavelength of the source, n is the immersion’s refractive index, β is the angle of

the axicon and fi l l 1, fdet1, fscan1 and fscan2 are the focal lengths of the different lenses in the system, as

depicted in Fig. 5.4(a). The magnification of the objective M ′
ob j is adjusted to account for the potential

change in the tubelens’ focal length (i.e. not using a 180 mm tubelens for Olympus objectives).

The axial extent of the Bessel beam is given by:

zβ = 0.8 · w

tan(β) ·
(

fi l l1
fdet1

)2
·
(

fscan1
fscan2

)2
·
(
M ′

ob j

)2
, (5.2)

where w is the waist of the Gaussian beam prior to traversing the axicon, and is defined by the focal

length of the collimator fci l l and the mode-field diameter of the fiber wMF D :

w = λc · fci l l

π · wMF D
2

(5.3)

The lateral resolution of the Gaussian detection is given by imaging the mode-field diameter of the

detection fiber through the detection systema, as depicted by Fig. 5.4(b):

rG = wMF D

2
· fdet1

fcdet

· fscan2

fscan1

· 1

M ′
ob j

(5.4)

Using these equations, the Fresnel number and the fact that the illumination and detection modes

need to be spatially separated, the system was designed as shown in Table 5.1. The performance

of the system using these parameters is presented in Table 5.2. using Eq. 5.1, 5.2, 5.3 and 5.4 and

M ′
ob j = 180

ftube
·Mob j .

As such, the requirements listed at the beginning of this section are fulfilled. The resolution obtained

for the 10× configuration are in good agreement with the performance of the final system shown in

aProvided the NA of the objective is sufficient to image the fiber at the sample.
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Optical element Optical parameter Value
Source central wavelength λc 1310 nm
Axicon angle β 176◦
Fiber Mode-field diameter wMF D 9.2 μm

Lens

fcdet 15 mm
fci l l 12 mm
fi l l1 200 mm
fdet1 150 mm

fscan1 75 mm
fscan2 100 mm
ftube 200 mm
Mob j 5× or 10×

N Aob j 0.1 or 0.3
Immersion ni mmer si on 1

Table 5.1 – xf-irOCT design parameters

Parameter Value
10× configuration 5× configuration

Bessel first zero rβ 2.9 μm 5.8 μm
Bessel axial extent zβ 557 μm 2240 μm
Gaussian waist rG 5.5 μm 11 μm
Fresnel number N 6.48 6.48

Table 5.2 – xf-irOCT design parameters

Fig. 5.1, despite the small increase in the central lobe size at shallow regions in the actual system.

The resolution of the 5× configuration is underestimated in this mathematical description. These

divergences might be due to differences in the metrics used of both measurements (i.e. although in our

observations the first zero position fits well with the full-width at half maximum measurements) and to

experimental artefacts not accounted for in these simple calculations (i.e. imperfections of the axicon

and aberrations). Moreover, the mode-field diameter wMF D has a significant impact of the axial length

of the Bessel, the Fresnel Number and the detection’s lateral resolution and is difficult to estimate in

practice. The value here was taken from the website of Thorlabs.

5.2.2 Simulations

In addition to the theoretical description provided above, a simulation using the Fast-Focal Fields

framework of Leutenegger et al. [194] was conducted to assess the performance of the system, using the

same parameters as listed in Table 5.1. The results of the simulation for both 10× and 5× objectives are

displayed in Fig. 5.5, showing in panels (a) and (c) the intensity profile in dB of the Gaussian detection,

the Bessel illumination and the overall system for the 10× and 5× configurations respectively. Panels

(b) and (d) display the PSF in linear scale at different depths for both magnifications. Interestingly,

although the resolutions are in the similar range than in the theoretical calculation and the practical

implementation, they are consistently smaller in the simulation. For the 10× configuration, the lateral

resolution is around 2.5 μm in the simulation, whereas it was measured around 3 μm experimentally.

The discrepancy is more pronounced in the 5× case, where a difference of >1 μm is observed. Overall,

similarly to the theoretical calculation, these inconsistencies can be explained by imperfections in the
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optical components, such as the axicon’s tip and the collimation of the beam throughout the micro-

scope. Nevertheless, simulating the PSF of the system provides a good estimate on the performance of

the system.
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6 Image gallery

AN UNARGUABLE ADVANTAGE of doing a PhD thesis in microscopy is the satisfaction of acquiring

breath-taking images. However, as only the best ones end up in publications, some get discarded and

end up collecting digital dust in hard-drives. This chapter will therefore present four of the nicest

images obtained that were unfortunately never published.
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Figure 6.1 – A subcortical region of a mouse brain slice imaged using the visOCM system. Fiber bundles can be
viewed as white fasciles and bright lines whereas neurons appear as darker structures
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Figure 6.2 – A cortical region of a mouse brain slice imaged using the visOCM system.
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Figure 6.3 – A subcortical region of an alzheimeric mouse brain slice imaged using the visOCM system, where
amyloid plaques can be discerned from the neuropil as brighter circular structures.
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Figure 6.4 – An angiogram over the somatosensory cortex of a mouse obtained using the xf-OCM system at 800
nm.
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Conclusion and perspectives

THE MAIN GOAL of the research presented in this thesis was to demonstrate the suitability of xf-

OCT and xf-OCM imaging in studying the structure and function of the brain. In view of this goal,

three microscopes were designed and constructed operating at illuminations spanning from the

visible to the infrared spectral range for specific applications in brain imaging, from high-resolution

imaging of subcellular structures in brain slices to imaging of entire microvascular networks deep

in the cerebral cortex. Moreover, in an effort to bridge the gap existing between powerful statistical

tools routinely used in fMRI and high-resolution functional brain imaging techniques, we adapted

the SPM framework to quantitative blood flow measurements obtained using xf-OCM. This optimized

SPM pipeline includes processing steps for quantitative blood estimation and uses angiographic

imaging to segment vascular compartments and extract velocity time traces. Ultimately, compartment-

resolved statistical parametric maps were obtained, reflecting the intrinsic heterogeneity of blood flow

responses to stimulation. As mentioned in the journal article [90], this framework could be used in

future studies to analyse hemodynamics alterations caused by neurovascular diseases [149]. Ultimately,

the xf-OCM system used for this study was limited in penetration depth due to its relatively short

illumination wavelength. As such, performing a similar study using the novel xf-irOCT system would

enable generating statistical parametric maps over the entire cortical depth and could further highlight

specific differences of the hemodynamic response across cortical layers (typically by using regressors

reflecting changes in the temporal spread and lag of the responses). The implementation of total

blood flow velocity used in chapter 2 showed some limitations in dynamic range and sensitivity to

slow flow (especially in capillaries). In view of this, the algorithm could be adapted using a similar

strategy than developed by Tang et al. [123], through a finer temporal oversampling and a filtering step

to remove any bias caused by static tissue. Considerations regarding the effect of the filter on the final

flow estimation should be thoroughly examined, especially in cases where the velocity vector is almost

perpendicular to the optical axis, wherein the static and dynamic components would spectrally overlap,

potentially biasing the estimation. The oversampling could greatly enhance the sensitivity to capillary

flows by alleviating the effect of discrete flow on the Doppler spectrum [121]. Moreover, although

the oversampling would strongly reduce the temporal resolution of the technique, it would permit

performing simultaneous angiographic imaging, and thus would potentially enable measuring several

hemodynamic parameters concurrently, i.e. RBC concentration [101], linear density (by measuring the

peaks in the intensity time traces [118]) and RBC velocity. Ultimately, a similar study as performed by

Srinivasan et al. [126] could be performed using this novel paradigm, shedding light on the laminar

organisation of evoked blood responses in a quantitative manner [12]. Additionally, the results should
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be compared to measurements obtained with other optical imaging modalities and metrics, such

as LSCI and OIS, in an overarching effort to bridge microscopic and macroscopic techniques. More

specifically, analysing changes in the shape of the hemodynamic response function using different

vascular metrics (i.e. velocity, hematocrit, oxygenation, etc. . . ) at different scales might provide novel

insights into the role of specific vascular compartments in the overall macroscopic recorded signal.

Two implementations of high-resolution visible OCM were presented for ex-vivo imaging of fine

cerebral structures and living cells and for in-vivo imaging of the superficial layers of the cortex respec-

tively. The visOCM system, designed for ex-vivo tissue and live-cell imaging, possesses a submicron

axial and lateral resolution, maintained over approximatively 40 μm in depth and has enabled imaging

fine structures within cortical regions, such as myelinated axons, amyloid plaques, different types

of neuronal cells, capillaries and even subcellular structures (i.e. nucleus of certain cells). Although

more fundamental research is necessary to understand the underlying mechanisms responsible for the

contrast observed in our images [169, 195], the unarguable imaging performance of the system makes

it an attractive tool for structural brain imaging at high resolutions. The extended-focus configuration

of the high-resolution visible OCM system enabled increasing the DOF by a factor >10 in comparison

to traditional OCM implementations, enabling imaging of relatively thick slices of tissue without the

need for axial scanning of the probing beam. Nevertheless, although the use of Bessel beams provided

a high lateral resolution throughout an extended DOF, deviations from the pure Bessel PSF shape were

observed at the extremities of the axial support, which we attribute mainly to unfiltered imperfections

arising from the tip of the axicon.

An interesting application of the system would be for serial OCT imaging [139], as it would provide

subcellular imaging of cerebral structures with an increased contrast with respect to current systems

operating at 1.3 μm. An intrinsic drawback of visible OCT is its limited penetration depth, which

would result in the need for a fine serial sectioning, leading to potential tissue deformation. Coupling

the system with a multiphoton source would alleviate this issue by offering the possibility of slicing

through ablation [134], as well as the opportunity for colinear 2PEF imaging. Alternatively, clearing

agents could be used to increase the penetration depth [85, 87] and potentially generate new types of

contrasts [196], at the cost of losing the chemical integrity of the tissue. The visOCM’s capabilities for

live-cell imaging also show great promise for studying cellular mechanisms in a label-free fashion and

at very fast acquisition rates and has been subsequently used to perform three-dimensional imaging of

living C. Elegans [197]. Moreover, as shown in chapter 3, using an OCT angiography protocol provided

an additional contrast mechanism, based on the motion of subcellular structures [164], which could

ultimately be used to assess functional parameters, such as cell viability [171].

The current implementation of the visOCM system would greatly benefit from a longer line-camera,

to alleviate the broadening of the axial PSF observed for larger depths and enable a finer spectral

sampling for spectroscopic imaging [87]. Additionally, using recently available supercontinuum sources

enhanced in the UV would permit further increasing the axial sectioning capabilities by shifting the

spectrum towards shorter central wavelengths, provided the impact of UV light on living samples is

carefully taken into consideration, especially when imaging cell cultures and micro-organisms such

as C. Elegans. Ultimately, applying spectroscopic OCT processing tools on samples imaged with

the visOCM would provide interesting opportunities for molecular imaging at high spatio-temporal

resolutions.

The second OCM system in the visible presented here, termed xf-visOCM, was designed for high-

resolution in-vivo imaging of the first layers of the cortex, wherein the resolution was slightly decreased
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with respect to the visOCM configuration, enabling imaging over a larger field-of-view (FOV) at a

longer depth-of-focus. Similarly to its high-resolution counterpart, the xf-visOCM system could resolve

cerebral structures such as myelinated fibres, cerebral capillaries and even neuronal cell bodies without

the need for exogenous contrast agents. Interestingly, the high resolution afforded by the system

was sufficient to distinguish capillaries as dark structures in the structural tomograms (without the

need for OCT angiographic protocols). To our knowledge, the xf-visOCM system provides the highest

axial resolution imaging of neuronal cells in-vivo. Ultimately, the instrument could be used to study

demyelination associated to neurodegenerative disorders (such as multiple sclerosis) [182] and capillary

oxygenation [52], by performing spectroscopic imaging [162]. Furthermore, the high resolution of the

system could increase the accuracy of total blood flow measurements and offer a higher sensitivity for

low flows, as decreasing the size of the focal volume would emphasize the Doppler broadening cause

by moving particles [148]. Moreover, as capillaries can be identified already as dark structures in the

back-scattering images, the contribution of static tissue to the flow estimation would be significantly

reduced compared to low-resolution techniques, and would decrease the bias observed by Tang et al.

[123].

Interestingly, both visible xf-OCM implementations showed a discrepancy between the simulated

and the experimental PSFs, reflected primarily as a broadening of the central lobe of the Bessel function.

Although this additional deviation of the PSF can be attributed once again to imperfection in the axicon

tip, another likely explanation involves the role of the large bandwidth source and the wavelength-

dependant angle of the axicon lens. Indeed, axicon’s are in fact an UVFS prism, and as such, variations in

the refractive index of glass results in a change in the refractive angle of the conical lens, thus changing

the central lobe width of the Bessel. For such large bandwidths, this might explain the underestimation

of the PSF obtained from simulation, wherein this effect was not modelled. Furthermore, this chromatic

refraction from the axicon might result in a wash-out effect, reducing the amplitude of the Bessel

sidelobes (as different wavelengths would result in different sidelobe diameters). Simulating these

effects should be the focus of future work, in an effort to understand the origins of these discrepancies

and offer potential novel ways of increasing the performance of extended-focus schemes. The effect

of this chromatic refraction should also be considered in the context of compensating the overall

dispersion of the system, and attain a perfectly dispersion-compensated system.

Finally, the last instrument designed and constructed during this thesis is the xf-irOCT system,

which is an extension of the xf-OCM system at 800 nm devised specifically for deep cortical hemody-

namic imaging. The central wavelength was shifted to the infrared wavelength range to reduce the

effect of light scattering and enable reaching depths up to 1.5 mm in tissue. As mentioned in chapter 5,

combining an extended-focus configuration with a broadband SLD required minimizing power losses

within the instrument and managing the efficiency of the Bessel illumination. To our knowledge, it is

the first time that such considerations, formalized by Lorenser et al. [193], were taken into account in

designing an xf-OCT system. The Fresnel number of the ir-xfOCT system was calculated as ∼ 7, whereas

previous extended-focus configurations (including the visOCM system) reached a N>20. Overall, the

ir-xfOCT instrument provides two magnifications characterized by a resolution of ∼3 μm and ∼6.5

μm maintained over ∼900 μm and 1.5 mm in air respectively. These performances were assessed in

an in-vivo setting by performing back-scattering and angiographic imaging of cortical structures in

anaesthetized mice. The microvascular network could be imaged throughout almost the entire depth

of the cortex using both objectives, although the axial extent available with the high-resolution imple-

mentation (10× objective) was slightly reduced to ∼500 μm in depth. This reduction in depth-of-field in
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the angiograms is mainly attributed to the smaller axial extent of the 10× configuration (relative to the

5× configuration) and the stronger impact of defocus at the edges of the depth-of-field. Although both

magnifications provide similar information, the 10× would be more suited for quantitative studies,

wherein a high lateral resolution is required. As mentioned earlier, the accuracy of total blood flow

measurements and other quantitative hemodynamic metrics (e.g. RBC velocity metric devised by Lee

et al. [118]) depend strongly on the lateral resolution, therefore the 10× would be more suited for such

measurements. Conversely, the 5× objective trades a slightly worse lateral resolution for a larger DOF

and field-of-view (FOV) and would therefore be ideal for studies requiring a high temporal resolution.

From a technological standpoint, the xf-irOCT system would greatly benefit from novel strategies

currently developed in 2PEF for ultrawide FOV and multi-region synchronous imaging, two features

which could further enhance its capabilities for functional brain imaging. Wide FOV imaging has

recently gained interest within the 2PEF community as it allows imaging over approximately ten

squared millimetres while maintaining a high lateral resolution, thus enabling the tracking of the

spread of phenomenons occurring at the cellular level over entire cortical regions. In this context, Tsai

et al. designed an ultra-large FOV two-photon microscope using off-the-shelf optics [198], able to

image over areas of 10 mm × 8 mm while maintaining a micron-scale resolution. Similarly, Sofroniew

et al. devised a so-called two-photon mesoscope (also called two-photon random access mesoscope,

2p-RAM) combining correction optics for large FOV imaging, galvanometric scanners and a remote-

focusing unit for fast three-dimensional imaging over large areas [56]. Reaching such performances

in 2PEF is challenging as decreasing the lateral resolution in 2PEF (i.e. broadening of the lateral PSF)

increases the axial extent of the focal volume and thus decreases the fluorescence excitation efficiency

and the axial resolution, resulting in the need for higher powers and lower attainable penetration depths.

Conversely, OCT does not suffer from this limitation as its optical sectioning capabilities are obtained

through the coherent gating of the source and are thus uncoupled from the microscope’s lateral

resolution. As such, OCT can reach large FOV simply by decreasing the objective NA. Nevertheless,

as mentioned earlier, a high lateral resolution is required to obtain accurate functional information,

such as good estimates of total velocity and fine-detailed angiograms. Combining high resolution

OCT with an ultra-large field-of-view would thus enable fully exploiting the large selection of tools

available with OCT. Overall, the xf-OCM configuration can already be viewed as a first step towards

ultra-wide FOV OCT, as it enables maintaining a high lateral resolution over a large depth-of-field.

Implementing similar correction optics as in Tsai et al. and Sofroniew et al. on an xf-OCM system is

thus a logical step towards novel OCT systems dedicated to brain imaging. Such a system would then

allow tracking changes in total blood flow and hematocrit (through OCT angiography) over large areas

and over hubs of resting-state functional networks [16]. In addition to in-vivo functional imaging, a

high resolution wide FOV OCM system would be of great interest for ex-vivo brain mapping efforts,

as it would enable high-resolution imaging of intrinsic back-scattering over large areas. Moreover,

potentially entire mouse brain sections could be imaged without displacing the sample and stitching

mosaics, thus increasing the imaging speed and alleviating the post-processing load. Furthermore,

recent efforts in digital adaptive optics (DAO) with OCT present a tantalizing opportunity to enable

such increases in FOV without the need for intricate correction optics, wavefront sensors nor SLMs

[199, 200, 201]. Although effects as vignetting would require changes in the optical design, aberrations

at the edges of the FOV could be corrected using such strategies. As both angiographic and blood flow

measurements typically require oversampling [95, 109], few modifications of the acquisition protocol

would be necessary to perform such aberrations corrections. Overall, OCT technology is unarguably
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compatible with such technological improvements.

The second main avenue for functional brain imaging with 2PEF is simultaneous imaging of spatially

remote brain areas, both in depth and laterally. Although several systems have been implemented

to simultaneously monitor the activity of different depths with 2PEF, through the use of temporal

focusing and electrically tunable lenses, few studies have focused on monitoring over separate lateral

areas. An interesting solution was presented by Stirman et al., wherein the pulses of a femtosecond

source were split and delayed using a polarizing beam-splitter and two distinct optical paths [202].

Both arms are then guided to individual steering units (galvo-scanners) before being injected into the

2PEF microscope. As such, two field of views can be monitored simultaneously, through temporal

multiplexing (the overall repetition frequency of the pulses is doubled, but each second pulse excites a

different spatial location). Through correction optics, the attainable field of view spans over 9.5 mm2

and can image over distinct areas of the visual cortex, distant by a few millimetres. An alternative

strategy for such simultaneous imaging of multiple planes was presented by Yang et al. using an

SLM to produce beamlets imaging distinct spatial regions and exploiting advanced computational

tools to reconstruct the signal from both areas [203]. This simultaneous imaging capability would

be particularly interesting for studies in functional connectivity networks, as it would allow tracking

hemodynamic and neuronal changes simultaneously over large areas.

Such a system was implemented in OCT by Song et al. using a swept-source system at 1300 nm.

Swept-sources are particularly interesting as they typically exhibit very low roll-off, can image over

several millimetres (up to 20 mm) and thus are ideal for axial multiplexing, i.e. multiplexing over

depth. The system designed by Song et al. is based on a conventional OCT system, where a second

arm is added, impinging on the galvo-scanners at the same position as the original beam, but with

a configurable angle [204]. As the scan-unit is placed in a plane conjugate to the image plane, this

angle then translates into a displacement at the sample. Moreover, the length of the second beam

path is set to be slightly longer than the original path (by a few millimeters). As both beams interfere

with the same reference arm, they will be imaged one after the other in the tomogram, and thus

will be axially separated. Song et al.’s system can therefore perform simultaneous imaging of remote

areas by exploiting the low roll-off of the source. Additionally, their system was designed to enable

varying the focal position of various lenses, resulting in a change of the axial focal position of both

beams independently. Amongst many potential applications, augmenting the current xf-irOCT system

with such a configuration would enable tracking the hemodynamic response of distinct cortical areas

simultaneously, and would allow shedding light on the specificity of functional hyperaemia and on

its temporal propagation, particularly in the case of electrical stimulation in mice, wherein a lack of

specificity is observed and attributed to a cardiovascular systemic response. Alternatively, in view of

imaging deeper into tissue, a novel xf-irOCT system could be designed operating a longer wavelengths,

similarly to the work of Chong et al. and Kawagoe et al. to image subcortical areas [88, 186], at the cost

of a potential loss in lateral resolution for a given NA.

Overall, the xf-irOCT system devised here would provide an ideal tool to study cortical hemody-

namics and could shed light on processes involved in blood flow regulation at the capillary level, over

the entire cortical depth. Moreover, as hinted at in chapter 1, the xf-irOCT could be used to underpin

the origins of hemodynamic events observed in fMRI. A recent study by Schroeter et al. reported the

presence of unspecific evoked hemodynamic responses to electrical stimulation of paws in mice [205].

These widespread changes, attributed to arousal-related cardiovascular responses, spread over both

hemispheres and overruled the contribution of contra-lateral functional hyperaemia. Although this

103



Conclusion and perspectives

study concluded that a neuronal contribution to these phenomenons is negligible using acallosal mice

models (mice models wherein the communication between both cerebral hemispheres is weak or non-

existent), questions relating to the involvement of different vascular compartments to the measured

signal remain to be answered. Combining the stimulation paradigm employed by Schroeter et al., the

SPM framework devised here and imaging with the xf-irOCT would allow studying the dynamics of

these arousal-related responses at the capillary level, and could provide a microvascular view of these

phenomenons. Moreover, the unspecific vascular change caused by this arousal-related response could

provide an opportunity to study capillary regulation devoid of neuronal activation. Recent studies

have raised the question of the existence of an active flow regulation system operating at the capillary

level, through various cells of the neurovascular unit (e.g. pericytes) [130, 131, 206]. Nevertheless, the

laminar organisation of capillary hemodynamics observed by Yu et al. [12] and Srinivasan et al. [126]

could also reflect the natural geometry of the vascular tree and could therefore be entirely passive [207].

As such, comparing the laminar characteristics of the arousal-response in various brain regions could

shed light on the existence or non-existence of this microvascular regulation system.
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