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ABSTRACT

Nuclear thermal-hydraulics (TH) system codes use several parame-
trized physical or empirical models to describe complex two-phase
flow phenomena. The reliability of their predictions is as such pri-
marily affected by the uncertainty associated with the parameters of
the models. Because these model parameters often cannot be mea-
sured, nor have inherent physical meanings, their uncertainties are
mostly based on expert judgment.

The present doctoral research aims to quantify the uncertainty of
physical model parameters implemented in a TH system code based
on experimental data. Specifically, this thesis develops a methodol-
ogy to use experimental data to inform these uncertainties in a more
objective manner. The methodology is based on a probabilistic frame-
work and consists of three steps adapted from recent developments
in applied statistics: global sensitivity analysis (GSA), metamodeling,
and Bayesian calibration.

The methodology is applied to reflood experiments from the FEBA
separate effect test facility (SETF), which are modeled with the TH
system code TRACE. Reflood is chosen as a relevant phenomenon
for the safety analysis of light water reactors (LWRs) and three typical
time-dependent outputs are investigated: clad temperature, pressure
drops and liquid carryover.

In the first step, GSA allows screening out input parameters that
have a low impact on the reflood transient. Functional data anal-
ysis (FDA) is then used to reduce the dimensionality of the time-
dependent code outputs, while preserving their interpretability. The
resulting quantities can be used once more with GSA to investigate,
quantitatively, the effect of the input parameters on the overall time-
dependent outputs.

In the second step, a Gaussian process (GP) metamodel is devel-
oped and validated as a surrogate for the TRACE model. The aver-
age prediction error of the metamodel is sufficiently low to predict
all considered outputs, and its computational cost is less than 5 [s] as
compared to 6 — 15 [min] per TRACE run.

In the final step, the a posteriori model parameter uncertainties
are quantified by calibration on a selected test from the FEBA exper-
iments. Several posterior probability density functions (PDFs) corre-
sponding to different calibration schemes — with and without model
bias term and for different types of output — are formulated and di-
rectly sampled using a Markov Chain Monte Carlo (MCMC) ensem-
ble sampler and the GP metamodel. The posterior samples are then



propagated in a set of FEBA experiments to check the validity of the
posterior model parameter values and uncertainties.

The calibration is performed on different types of output to in-
form model parameters that would have otherwise remained non-
identifiable. The calibration scheme with model bias term is able to
constrain the prior uncertainties of the model parameters while keep-
ing the nominal TRACE parameters values within the posterior un-
certainty interval. That is in contrast with the results of the calibration
without model bias term, in which the posterior uncertainties are con-
centrated on either side of the prior range, and at times do not include
the nominal TRACE parameters values. Finally, except for a few out-
puts — the clad temperature output at the top assembly and the liquid
carryover —, the relative performance of all posterior uncertainties is
insensitive to boundary conditions of the different FEBA tests.

The proposed methodology was shown to successfully inform the
uncertainty of the model parameters involved in a reflood transient.
In the future, the methodology can be applied to model parameters
involved in other TH phenomena using data from SETFs and, hope-
fully, contributes to achieve the goal of quantifying uncertainties for
transients considered in the safety assessment of LWRs.

KEYWORDS: system thermal-hydraulics (TH), reflood, TRAC/RELAP
Computational Engine (TRACE) code, uncertainty quantification (UQ),
global sensitivity analysis (GSA), Gaussian process (GP) metamodel,
Bayesian calibration
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RESUME

Les codes de systeme thermohydraulique nucléaires utilisent plusieurs
modeéles paramétriques physiques ou empiriques pour modéliser des
écoulements diphasiques complexes. La précision de leurs prédic-
tions est de fait directement affectée par les incertitudes des parametres
de ces modeles. Du fait que ces parametres ne sont souvent ni mesurables
ni n‘ont de significations physique propres, leurs incertitudes sont
généralement déterminés par un jugement d’expert.

Ce travail de these a pour but de quantifier les incertitudes des
parametres des modeles physiques implémentés dans les codes de
systeme thermohydraulique en utilisant des données expérimentales.
Cette these développe plus spécifiquement une méthodologie qui
utilise les données expérimentales pour quantifier ces incertitudes de
maniere plus objective. La méthodologie utilise une approche proba-
biliste et comprend trois étapes qui proviennent de développements
récents dans le domaine des méthodes statistiques appliquées : anal-
yse de sensibilité globale (GSA), méta-modéle, et calibration Bayési-
enne.

La méthode est appliquée dans le cadre d’expériences de renoyage
qui se sont déroulés dans l'installation FEBA et qui sont modélisées
avec le code de thermohydraulique TRACE. Le renoyage est choisi car
il représente un phénomene d’importance majeure dans le cadre des
analyses de stireté des réacteurs a eau légere (LWR). Trois types de
sortie du code qui dépendent du temps sont observés : la température
de la gaine, la réduction de pression et la quantité de liquide entrainé
hors de la section de test.

Dans la premiére étape de la méthodologie, 1’analyse de sensitiv-
ité globale permet d’éliminer des parametres d’entrées du code qui
ont une faible influence sur le transitoire de renoyage. L’analyse de
fonctions (functional data analysis (FDA)) permet de réduire le nom-
bre de dimensions des sorties du code dépendant du temps tout en
préservant leurs interprétabilités. Ceci permet, a 1’aide d"une nouvelle
analyse de sensibilité, de quantifier les effets des parametres d’entrées
sur les parametres de sorties du code considérés dans leur ensemble.

Dans la seconde étape, un méta-modele basé sur un processus
gaussien (GP) est développé et validé comme substitut au modele
TRACE. Les incertitudes sur les prédictions du méta-modele sont
suffisamment faibles pour prédire précisément toute les sorties d’intérét.
Le méta-modele est évalué en moins de 5 [s] contre 6 — 15 [min] pour
le modele TRACE.

Dans la derniere étape, l'incertitude a posteriori sur les parametres
des modeles est quantifiée par calibration sur une expérience choisie
parmi I'ensemble des expériences FEBA considérés dans cette thése.
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Plusieurs densités de probabilités a posteriori correspondant a dif-
férents schémas de calibration (avec et sans terme prenant en compte
le biais du modele et pour différents types de sortie du code) sont
formulées et directement échantillonnées en utilisant le méta-modéele
gaussien et un échantillonneur d’ensemble basé sur la méthode de
Monte-Carlo par chaines de Markov (MCMC). Les échantillons obtenus
sont propagés dans I’ensemble des expériences FEBA considérés pour
vérifier la validité des valeurs et incertitudes des parametres des mod-
eles obtenus par calibration.

En utilisant différents types de sorties du code la calibration a per-
mis d’améliorer les incertitudes de certains paramétres qui seraient
dans le cas contraire restés a leurs valeurs d’origine. La calibration
qui prend en compte le biais du modéle a quant a elle permis de con-
traindre les incertitudes a priori des parametres tout en garantissant
que leurs valeurs nominales restent dans l'intervalle de confiance a
posteriori. Ce n’est pas le cas pour la calibration qui ne prend pas
en compte le biais du modele. Pour cette derniere, les incertitudes a
posteriori sont concentrées sur les bords de l'intervalle de confiance
a priori des parametres et parfois n’incluent pas leurs valeurs nomi-
nales. Finalement, excepté pour la température de la gaine au sommet
de l'assemblage et la quantité de liquide transporté hors du systéme,
les performances de toutes les incertitudes a posteriori obtenues ne
sont pas sensibles aux conditions limites des différentes expériences
FEBA considérées.

La méthodologie proposée dans cette thése a permis de réduire
les incertitudes des parametres des modeles utilisés dans la modéli-
sation du transitoire de renoyage. Dans le future, cette méthodolo-
gie pourra étre mise en ceuvre avec des modeles impliqués dans
d’autres phénomeénes thermohydrauliques en utilisant des données
issues d’autres installations pour l'étude d’effet thermohydraulique
(SETF), et pourquoi pas ainsi contribué a atteindre le but de quanti-
fier les incertitudes dans les transitoires considérés dans 1’analyse de
stireté des réacteurs a eau légere.

MOTS-CLEFS: systeme thermohydraulique, reflood, code TRAC/RE-
LAP Computational Engine (TRACE), quantification d'Incertitude (UQ),
analyse de sensitivité globale (GSA), méta-modele processus gaussien
(GP), calibration Bayésienne
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INTISARI

Kode thermo-hidrolika sistem tenaga nuklir menggunakan beberapa
model parametrik, baik empiris maupun mekanistis, untuk menggam-
barkan fenomena-fenomena aliran dua fase yang kompleks. Kean-
dalan prediksi kode thermo-hidrolika sistem dipengaruhi oleh keti-
dakpastian yang berhubungan dengan parameter-parameter di dalam
model-model tersebut. Karena parameter-parameter tersebut seringkali
tidak bisa diukur secara langsung, dan bahkan tidak memiliki arti
fisik yang melekat, ketidakpastian yang berhubungan dengan parame-
ter-parameter tersebut biasanya ditentukan dengan pertimbangan ahli.

Tujuan dari riset doktoral ini adalah untuk melakukan kuantifikasi
ketidakpastian dari parameter-parameter yang diimplementasikan di
dalam kode thermo-hidrolika sistem berdasarkan data dari eksperi-
men. Khususnya, disertasi ini mengembangkan sebuah metodologi
untuk memanfaatkan data dari eksperimen guna memperbarui keti-
dakpastian tersebut dengan cara yang lebih objektif. Metodologi yang
diajukan ini dikembangkan berdasarkan kerangka kerja probabilis-
tis dan terdiri dari tiga langkah yang diadaptasi dari perkembangan
terkini dalam statistika terapan: analisis sensitivitas global (global sen-
sitivity analysis, GSA), pemetamodelan, dan kalibrasi Bayes.

Metodologi tersebut kemudian diterapkan pada eksperimen reflood
di fasilitas uji efek terpisah FEBA, yang dimodelkan dengan kode
thermo-hidrolika sistem TRACE. Reflood dipilih sebagai fenomena
yang relevan dalam analisis keselamatan reaktor air ringan. Investi-
gasi dilakukan terhadap tiga keluaran utama gayut-waktu: temper-
atur cladding, penurunan tekanan, dan carryover cairan.

Di langkah yang pertama, analisis sensitivitas global mampu me-
nyaring parameter-parameter yang kurang berpengaruh terhadap kelu-
aran simulasi reflood. Kemudian, analisis data fungsi (functional data
analysis, FDA) digunakan untuk mereduksi dimensi keluaran gayut-
waktu, sembari mempertahankan penafsiran keluaran tersebut. Besaran-
besaran yang dihasilkan dapat digunakan dengan analisis sensitivitas
global untuk menginvestigasi, secara kuantitatif, efek parameter ma-
sukan terhadap keluaran gayut-waktu secara menyeluruh.

Di langkah yang kedua, sebuah metamodel berdasarkan proses
Gauss (Gaussian process, GP) dikembangkan dan divalidasi untuk di-
gunakan sebagai pengganti model TRACE. Kesalahan prediksi rerata
metamodel tersebut cukup rendah untuk memprediksi secara akurat
semua keluaran-keluaran yang disebut di atas. Terlebih lagi, biaya
komputasi evaluasi dengan metamodel membutuhkan kurang dari
5 detik untuk tiap evaluasi, dibandingkan dengan waktu yang dibu-
tuhkan TRACE untuk tiap evaluasi antara 6 sampai 15 menit.
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Di langkah yang terakhir, ketidakpastian dari parameter-parameter
model dikuantifikasi secara a posteriori melalui kalibrasi berdasarkan
data dari uji terpilih FEBA. Beberapa fungsi densitas peluang (prob-
ability density function, PDF) posterior yang terkait dengan beberapa
skema kalibrasi — baik dengan mempertimbangkan suku ketidaksesua-
ian model (model bias term) maupun tidak, dan dengan mempertim-
bangkan berbagai macam tipe keluaran — diformulasikan. Dari for-
mulasi tersebut, sampel langsung diambil secara acak menggunakan
algoritma Monte Carlo Rantai Markov (Markov Chain Monte Carlo,
MCMC) ansambel dan metamodel proses Gauss; dan kemudian dipro-
pagasikan untuk beberapa uji FEBA guna memastikan validitas nilai
dan ketidakpastian dari parameter-parameter model tersebut.

Kalibrasi dilakukan terhadap beberapa tipe keluaran untuk mem-
perbarui ketidakpastian dari parameter-parameter model. Jika keluar-
an-keluaran tersebut tidak dipertimbangkan, maka ketidakpastian
dari beberapa parameter-parameter model tidak dapat diperbarui.
Skema kalibrasi dengan suku ketidaksesuaian model mampu mem-
batasi ketidakpastian awal dari parameter-paremeter tersebut, sem-
bari mempertahankan nilai nominal parameter-parameter TRACE di
dalam rentang ketidakpastian akhir. Hasil ini berlawanan dengan
hasil dari kalibrasi tanpa suku ketidaksesuaian tersebut, sedemikian
hingga ketidakpastian akhir terpusatkan di salah satu sisi rentang
ketidakpastian awal, dan kadang tidak mengikutsertakan nilai nom-
inal parameter-parameter TRACE. Kecuali untuk beberapa keluaran
- temperatur cladding di bagian atas rangkaian fasilitas uji dan car-
ryover cairan —, kinerja relatif dari ketidakpastian akhir tidak dipen-
garuhi oleh syarat batas dari beberapa uji FEBA.

Metodologi yang diajukan di atas berhasil memperbarui ketidak-
pastian dari parameter-parameter model yang berhubungan dengan
simulasi reflood. Pada masa yang akan datang, metodologi ini da-
pat diterapkan untuk parameter-parameter model yang berhubun-
gan dengan simulasi fenomena-fenomena thermo-hidrolika lainnya
menggunakan data dari berbagai fasilitas uji efek terpisah. Metodologi
ini juga diharapkan dapat memberikan kontribusi dalam melakukan
kuantifikasi ketidakpastian secara menyeluruh dalam penilaian kese-
lamatan reaktor air ringan.

KATA KUNCI: thermo-hidrolika sistem, reflood, kode TRAC/RELAP
Computational Engine (TRACE), kuantifikasi ketidakpastian (UQ),
analisis sensitivitas (GSA), metamodel proses Gauss (GP), Kalibrasi
Bayes
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QUANTIFYING UNCERTAINTY OF COMPUTER
MODEL: FORWARD AND BACKWARD

“All models are wrong but some are useful” — George Box

It is perhaps convenient to use the quote by Box — at least half of
it — as an excuse if a modeling exercise goes awry. But engineers
are constructive bunch, as they are pragmatic, so they often focus on
the second part of the statement and try to do better. Some would
argue that to make a model useful is to make a model less wrong,
a very difficult task. Some others would start by making an effort
assessing whether the “wrong” model is useful, can ever be useful,
or can be made useful without any direct improvement to the model.
The two views are not contradictory, although the latter is arguably
more humble. This thesis is an effort in line with the latter view.

By many measures, TH system codes for simulating system behav-
ior of a nuclear power plant (NPP) are an achievement. Their develop-
ment, by the best and the brightest, includes decades of verification
and validation (V&V) and validation activities supported by numer-
ous experimental facilities, small and large scales. Many of the cur-
rent understanding of physical phenomena in NPP transient were
established during that period. Yet, their predictions can still be off
when compared against experimental data. The efforts to minimize
this difference by developing high-fidelity physical models coupled
with high-resolution numerical algorithms are always on-going and
are indispensable for moving forward.

At the same time, simulations are being continuously used to make
decisions, from optimal system design to safety margin evaluation for
reactor licensing. For robust decision-making, it is important to ac-
knowledge and determine the uncertainties associated with the pre-
dictions. Thus, independently of the efforts to improve the code, un-
certainty quantification of the code predictions is an important part
of the code development; it is the main topic of this thesis.

This opening chapter introduces briefly the importance and chal-
lenges of using system codes for simulating the TH behavior of NPPs
in the context of their safety analysis. Section 1.1 starts with basic def-
initions of relevant terms used throughout the thesis before moving
on to a brief introduction to safety analysis and TH system code. Un-
certainty analysis of TH system codes is first discussed in Section 1.2,
outlining the background and the context of the doctoral research.

Section 1.3 then describes the statement of the problem, the objec-
tives, and the scope of the research. This thesis proposed a methodol-
ogy comprised of sequential steps to analyze a computer model (i.e.,
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TH system code) with the overall goal of quantifying the uncertainty
associated with the model parameters based on experimental data.
It consolidates and adapts recent developments in the applied statis-
tics literature. In this context, Section 1.4 provides a broad, but by no
means exhaustive, overview of the research landscape on each pro-
posed steps. Finally, Section 1.5 concludes the chapter by outlining
the structure of the thesis.

1.1 COMPUTER SIMULATION AND SAFETY ANALYSIS OF NUCLEAR
POWER PLANT

1.1.1  Scientific Computer Simulation

The ubiquity of computer simulation in science and engineering has
resulted in numerous definitions of the term scientific computer simu-
lation, model, and simulation. To avoid confusion, this thesis adopts a
recent definition proposed by Kaizer et al.[1] quoted below:

Scientific Computer Simulation is the imitation of a be-
havior of a system, entity, phenomenon, or process in the
physical universe using limited mathematical concepts, sym-
bols, and relations through the exercise or use of scientific
computer model.

This definition highlights three main points. First, this definition
accentuates the difference between model and simulation. A model
deals with the notion of representation of a system, while a simu-
lation deals with the notion of imitation of a behavior of that system.
Secondly, a model is said to be scientific when it represents a real
world system as its subject. Finally, the modifier computer generally
implies that the mathematical models cannot be solved analytically
and their solutions require a computer. Because the associated nu-
merical approximations can affect its solution, many computational-
related aspects often need to be considered. This thesis only deals
with computer simulation.

Beven [2] articulates this definition of a scientific model further
through the following distinctions: a perceptual model (i.e., the theo-
retical description of the physical phenomena), a formal model (i.e.,
its mathematical description), and a procedural model (i.e., the com-
puter implementation of the formal model). For many physical mod-
els of complex system, only the procedural model is able to make
a quantitative prediction of the system behavior. These distinctions
are useful in acknowledging the level of approximation involved in
modeling.

A computer software that implements scientific models down to
the solution algorithms is called a scientific code or simply a code [3].
Many modern implementations of scientific codes, apart from possi-
bly being specific to a scientific domain, are comprehensive platforms.
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For instance, in the context of TH system modeling, such codes allow
modeling various attributes of the system ranging from its geometry,
initial and boundary conditions, and design variables to the settings
for discretization scheme and numerical solver.

A simulation or a calculation [3] using a code can only be made on
a particular well-specified system, where all the aforementioned at-
tributes (geometry, initial and boundary conditions, etc.) have been
completely fixed or specified. As a result, the terms computer simula-
tion model or simulator include not only the code itself, but also the
particular system of interest being modeled using the code [4].

1.1.2  Codes and Safety Analysis of Nuclear Power Plant

Scientific codes play a central role in deterministic safety analysis of
NPPs. They provide a physics-based evaluation of relevant phenomena
taking place in the plant during postulated transients to demonstrate
that safety requirements are met [5]. The demonstration is carried
out with respect to acceptance criteria, a set of limits and conditions
ensuring the integrity of the safety barriers. The criteria are set by
regulatory bodies for normal and off-normal operation of the plants.

The physics-based evaluation is achieved through simulation. As
noted in [5, 6], there are four disciplines associated with the different
physical processes relevant in the safety analysis of the plant behavior:
the neutronics of the core; the thermo-mechanics of the fuel and reactor
components; the radiological analysis of a possible release; and, the
system thermal-hydraulics of the plant, the subject of this thesis’. Each
discipline is, in turn, characterized by a distinct set of governing phys-
ical equations and that are often solved by a distinct code.

The NPP safety is established, among other things, by setting the
acceptance criteria in terms of limiting physical quantities relevant
for the phenomena involved. The upper tolerance limit of 1204 [°C]
for the peak clad temperature (PCT) is one such criteria for LWRs [7].
Whether the physical quantities respect such limits during postulated
scenarios is analyzed using simulations either in a conservative or
best-estimate approach [5].

During its early days, reactor safety analysis involved a high-degree
of conservatism. Conservatism called for the most pessimistic and pe-
nalizing modeling assumptions (including initial and boundary con-
ditions) to ensure conservative results, that is far below their expected
values. This approach, was justified by limited modeling capabilities
and limited knowledge of the physical process involved. However, it
was later found that there are conditions for which conservative as-
sumptions do not lead to conservative (or even physical) predictions.

Ref. [6] added one additional key discipline, namely: reliability analysis. It is ex-
cluded in the above listing as it is not technically a discipline of physics.

Simulator

Codes in safety
analysis of NPP

Conservative
analysis
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As an example, consider the analysis for a loss-of-coolant accident
An illustration (LOCA) of an LWR. Assuming less interfacial shear between the lig-
uid and the gas phases of the coolant (water) reduces mist flow and
is a conservative assumption because less heat is transferred to the
coolant flow in the upper region of the core, which penalizes the
fuel temperature prediction. But this assumption also reduces that
the time to refill the core as more liquid is retained in the reactor
cooling system. Furthermore, with less shear, there is less resistance
in injecting emergency coolant into the core (condition known as the
counter-current flow limitation). Both effects are clearly not conserva-

tive and put into question the conservatism of the prediction [5].
Because of this example and many others [5], a more accurate
prediction of two-phase flow transient behavior under accident con-
Best-estimate ditions was deemed necessary. As opposed to the conservative ap-

analysis  proach, best-estimate approach calls for (more) physically sound thermal-
hydraulics models with more realistic assumptions, which are backed
up by experimental data obtained from numerous experimental pro-
grams conducted in Separate and Integral Effect Test Facilities. In
that context, Best-estimate TH system codes were developed to pro-
vide more realistic predictions. The codes were designed to be com-
prehensive tools capable of simulating realistically a wide range of
transients foreseen in LWR operation, and were developed using the
current best understanding of flow processes expected to happen dur-
ing the transients.

1.1.3 Thermal-Hydraulics (TH) System Codes

A TH system code is a tool to simulate the flow behavior of the reactor

TH system code ~ coolant during transients. This implies solving time-dependent con-
servation equations, describing the two-phase fluid flow inside the
coolant circuit, coupled with a heat conduction equation, describing
the heat transfer between fluid and heated elements (e.g., fuel rods).
The simulation of the plant behavior also requires an explicit model-
ing of the geometry, components, equipments, and systems that are
specific to LWRs [6].

The coolant circuit of an LWR is a complex system. The system
includes the reactor pressure vessel with hundreds of fuel assem-
blies; kilometers of interconnecting pipes; scores of valves, pumps,
and tanks; as well as numerous special components like steam gen-

Nodalization erators and condensers. The first major simplification made for de-
scribing the fluid flow in the coolant circuit is to average the fluid
on the surface perpendicular to its flow (i.e., flow area averaging — see
Chapter 2). This results in a 1-dimensional nodalization of the circuit.
Through nodalization, an LWR is decomposed into a set of intercon-
nected nodes which holds discretized information of fluid flow (see
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Fig. 1.1). Due to the T-dimensional simplification of the flow?, a node
is only characterized by its fluid cell (with attributes of length and free
volume) and its faces (with attributes of flow area, hydraulic diameter,
and orientation).
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Figure 1.1: Nodalization of an NPP in a thermal-hydraulics (TH) system
code. Shaded elements are heated elements, where heat ex-
change occurs between the element and the fluid.

The typical structure of a system code is illustrated in Fig. 1.2. As
shown, a system code constitutes of several building blocks that can
be used to model and simulate wide ranges of systems and condi-
tions. It includes a set of conservation equations, closure laws, and Structure of
equation of states. System codes are complemented with models for ~ thermal-hydraulics
special components that perform specific functions (e.g., heated solid system codes
structure, pumps, and separators) or actions during transients (e.g.,
valves, instrumentation, and control systems); and models for special
processes and phenomena that are relevant to the LWRs but too com-
plex to be captured implicitly in the (simplified) conservation equa-
tions (e.g., critical flow). In fact, the inclusion of models for those
components and processes are the defining characteristics of TH sys-
tem code [6].
The core element of a system code is a set of conservation equations
describing the dynamics of the state variables of the fluid. The state-  Two-fluid model
of-the-art model widely implemented in TH system codes to describe
the dynamics of fluid flow in NPPs (specifically, LWR) is based on the
two-fluid model. This model separately treats the transport phenomena
of the two-phases of fluid flow (gas and liquid) resulting in a set of

Some system codes allow a 3-dimensional modeling for selected components, mainly
the reactor pressure vessel where 3-dimensional effects might be of relevance to
safety analysis. However, as of today, no system code supports full 3-dimensional
modeling of all the components in the coolant circuit.
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Figure 1.2: Generic structure of a thermal-hydraulics (TH) system code. The
code and an input deck define a simulator of a system.

six balance equations (mass, momentum, and energy for each of the
two phases). The model can capture phenomena where thermal and
mechanical non-equilibrium conditions exist between the two phases,
giving more realistic picture in a wide range of transients.

The validity of the two-fluid model relies on the proper modeling
of the transfer terms between phases and between each phase and the
boundary walls. The transfer terms include interfacial drag, interfa-
cial heat transfer, and wall heat transfer. In principle, any two-phase
flow pattern exhibits particular phase distributions and interfacial
structures. As a result, the mathematical expressions of the transfer
terms change with the pattern of the two-phase flow. As the trans-
fer terms represent different physical processes taking place for each
flow pattern, they constitute the physical models of a system code.

These physical models, so-called closure laws, close the set of bal-
ance equations for mass, momentum, and energy of the two phases.
Based on their origins, closure laws can be classified into three cate-
gories: fully empirical, fully mechanistic, and semi-empirical [8]. Fully
empirical closure laws are based only on the available representative
experimental data by correlating transfer terms of interest with ob-
served flow variables. Given comprehensive experimental data, these
models tend to be accurate within the range of experimental condi-
tions (i.e., its validation domain). On the other hand, an extrapolation
outside of that range can give dubious results.

A fully mechanistic (i.e., phenomenological) approach for develop-
ing closure laws lies at the other end of the spectrum. Using this ap-
proach, a physical mechanism that governs the phenomena of interest
is postulated. Experimental data plays a role only in validating such
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a postulated model. If the model cannot be supported by the data
then a complete revision might be required. Mechanistic approach to
closure laws modeling provides a scientific basis for prediction out-
side the validation data range (i.e., extrapolation). However, its qual-
ity strongly depends on the adequacy of the postulated model and
the associated assumptions.

Lastly, the semi-empirical approach combines both approaches, i.e.,
an initial mechanistic model which is tuned using parameters that are
fitted to match experimental data. These parameters then become a
measure of the inadequacy of the postulated model in explaining the
data due to any unaccounted physical processes.

Any of these approaches proved to be a difficult effort [9-11] due to
various reasons ranging from the lack of knowledge of the underlying
physical process (with respect to the fully mechanistic modeling) to
limitation in the amount and precision of the measured data (with re-
spect to the fully empirical approach). Simplifying assumptions and
extrapolations are made because of these limitations. In the end, clo-
sure laws in system codes are of mixed origins and they become a
major source of uncertainty? in the application of TH system codes,
especially when used outside their validation domains.

1.2 UNCERTAINTY QUANTIFICATION IN NUCLEAR ENGINEERING
THERMAL-HYDRAULICS

Before continuing the discussion of uncertainty analysis of code pre-
dictions, this section defines some additional terminologies to avoid
later confusion.

The notion of simulator introduced in Section 1.1 is depicted in a
more generic way, as an input/output model in Fig. 1.3.
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Figure 1.3: Simplified illustration of a simulator as an input/output model.

The input deck defines a specific problem (i.e., system) of interest
and can be seen as the input of TH codes. It includes the geometrical
configuration (i.e., the nodalization), the material and fluid involved,
the initial and boundary conditions, and possibly the settings for the
numerical solver. Some of these specifications (such as the bound-

defined in this thesis as a state of limited knowledge, that is of epistemic nature.

Semi-empirical
approach

Controllable inputs
and model
parameters

7
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ary conditions) are parametrized and constitutes controllable inputs
denoted by x.. The simulator is to be run for a given controllable
input value*. The conservation equations of the code are closed with
additional set of closure laws (and other sub-models) M;(x¢, Xm, u).
These closure laws are, in turn, parametrized by a set of model spe-
cific parameters denoted by x,,, which are referred to as the physical
model parameters. Both the controllable inputs and the physical model
parameters are considered by the code as inputs.

Specifying the input deck, as far as the user is concerned, com-
pletely defines the problem and the code solves the conservation
equations b (Fig. 1.3) to estimate the physical variables u(r,t) (where
r and t denote space and time variables, respectively) associated
with the fluid flow and heat structure (e.g., fluid pressure, temper-
ature, wall temperature, etc.). These “raw” outputs are further post-
processed to obtain relevant Qols for the problem at hand (e.g., max.
temperature, max. pressure, onset time, etc.).

1.2.1  Forward Uncertainty Quantification

Best-estimate analysis attempts to describe as realistically as possible
the behaviors of the physical processes that occur during a plant tran-
sient. And yet, neither complete understanding nor enough data is
always available to adequately simulate these complex physical phe-
nomena. Simplifying assumptions, approximations, and expert judg-
ments remain to some degree unavoidable for a complete analysis.

Hence, best-estimate analysis has to be complemented with uncer-
tainty analysis. The ultimate goal of uncertainty analysis is to asso-
ciate code prediction a with its uncertainty. These combined quanti-
ties are then compared with safety limits (e.g., peak clad temperature
(PCT)) to check whether the limits still fall outside the uncertainty
band of the code prediction.

There are several known sources of uncertainty that render the pre-
diction on u(r, t) and its derived quantities uncertain. The sources of
primary interest in the present research are:

1. Uncertainty associated with the controllable inputs. In the case of a
controlled experiment, controllable inputs are observed and con-
trolled for. However, their observations might contain errors due
to instrument imprecision or inherent variability. When simulat-
ing a real accident scenario in a plant, plant parameters prior to
the accident scenario can also be measured and constitute un-
certain controllable inputs. In addition, parameters defining the
accident scenario, such as the break size in a LOCA, or the avail-
ability and performance of safety systems can also be treated as
uncertain controllable inputs [12].

4 Later on, controllable inputs correspond to the parameters whose counterparts in a

physical experiment which can be controlled by the experimentalist.
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2. Uncertainty associated with the physical model parameters. The value
of the physical model parameters are often not known a priori.
Thus, the uncertainties are epistemic. They can either be esti-
mated using data from a calibration experiment or by expert
judgment.

3. Uncertainty associated with the physical models. The physical mod-
els themselves are still approximations, even with perfectly known
model parameters. If derived in a fully mechanistic manner,
some important processes might be unaccounted for due to the
inherent complexity and lack of knowledge (i.e., the case of miss-
ing physics). On the contrary, if derived fully empirically, models
might be derived separately for different elementary processes,
while in the applications of the code multiple such models are
used in concert. Despite each being validated, it is fair to ques-
tion the validity of models used in an ensemble. Any of the
two tends to cause a systematic bias on the code prediction, the
extend of which is unknown and uncertain. As a result, this
source of uncertainty is referred to as model bias, inadequacy, or
discrepancy.

In uncertainty analysis, the controllable inputs and physical model
parameters are modeled as random variables (X. and X,,, respec-
tively) equipped with probability density functions (PDFs). By trans-
forming the random variable inputs, the simulator output becomes
random variable as well

u(r/ t) = f(xC/ xm/ r/ t)

where f represents the simulator as a mathematical function. The Qol
related to the random outputs can be summarized by different inte-
gral quantities. For instance, the mean of a Qol given by function g
is

Elg] = J 9(F(xe, X T 1)) P (Xe, Xrm) dXe dXim
XC/XTT\.

where p(x¢,Xxm) denotes the joint PDF for the input parameters.

Using Monte Carlo (MC) techniques, samples are generated from
the joint input parameters distribution and are used to run the code
multiple times. Afterward, the resulting code outputs (raw or post-
processed), are summarized to obtain the uncertainty measure of the
prediction. In other words, the uncertainties in the controllable in-
puts and physical model parameters are propagated forward through
the code to quantify the uncertainty of the predictions as shown in
Fig. 1.4. The practice of propagating parametric uncertainty by MC is
widely accepted in the nuclear engineering thermal-hydraulics com-
munity [13-16].

Forward uncertainty
quantification
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Figure 1.4: Simplified flowchart of forward uncertainty quantification of
a simulator prediction. Notice that the simulator has been
parametrized by the controllable inputs and physical model pa-
rameters, each of which are represented as a random variable.

1.2.2  Inverse (Backward) Uncertainty Quantification

A lot has been said about the origin of the uncertainty associated with
the controllable inputs. The physical model parameters, however, are
conceptually different. The physical models referred to in this thesis
are usually represented either in the form of correlations, phenomeno-
logical models, or a mixed between the two (see Section 1.1.3). There-
fore, the model parameters do not necessarily have a physical mean-
ing (see Chapter 5) and the source of their uncertainties vary with
the type of model. For instance, in an empirical model the model pa-
rameters are the curve-fitting parameters and their uncertainties are
observable and can be associated with the dispersion of the data.

However, many physical models, be it empirical or mechanistic, are
originally derived from experiments on simple systems that do not,
strictly speaking, reflect the flow conditions in an LWR (e.g., heated
tube vs. rod bundle, low pressure vs. high pressure, etc.) [8]. Thus,
to better represent the flow characteristics in reactor transient, exper-
iments with well-specified conditions are conducted in SETFs, facil-
ities aimed at reproducing a particular safety-relevant phenomena
during transient at a particular part of the reactor [6].

The data are used to assess the physical models. In the assessment,
some parameters in the models are adjusted to match the experimen-
tal data [9]. Alternatively, additional free parameters can be intro-
duced in the models to serve the same purpose [8]. That is, the pa-
rameters are tuning parameters and become measures of the models
inadequacy in reproducing the data. Ultimately, optimal values for
the parameters are estimated and implemented in the code.

In light of this, it can be argued that the uncertainty associated
with the tuning parameters stems from the fact that the calibration
was conducted only on limited set of data obtained from selected
SETFs. As different SETFs exist for the same phenomena, it is fair
to ask if the calibrated value will hold if the calibration were to be
conducted on other SETFs data. Additionally, as tuning parameters,
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expert-judgment is also often used to estimate the uncertainty. Ex-
perts fixed the range of variation of the parameters based on their
expectation of the model performance.

To derive the uncertainty associated with the model parameters
described above, the problem can be posed as an inverse problem. In ~ An inverse problem
this setting, given a set of experimental data {D} taken with known
controllable inputs x., the task is to infer the value of the unobserved
parameters in the physical model used to predict the same quantity as
the experimental data. To avoid excessive bias towards the calibration
data, it is important here to acknowledge the observation errors of
the experimental data and the controllable inputs, and the possible
systematic bias of the associated models.

In a probabilistic setting, a way to make an inference of unobserved

parameters based on observed data is through the Bayes’ theorem, Inverse uncertainty
quantification

PUD}Xm, Xc) - p(xm)
({Dmez Xc) : P(Xm) dxm

where the left-hand side of the equation is the posterior probabil-
ity density of the model parameters x,, conditioned on the observed
data {D} and controllable inputs x.. The right-hand side constitutes of
the likelihood function p({D}|xm,xc) (probability of observing data
given the parameters), the prior of the model parameters p(x) (the
initial state of knowledge regarding the parameters values before ob-
serving the data), while the denominator is a normalizing constant
such that the posterior is a valid PDF (that is, it integrates to one)®.
The posterior represents the knowledge one has on the model param-
eters values conditioned on the data under the modeling assumption.
Fig. 1.5 depicts a simplified flowchart of the inverse quantification.
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Figure 1.5: Simplified flowchart of inverse quantification for model parameters of a simulator.

The formulation and computation of the posterior above can be
seen as a calibration exercise. That is, it seeks to adjust the model Statistical
parameters such that the predictions of the simulator are consistent calibration
with the observed (i.e., calibration) data under the assumed likeli-
hood and the prior. However, instead of obtaining a single estimated

Note that the formulation assumes the controllable inputs x. are fully known. If
they are considered uncertain, such as due to their inherent variability, then a prior
probability can be put on them as well.
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value (or values in case of multiple parameters), the resulting poste-
rior is a joint PDF, conditioned on the observed data. In relation to
the aforementioned expert-judgment for estimating the parameters
uncertainty, the approach uses the experimental data to better inform
the prior expectation about the model parameters values. The poste-
rior PDF, in turn, can be used in uncertainty propagation to quantify
the uncertainty on the prediction made outside the calibration data.

The importance of characterizing the uncertainty in the physical
models parameters was acknowledged by the Working Group on the
Analysis and Management of Accidents (WGAMA) of the Organiza-
tion for Economic Cooperation and Development (OECD)/Nuclear
Energy Agency (NEA). This led to the Post-BEMUSE Reflood Models
Input Uncertainty Methods (PREMIUM) project. Its main goal is to
report the state-of-the-art methodologies to quantify the uncertainty
in the physical models parameters. The following will briefly describe
the project and highlight the selected main lessons learned from the
author’s perspective through his participation on behalf of the Paul
Scherrer Institut (PSI) [17].

1.2.3 OECD/NEA PREMIUM project

The PREMIUM project was an activity launched by the OECD/NEA
with the aim to advance the methods for quantifying the uncertain-
ties associated with the physical model parameters in TH system
codes. It was the continuation of the project Best-Estimate Methods
— Uncertainty and Sensitivity Evaluation (BEMUSE), which concen-
trated on the propagation and sensitivity analysis of the input uncer-
tainties in large scale simulation (large break loss-of-coolant accident
(LBLOCA)). The main finding of BEMUSE can be found in [18]. The
emphasis of the PREMIUM benchmark was placed on the derivation
of the model parameters uncertainties and their validation.

The scope of the project was limited to the simulation of the phe-
nomenon of core reflood and quenching under conditions representa-
tive of a pressurized water reactor (PWR) large break LOCA. Exper-
imental data from two SETFs was made available for the purpose of
uncertainty quantification of the model parameters as well as valida-
tion. For the model parameters uncertainty quantification, the data
from the FEBA reflood facility was used. The derived uncertainties
were then propagated and compared with the experimental data from
other experimental runs of FEBA and from another reflood facility
(PERICLES). Thus the main goal of the project followed the approach
of statistical uncertainty analyses explained above.

Sixteen organizations from 11 different countries participated in the
4-year project (2012-2016) using 6 different TH system codes. Each
participant employing a chosen simulation code and methodology
had to contribute to the 5 following phases of the benchmark:
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1. PHASE 1: Description of the selected simulation code and method-
ology.

2. PuasE 2: Identification of the uncertain parameters that are most
relevant to PWR LOCA reflooding simulations.

3. PHASE 3: Quantification of the uncertainties in the parameters,
using available data from the FEBA experiment.

4. PHASE 4: Propagation of the quantified uncertainties as part of
a blind benchmark exercise based on data from the PERICLES
experiment.

5. PHASE 5: Contribution to the analysis and synthesis of the bench-
mark results.

During the course of the project, three OECD/NEA reports have been
published [19—21]. Details can be found in the reports. The following
will describe briefly some of the lessons learned from PREMIUM of
relevance to the present study.

PREMIUM provided state-of-the-art (as of 2015) uncertainty quan-
tification methods for TH system codes. It emphasized methodolog-
ical issues that are yet to be overcome. Some of these issues, such
as the identification of important parameters, extrapolation of quan-
tified results, scaling, and nodalization were already raised in the
1994 review studies on uncertainty methods for TH codes sponsored
by the European Commission [22]. At the conclusion of PREMIUM,
these issues are still considered open problems.

First, there was an apparent lack of consensus among participants
(and thus, the community) for a systematic identification of impor-
tant parameters in TH simulation models. Guidelines were indeed
provided, but each participant eventually came up with their own
selection criteria and methodology, some still relied solely on graph
comparison of outputs when changing one parameter at a time [19].

Although complete exclusion of expert judgment is not feasible
(nor advised), it is useful to take benefit from the progress made in
the computer experiment community. For instance, the Morris screen-
ing method can be useful in the initial parameter identification and
importance ranking process by making the analysis more systematic
and robust. The method can provide a smooth transition from the
more familiar one-at-a-time method adopted by most participants.
Furthermore, there was a valid issue raised by a participant regard-
ing the possibility of “complicated” code response from simultaneous
parameters perturbation [23]. This can be interpreted as parameter in-
teraction in the literature. In this case, GSA methods can help in the
investigation about its presence.

Secondly, there was a slight disagreement between participants re-
garding the use of calibrated parameter. This notion stemmed from the
use of a Bayesian method (the so-called CIRCE |20, 24], a method
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based on maximum likelihood approach under linear assumption
coupled with normal prior for the parameter) to update the prior
distribution of the model parameter such that the resulting posterior
distribution yields the closest agreement with the experimental data.
In the application of CIRCE, the nominal value of the model param-
eter was allowed to shift following the updated central measure of
the posterior. Such practice of calibration was questioned because the
best-estimate code used was, in fact, already calibrated on the basis
of larger experimental databases over decades of V&V activities. In
other words, the calibration over a very limited set of the FEBA tests
would undermine the built-in (calibrated) models already in place.

That is a valid point of contention. The results of applying CIRCE
were mixed. On one hand the experimental data from the FEBA ex-
periment allowed CIRCE to reduce the initial uncertainty on the pa-
rameters and simultaneously improved the nominal case predictions.
On the other hand, when the updated parameters were used in the
uncertainty propagation of another FEBA test, the narrow uncertainty
band on the predictions failed to cover some part of the experimen-
tal data. Moreover, when the same updated parameters were used
in the blind uncertainty propagation for another facility there results
were poor: poor nominal case prediction and too narrow uncertainty
without covering the experimental data [17, 21].

This indicated a symptom of overfitting in which the uncertain pa-
rameters were calibrated strongly on one data set and thus became
very sensitive to a change of data set. The narrow uncertainty ob-
tained indicates that the calibration procedure converged to a “wrong”
values and thus was not applicable to extrapolation.

While the Bayesian approach makes sense for parameter calibra-
tion, updating its value in light of new data, its application might re-
quire accounting for additional sources of uncertainty. It also makes
sense to acknowledge the extensive V&V activities that serve as the
basis of TH system codes; observing one additional data set should
not render previous results invalid right away. Thus it remains an
open question how to compromise between learning from new data
and preserving what has been learned before.

Finally, there was a natural reluctance among the participants to
embrace more recent methods requiring less assumptions (e.g., nor-
mal prior of the parameters, linearity between outputs and parame-
ters, etc.) but requiring more code runs. The use of metamodel can
help in alleviating such computational restriction®, insofar that the er-
ror incurred by the use of metamodel can be accepted. Strictly speak-
ing, the community is not unfamiliar with the use of metamodel (a
fast approximating function as a substitute of running the code) for
uncertainty analysis, especially in the context of uncertainty propa-

6 It is not, however, cost-free as will be explained in more detail in Chapter 4.
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gation’. However, in the context of inverse uncertainty quantification,
none of the participant took the benefit of using metamodel and re-
laxed some of the assumptions in calibration.

1.3 OBJECTIVES AND SCOPE OF THE THESIS

With the larger context provided above, this section presents briefly
and specifically the statement of the problem, followed by the objec-
tives as well as the scope of the present doctoral research.

1.3.1 Statement of the Problem

System code development is an effort to consolidate correlations and
mechanistic models to create a phenomenological-based simulation
code that can provide best-estimate results. This consolidated effort
results in a code that can simulate a wide range of transients foreseen
in NPP operation in a best-estimate manner. Alas, to come up with a
consistent set of closure laws is a great challenge for code developers.

The closure laws required to close the two-fluid model pose partic-
ularly difficult challenges [11]. For instance, to have a correlation of
heat transfer between the wall and the fluid, temperature data from
the wall, and the liquid and gas phases are needed. But measuring
temperature of the individual phases in an arbitrary interfacial topol-
ogy has its own technical difficulties to the extend that no such data is
available to be implemented in the closure laws. Additionally, the ex-
periments to obtain hydrodynamic closure laws (e.g., interfacial fric-
tion factor, wall friction factor) were generally carried out in adiabatic
conditions. As a result, this excludes the coupling of any heat transfer
phenomena between the phases and the wall in such correlations.

Furthermore, during the development of a code, programming con-
siderations also came into the picture. For robustness, simplification
is often required and continuity is enforced. Transitionary flow regime
for which data is not available is often modeled to be the average
of the two known bounding regimes. Different code developments,
which used different assumptions and experimental databases, come
up with different set of closure laws with their own parametrization
(see for instance [10] for TRAC code and [26] for CATHARE code).
Several authors have expressed their concerns about the uncertainty
stemming from the closure laws [6, 11, 27].

It was initially used for the estimation of PCT probability distribution from uncer-
tainty propagation in the context of safety margin evaluation of LBLOCA scenario

[25].

15



16

INTRODUCTION

As an example of the above point, consider that in the TRACE code,
after some derivations the interfacial drag coefficient closure law in
the inverted slug flow regime Cj s is given by,

1 11—« .
24[sz( 061'8 ) ; Xm,SET = 075

Cis = ®m,SET X

where pg is the density of the gas phase; La is the Laplace number; «
is the void fraction; and & sgr is a fitting parameter.

There are several remarks that can be made about the closure law
given above. First, the second term in the right-hand side was de-
rived from experimental data but based on several simplifying as-
sumptions. In the inverted slug regime, saturated liquid core breaks
up into ligaments. These ligaments are assumed to take form as pro-
late ellipsoid. The drag coefficient is then taken from the experimental
database of coefficient for distorted droplet. Then to take into account
the multi-particle effect, the coefficient is divided by the void fraction
o raised to the power of 1.8 (this, in turn, was taken from experi-
mental data of inertial regime). Lastly, the first term of the equation,
Xmser = 0.75 was added to calibrate against the experimental data
from the FLECHT-SEASET reflood experimental facility. This first
term, although clearly non-physical in nature, is nevertheless an im-
portant tuning parameter of the model. Its uncertainty should be con-
sidered in uncertainty analysis, especially when reflood is expected to
occur. Yet, no statement regarding the associated uncertainty is given.
Similar adjustment on several other closure laws exists [28].

As illustrated above, it is clear that models in thermal-hydraulics
system code are, to a certain extent, limited. Various experimental pro-
grams were carried out to better understand the important phenom-
ena, and to validate (and, as noted, to calibrate) the models. Series
of experiments, carried out in SETFs with well-specified boundary
conditions were aimed to reproduce limited part of the transient in a
selected component following a postulated scenario. For example, in
the case of reflooding, several facilities existed and data was gathered
(FEBA, PERICLES, etc.). But, there has not been an orchestrated ef-
fort to incorporate the accumulated data into the calibration process
of the physical models, in a systematic way, while acknowledging the
multiple sources of uncertainty in the process.

1.3.2  Objectives

The purpose of this research is to quantify the uncertainty of physi-
cal model parameters implemented in a TH system code. The phys-
ical models of interest describe the phasic interactions in a complex
multiphase flow during a reactor transient, namely heat, mass, and
momentum exchanges between vapor, liquid and structures. These
models are parametrized by physical or empirical parameters, the
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values of which are uncertain. This results in uncertain code predic-
tions of important safety quantities, such as the evolution of the fuel
clad temperature during a postulated reactor transient.

Adopting a probabilistic framework to conform to the statistical un-
certainty propagation widely adopted in the field of nuclear engineer-
ing, the uncertainties in the parameters are represented as probability
density functions (PDFs) or their approximations. The derivation of
these functions is posed as an inverse statistical problem following a
Bayesian framework as the parameters themselves are not directly ob-
servable. Although subjectivity cannot be removed completely from
the analysis, the research aims to develop a methodology to incor-
porate the available, albeit indirect, experimental data to inform in a
more objective and transparent manner the uncertainties associated
with the model parameters. This is done in three steps by consol-
idating and adapting recent developments in the applied statistics
literature to:

1. Analyze and better understand the inputs/outputs relationship in
a computer simulation with uncertain inputs. Sensitivity analy-
sis (SA), in particular global sensitivity analysis (GSA), methods
can be used to assist identifying which of the model parameters
can be calibrated using the available data. An uncertainty analy-
sis often starts a with large list of input parameters that may and
may not be relevant (i.e., influential) to the simulation at hand.
A screening method can be used to remove the least influential
parameters from the list. Afterward, a variance decomposition
method is employed to quantitatively analyze the contribution
of the remaining influential parameters uncertainty on the pre-
diction uncertainty. Multiple types of data can be measured dur-
ing experiments in a test facility (e.g., clad temperature, pres-
sure drop, etc.), it might be worthwhile to consider each one
of them. Finally, for each of the different types, the analysis is
conducted on various derived Qols, some of which explicitly
consider the output as function. By doing so, it is hoped that in-
teresting model behavior with respect to the input parameters
perturbation can be revealed.

Section 1.4.1 provides an overview of the wide range of sen-
sitivity analysis (SA) methods in the applied literature, while
Chapter 3 presents the details of the selected SA methods and
their applications to a TRACE model.

2. Approximate the inputs/outputs relationship of a complex com-
puter simulation for a faster evaluation. The step is required as
the statistical calibration method adopted in this thesis is com-
putationally expensive (requiring numerous code runs in the or-
der of hundreds of thousands and beyond). This approximation
is done through a Gaussian process (GP) metamodel resulting
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in a statistical metamodel. The highly multivariate nature of the
outputs (time- and space-dependent) is dealt by a dimension re-
duction technique. Build upon the results of the previous step,
only parameters that are identified to be influential are included
in the construction of the metamodel.

Section 1.4.2 introduces a broad overview of metamodeling in
the literature and Chapter 4 presents the details and the appli-
cation of Gaussian process (GP) metamodel to a TRACE model.

3. Calibrate the physical model parameters against various relevant
experimental data. The word calibrate carries a disparaging in-
terpretation related to tweaking. However, using a Bayesian sta-
tistical framework, the aim of calibration is extended to simul-
taneously quantify the uncertainty of the parameter estimation.
The framework includes various sources of uncertainty, which
can be modeled probabilistically, including the model bias term.
At the end, the parameters of interest will either be given in the
form of posterior PDFs conditioned on the data or samples gen-
erated from such distributions to conform with the practice of
statistical uncertainty propagation widely adopted in the field
of nuclear engineering.

Section 1.4.3 provides the practice of Bayesian calibration of
computer model from the literature. Chapter 5 the details the
formulation of a Bayesian calibration problem for model param-
eters, the ways to solving it, and an application of it to a TRACE
model.

Finally, as the calibration is only conducted using experimental
data in a limited set of experimental conditions, it is important to
validate the proposed methods by demonstrating the applicability of
the results to the simulation of the phenomena in the same facility but
in different experimental conditions. That is to propagate the poste-
rior uncertainty of the parameters and to compare the results against
experimental data not used in the calibration step.

1.3.3 Scope

Although the proposed set of strategies in this PhD research work can
be applicable to the analysis and calibration of any physical model of
a system code, it is illustrated by its application on the models of par-
ticular importance during simulation of reflooding, i.e., the so-called
post-Critical-Heat-Flux (post-CHF) flow regimes. There are several
reasons for this emphasis as recognized by the BEMUSE and PRE-
MIUM projects (see Section1.2.3):

¢ Reflooding is an important part in the simulation of LWRs tran-
sient during LOCA. Modeling reflooding determines the appro-
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priate representation of the dynamics of heat transfer phenom-
ena during the effort to rewet an uncovered core. Of paramount
interest is the estimation of the time at which the rod can be ex-
pected to be rewet as well as the maximum temperature reached
prior to rewet. Reflood is a transient with highly coupled hydro-
dynamic-heat-transfer effects and it challenges the assumption
made on the implemented closure laws. Indeed, several reflood
experimental programs conducted in SETFs exist. Unfortunately,
no orchestrated effort was made so far to consolidate the gener-
ated data in general and into the TRACE code in particular.

¢ The models are adequately complex. It is complex that 4 flow
regimes are involved in a single phenomena: multiple sub-models,
parametrized with numerous inputs, with multivariate outputs
(both time- and space-dependent). But as the source of data is
from reflooding SETFs, real plant system (and full scale) effects
can be excluded and the ensuing analysis can be concentrated
on a limited set of models. In fact, as already pointed out, re-
flooding SETFs were designed to validate and to calibrate re-
flood models in system codes.

¢ Multiple data of various types (pressure, temperature, etc.), taken
with different experimental conditions (flow rate, system pres-
sure, etc.), are typically available from experiment within the
same facility. As calibration in the present research is conducted
using one experimental condition, it is important to validate the
calibration results against the data with different experimental
conditions albeit from the same experimental facility. Moreover,
additional data from other reflooding SETFs are available. This
is important for validating the proposed method further and
expanding it to calibration against data from multiple facilities.

As such, while it is important to acknowledge that reflood simu-
lation and the associated relevant model (or models) are only parts
of a large and complex TH system code, they can provide a repre-
sentative and relevant illustration on the particulars of analyzing and
calibrating the code using experimental data from SETF in general;
providing a suitable testing ground for the proposed methods.

The methods and practices of sensitivity analysis, approximation,
and calibration of computer model need not be statistical. This thesis,
however, focuses on the statistical approach for each of the aforemen-
tioned steps. The main reasoning for this choice are twofold: First,
statistical methods tend to require fewer assumptions regarding the
model complexity. While they may be more computationally expen-
sive than their non-statistical counterparts, they are also easier to set
up, with minimal intrusion to the code itself, and subject to less se-
vere dependence on the number of input parameters. Secondly, the
ultimate results of the model parameters calibration (i.e., their quan-
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tified uncertainties) should be represented in terms of probability. As
mentioned previously, this is to conform with the widely accepted
practice of statistical uncertainty propagation in the nuclear engineer-
ing community.

As a last note, the thermal-hydraulics (TH) system code considered
in this thesis is the TRAC/RELAP Computational Engine (TRACE)
code developed by the the United States Nuclear Regulatory Com-
mission (USNRC). The main reason to consider solely this particular
code is the fact that TRACE is the thermal-hydraulics system code
used for the safety analysis of the Swiss NPPs conducted within
the Steady-state and Transient Analysis Research for Swiss Reactors
(STARS) program [29] at the Paul Scherrer Institut (PSI).

1.4 STATISTICAL FRAMEWORK FOR COMPUTER MODEL SENSITIV-
ITY ANALYSIS, APPROXIMATION, AND CALIBRATION

The set of strategies for sensitivity analysis, model approximation,
and calibration presented above constitutes a consolidated statistical
framework that will be used in this thesis for quantifying the uncer-
tainty in model parameters of a TH system code. This section presents
a broad, and by no means exhaustive, literature review of the strate-
gies used in this thesis. For each strategy, the review first reiterates
its main motivation followed by a generic classification and the steps
involved before briefly summarizing its applications in nuclear engi-
neering TH, both in the past and more recent times. As will be out-
lined in Section 1.5, three main chapters of the thesis will be dedicated
for each of the proposed strategies detailing the selected methods fur-
ther and presenting their applications on a TRACE model.

1.4.1 Sensitivity Analysis (SA)

An essential part of model development and assessment is to properly
describe and understand the impact of model input parameter vari-
ations on the model predictions. SA is an important methodological
step in that context [3]. SA is the process of investigating the role of
input parameters in determining the model output [30] variation and
it seeks to quantify the importance of each model input parameter on
the output.

Various classifications exist in the literature to categorize SA tech-
niques [30-34]. In the review by Ionescu-Bujor and Cacuci [32, 33], SA
techniques are classified with respect to their scope (local vs. global)
and to their framework (deterministic vs. statistical). In the review of
SA methods by Iooss and Lemaitre [30], and the works by Saltelli et
al. [34] and by Santner et al. [35], the statistical framework is implic-
itly assumed, and the classification is based on the parameter space
of interest (local vs. global).



1.4 STATISTICAL FRAMEWORK

Local analysis is based on calculating the effect on the model out-
put of small perturbations around nominal parameter values. Often,
the perturbation is done one parameter at a time thus approximating
the first-order partial derivative of the model output with respect to
the perturbed parameter. The derivative can be computed through
efficient adjoint formulation [36, 37] capable of handling numerous
input parameters.

Besides being numerically efficient, sensitivity coefficients obtained
from local deterministic sensitivity analysis have the advantage of
being intuitive in their interpretation, irrespective of the method em-
ployed [38]. The intuitiveness stems from the equivalence to the deriva
tive of the output with respect to each parameter [32] around a specif-
ically defined point (i.e., nominal parameter values). Thus the coeffi-
cients can be readily compared over different modeled systems, inde-
pendently of the range of parameters variations.

Global analysis, on the other hand, seeks to explore the input pa-
rameter space across its range of variation and then quantify the input
parameter importance based on a characterization of the resulting
output response (hyper-)surface. In the global deterministic frame-
work [32, 37], the characterization is aimed at the identification of
the critical points of the system (e.g., maxima, minima, saddle points,
etc.). In statistical global methods [34, 39, 40], the characterization is
aimed at measuring the dispersion of the output based on variance
[41, 42], correlation [43], or elementary effects [44].

Due to the different characterizations, the global statistical frame-
work can potentially give spurious results not comparable to the re-
sults from the local method as there is no unique definition of sensi-
tivity coefficient provided by different global methods [38]. In some
cases, different methods can give different and inconsistent parameter
importance ranking [34, 39]. Furthermore, the result of the analysis
can be highly dependent to the assumed input parameters probability
distributions or their range of variations [33, 37].

Yet, despite the aforementioned shortcomings, the global statisti-
cal framework has three particular attractive features relevant to the
present study. First, the statistical method for sensitivity analysis is
non-intrusive in the sense that minimal or no modification to the
original code is required. In other words, the code can be taken as
a black box and the analysis is focused on the input/output relation-
ship [34]. This is the case especially in comparison to adjoint-based
sensitivity [45, 46], which is a highly efficient and accurate method
applicable to a large number of parameters, provided that the code is
designed /modified for adjoint analysis.

Second, no a priori knowledge on the model structure (linearity,
additivity, etc.) is required. This is essential in many cases because
depending on the model complexity and for large parameter varia-
tions, the linearity or additivity assumption might not hold.
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Last, the choice of a statistical framework for sensitivity analysis fits
the Monte Carlo (MC)-based uncertainty propagation method widely
adopted in nuclear reactor evaluation models [15, 16, 25, 47]. The
method prescribes that the uncertain model input parameters (mod-
eled as random variables) should be simultaneously and randomly
perturbed across their range of variations. Multiple randomly gener-
ated input values are then propagated through the code to quantify
the dispersion of the prediction (e.g., peak clad temperature) which
serves as a measure of the prediction reliability. Statistical global sen-
sitivity analysis thus complements the propagation step by address-
ing the follow-up question on the identification of the most important
parameters in driving the prediction uncertainty.

Saltelli et al. [40] emphasized that an analysis using computer sim-
ulation should be focused on a specific question the simulation is
required to answer as opposed to the analysis of each and every in-
dividual model output. This is done through judicious choice of rep-
resentative quantities of interest (Qols) that properly substantiate the
problem at hand. In particular, computer code output often comes in
a form of time series. In such case, Saltelli et al. [34, 39] proposed to
derive the relevant Qol from time-dependent output using a prede-
fined scalar function such as the maximum, the minimum, the aver-
age, etc. that fits the initial question.

However, in some cases, the whole course of a transient is of pri-
mary interest such as in assessing the ability of a model to reproduce
the overall dynamics of the simulated system. If the attention is fo-
cused on the overall change in shape of the time-dependent output
(a shift in the Y-axis, a delay, a distortion, etc.), the descriptions pro-
vided by the aforementioned scalar functions might be incomplete
and overlook important features of the variation. To tackle this prob-
lem, Campbell et al. [48] proposed to represent the functional (time-
dependent) output in a certain basis function expansion and to carry
out the sensitivity analysis on the coefficients of the expansion. In
accordance to such approach, functional data analysis (FDA) popu-
larized by Ramsay and Silverman [49] is useful to reduce the high
dimensionality of time-dependent output.

Despite these recent developments, there are very few publications
on the application of global sensitivity analysis to nuclear thermal-
hydraulics evaluation models specifically dealing with time-dependent
output. Notable recent examples related to sensitivity analysis for a
time-dependent TH problem were the work done by Ionescu-Bujor et
al. [50] for reflooding experiment of degraded fuel rods, utilizing ad-
joint sensitivity method; by Auder et al. [51] for pressurized thermal
shock analysis, utilizing statistical methods with emphasis on meta-
modeling; and by ProSek and Leskovar [52] for LBLOCA analysis,
utilizing Fast Fourier Transform-Based method (FFTBM) and local
sensitivity analysis.
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1.4.2 Statistical Metamodeling

Many tasks involving computer simulations can be boiled down to
making predictions. A computer experiment, an experiment using com-
puter simulations, evaluates the output based on different inputs to
achieve various objectives. In the aforementioned sensitivity analy-
sis, the objective is to identify the influential inputs that drives the
variation in the outputs of the computer simulator. In the forward
uncertainty quantification, MC simulation are used to propagate the
uncertainty of the inputs to quantify the uncertainty of the simulator
prediction using the notion of probability; while in its inverse coun-
terpart, the goal is to identify a region of the input parameter space
that is consistent with both the observed data and the assumed prior
uncertainty of the inputs. The latter objective, in turn, is related to op-
timization where the goal is to identify particular value of inputs that
maximize a certain objective function as computed by the simulator.

The objectives above are arguably distinct, but they share a com-
mon characteristic of involving analyses of outputs from numerous
simulator runs. An increasingly more realistic and complex computer
simulator, however, often translates into a long running simulation
and may have to be evaluated a large number of times due to the com-
plexity of the relationship between high-dimensional inputs and high-
dimensional outputs (e.g., non-linearities, interactions). The high com-
putational cost hinders the analysis and the effort to achieve the afore-
mentioned objectives of computer experiment.

As a result, having a fast approximating model of a complex simu-
lator is beneficial in conducting a computer experiment and its value
was acknowledged by Sacks et al. in their seminal paper [53] and
formalized further in several textbooks [35, 54]. The approximating
model, while simpler and much faster to evaluate than the original
simulator, is designed to capture the dominant features of the input-
s/outputs relationship of the original complex simulator [55]. Cap-
turing the dominant features allows the approximating model to be
used in lieu of the original simulator in the experiment. This approx-
imating model in the literature is referred to as metamodel, surrogate
model, response surface model, proxy model, or emulator.

Nowadays, any of the terms above are used interchangeably and
all are used to substitute the original simulator to reduce the com-
putational cost of conducting computer experiments [55-57]. Subtle
differences do exist. Thus, it is worthwhile to consider a broad classi-
fication of surrogate models and the approaches to their derivations
(i.e., surrogate modeling or metamodeling) according to the literature.
Surrogate models according to their derivations can be broadly clas-
sified in two categories: the data-driven response surface surrogates and
the mechanistic reduced-order models [57].
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The reduced order models are perhaps more familiar in the scien-
tific community where a complex physical model is being simplified
by putting more stringent assumptions or reducing the numerical
resolution while trying to preserve the most important physical pro-
cesses present in the more complex model. The point neutron kinet-
ics model is an example of a reduced-order model, substituting the
more complex 3-dimensional nodal code. A TH system code is also
a reduced-order model of the more expensive multi-phase computa-
tional fluid dynamics code. When applicable, reduced-order models
can be useful as first approximations and didactic tools to build intu-
ition.

The response surface surrogates, on the other hand, make no pre-
tense of preserving the underlying physical process modeled in a
complex simulator. It seeks to emulate the relationship (i.e., mapping)
between inputs and outputs of the simulator. The term metamodel is
used throughout the thesis and exclusively refer to this particular
type of surrogate model. The workflow of constructing a response
surface surrogate consists of three steps. The first step is to gather
the data, that is by running the simulator at limited and selected
points across the input parameter space of interest and evaluate its
outputs. The selection of such points are known as the design of experi-
ment [35, 58]. The second step is to choose an approximating function
that emulates well the relationship between the inputs and outputs
and train this function based on the data. Training a surrogate model
involves fitting the parameters associated with the selected approxi-
mating function. The function is chosen such that it is simpler and
faster to evaluate at arbitrary inputs, relative to the original simula-
tor. Finally, a validation step is conducted to assess the quality of the
resulting metamodel. These are a typical workflow of constructing a
metamodel, though variation exists [57].

The surrogate model introduced in the papers of Sacks et al. [53,
59] were GP metamodel. The metamodel was constructed as a tool
to interpolate between observed data, that is, between the inputs and
outputs of actual simulator runs. Once constructed the output at any
arbitrary input point can be predicted faster using the metamodel.
This idea was borrowed from a spatial interpolation tool in geostatis-
tics (where the inputs were spatial coordinates) developed by Krige
dating back to the 1950s [60] and formalized by Matheron in the 1960s
[61]. GP metamodel is arguably the most popular approach to meta-
modeling and it enjoys a renewed interest due to its application for
machine learning [62].

A GP metamodel is a statistical metamodel. It is based on the ex-
tension of multivariate Gaussian distribution to a continuous multidi-
mensional input parameter space. Under the Bayesian interpretation,
the metamodel assumes a prior probability distribution over func-
tions (i.e.,, a probability distribution of which each realization is a
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function) to initially describe an unknown complex function that un-
derlies the simulator. The observed data (i.e., design of experiment
plus the corresponding outputs) is then used to update the prior and
learn more about the true underlying function. Though the simulator
itself might be deterministic, the limited size of the observed data ren-
ders prediction at arbitrary non-observed input uncertain. This mea-
sure of uncertainty makes a GP metamodel an attractive choice to
be incorporated into a model calibration framework where multiple
sources of uncertainty are considered. This research adopts GP for
constructing a metamodel of a TH system code model as detailed in
Chapter 4.

GP metamodel is by no means the only method to construct a
data-driven metamodel, though it can be considered as the most
popular choice in the literature (Table 1.1). Response Surface Method
(RSM), originally developed as a technique in the design and analy-
sis of physical experiments [63], has a long history of being adapted
to the design and analysis of computer experiments [64—67]. It is
mostly based on either linear or quadratic regression (with interac-
tion terms) (see for instance [68], and more recent reviews [56, 69]).
In recent times, other methods such as the ones based on artificial
neural network [70] and polynomial chaos expansion (PCE) [71, 72]
have also gained traction. For comparison, Table 1.1 shows the search
hits from Scopus, an online bibliographic database [73], for the differ-
ent selected metamodeling approaches. Note that the list is not at all
exhaustive.

Table 1.1: Number of publications related to different metamodeling ap-
proaches based on Scopus web search as of Feb. 14. 2017.

i

METAMODELING SEARCH NUMBER OF SINCE
APPROACH KEYWORD PUBLICATIONS
Gaussian Process / Kriging ("Gaussian Process OR 1838 1992

kriging")
Artificial Neural Network "neural network" 997 1993
Response Surface Method "response surface" 247 1977
Polynomial Chaos Expansion ~ "polynomial chaos" 208 2004

i(...) AND ("surrogate" OR "metamodel")

Metamodel applications have a long history in nuclear engineer-
ing analyses due to the complexity of the simulators and the long-
understood importance of quantifying the uncertainty of the predic-
tions. Hence, historically, metamodels (specifically, the response sur-
face method) have been applied for quantifying the prediction uncer-
tainty forward through MC sampling as well as for statistical sensi-
tivity analysis [74, 75]. The range of applications varied from quan-
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tifying the reactor safety margin [13] for a LBLOCA scenario, propa-
gating the uncertainty of fuel rods failure in the core [76] during the
same scenario, to the uncertainty and sensitivity analyses of severe ac-
cident progressions [77]. In recent times, more advanced metamodels
(e.g., GP metamodel) have been applied to more diverse engineering
analysis; from the design optimization problem of fuel assembly [78]
and spacer grid [79] to the calibration of physical models in TH sys-
tem code [80] and fuel performance [81] code.

1.4.3 Bayesian Calibration

The objective of model calibration is to increase the agreement be-
tween simulation predictions and measurement data by adjusting
some of the simulator inputs [3, 82]. Traditionally, calibration is closely
related to an optimization problem of an objective function measur-
ing the error between simulation predictions and measurement data
(e.g., root-mean-square-error). However, statistical approach to cali-
bration using a Bayesian framework has become a popular practice in
the scientific simulation community. Instead of minimizing a measure
of error, Bayesian framework treats the uncertainty of the inputs prob-
abilistically and update their prior probability distributions based on
the available, albeit uncertain, measurement data. The framework of-
fers flexibility in modeling various sources of uncertainty [83, 84].

Bayesian framework for the calibration of computer simulation mo-
del was popularized by the work of Kennedy and O'Hagan [83]. The
main goal of the framework is similar to any calibration framework,
that is to learn the apropriate values of model parameters and their
uncertainties by taking into account different sources of uncertainty
based on the observed data. The distinct idea is to acknowledge that a
systematic bias between a physics-based simulator and reality might
exist and is often not known a priori. If the bias is not modeled prop-
erly, the calibration process might overfit the model parameters. That
is, the calibrated model parameters will be overly sensitive to the cali-
bration data and thus not applicable for prediction. As such, Kennedy
and O'Hagan proposed to model the unknown bias term probabilis-
tically by putting a prior probability distribution on the bias term to
be updated simultaneously with that of the model parameters, by us-
ing the observed data. The proposed prior distribution is a GP. Due
to its popularity, the term KOH approach became synonymous to this
particular approach of computer model calibration [3, 85, 86]. It is
adapted here to deal with the particular problem posed in the PRE-
MIUM benchmark that itself represents a typical problem in nuclear
engineering TH analysis, as detailed in Chapter 5.

Bayesian framework for model calibration consists of two main as-
pects [87]: a formulation of a posterior distribution for the model pa-
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rameters of interest and the computation involving the posterior dis-
tribution. Regarding the first aspect, the KOH approach for model
calibration, in essence, prescribes a probabilistic model for the data-
generating process of the experimental data, incorporating the predic-
tion by the simulator, the uncertain model bias term, and the uncer-
tain model parameters into it. The formulation will eventually results
in a posterior probability distribution of the model parameters as
presented in Section 1.2.2. Extension and modification to the KOH ap-
proach includes dealing with high-dimensional output [88—90], multi-
ple types of output [91], different choices of the model bias term [86],
and various simplifications [92—94].

Regarding the choice for the prior distribution, there is a tendency
in the modern literature [87, 95] to move away from the notion of
Bayesianism, which emphasizes specifying the correct prior (if not the
true prior altogether) so as to guarantee that the resulting posterior
will always be true relative to that prior. In a more modern practice of
Bayesian statistics, the use of prior is seen in a more pragmatic light,
i.e., as a starting assumption that can be changed if not appropriate
[96, 97]. Gelman et al. [87] advocates to check if the resulting parame-
ters posterior distributions and the prediction using them make sense
and are useful, rather than to check whether the posterior parameter
distribution is true.

The second aspect of the Bayesian framework is related to the com-
putations involving the posterior distribution of the model parame-
ters. The formulated posterior distribution in practical problems is
multidimensional. Numerically integrating the posterior distribution
to summarize a given Qol (see Section 1.2.1) might not be efficient.
Traditionally, maximum a posteriori estimates® is often used to de-
scribe each of the posterior model parameter values using a single
number. It simply requires the maximization of the posterior density
function (i.e., its mode). An extension of this, giving description of the
shape of the posterior, is done by the so-called Laplace’s approximation
or the normal approximation [87, 95, 98, 99]. In this approximation, the
distribution of the posterior is approximated as a normal distribution.
The mean corresponds to the maximum of the posterior density func-
tion, while the variance of the distribution is approximated as the
function of the second derivative of the posterior around the mean
(i.e., its curvature). Multidimensionality of the posterior distribution
is taken into account by using the Hessian matrix. The approximation
works well if the posterior distribution is approximately normal (i.e.,
unimodal, bell-shaped, and linearly correlated).

To deal with more generic formulations of the posterior distribu-
tion, modern approach to Bayesian computation involves random
simulation to directly generate samples from the posterior. This can
be seen as an extension of the simulation method for estimating inte-

8 or maximum likelihood estimates, if the prior is non-informative
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gral quantities (the Monte Carlo (MC) simulation), for the case of a
complicated sampling distribution not easily sampled from. The idea
of MC simulation dates back to the 1940 for solving the problems in
neutron transport [100] and statistical mechanics [101]. In the latter,
generation of a Markov chain by MC simulation paved the way to a
generic simulation method applicable to generate samples from any
kind of probability distribution; thus the origin of MCMC simulation.
Later on, its usage for data analysis in general and Bayesian data
analysis in particular were revived in the 1970s and the early 1980s
by the generalization of the simulation algorithm by Hastings [102]
(i.e., the Metropolis-Hastings (MH) algorithm) and by the invention
of a computationally efficient sampler and its application for image
reconstruction by Geman and Geman [103] (i.e., the Gibbs sampler).

Nowadays, MCMC sampler is the backbone of Bayesian computa-
tion [87, 104, 105]. Loosely speaking, its improvement and modern
implementations can be broadly classified into three different fam-
ilies: adaptive MH samplers (e.g., [106]), Hamiltonian MC samplers
[107], and ensemble samplers [108]. Adaptive MH sampler deals with
the adaptation of the algorithm to achieve faster convergence. Hamil-
tonian MC sampler simulates the movement of a particle in the pa-
rameter space as described by the posterior distribution according
to the Hamiltonian dynamic. Finally, ensemble sampler uses multi-
ple particles that move together in the input parameter space each of
them moving according to the position of the others. Ensemble sam-
pler has a particularly simple implementation, is easily parallelized,
and requires minimal tuning [109]. Chapter 5 describes in more detail
the basics of MH and ensemble samplers.

Unlike the forward uncertainty propagation and statistical sensitiv-
ity analysis, the use of Bayesian model calibration is relatively new in
nuclear engineering applications [110]. A notable early example was
the previously mentioned CIRCE [24] for the calibration of model
parameters in a TH system code. A recent demonstration on the ap-
plicability of the method can be found in Ref. [111]. More recent ex-
amples are in-line with the KOH approach but provide extensions to
it: for dealing with high-dimensional output of the same type (i.e.,
time- and space-dependent) with [112] or without [80, 81] explicit
treatment of the model bias, and with [113] or without [114] the use
of metamodels.

1.5 STRUCTURE OF THE THESIS

This doctoral thesis is organized into six chapters. The description
and the application on a thermal-hydraulics simulation of the statisti-
cal approaches for sensitivity analysis, statistical metamodeling, and
the Bayesian calibration, preceded by a brief review of the TH system
code TRACE, the selected phenomenon of interest, and the associated
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physical models, constitute the main chapters of the present thesis
(see Fig. 1.6). They are bookended by an introductory chapter (this
chapter) and a concluding chapter.

Bayesian Uncertainty Quantification of
Thermal-Hydraulics System Code Model:

Controllable .
Inputs Main Chapters
—
Feo )€ RP s f(2,t) € RF Dimension
A\ Xey X = J(z, .
Model parameters Reduction
Chapter 2
Forward Model and
—
Initial Parameters Selection
Parameters Screening GSA -
and Variance Decomposition Chapter 3
Global Sensitivity Analysis
Model Parameters BC D GP
Posterior Chapter 5 Chapter 4
Bayesian Calibration Gaussian Process

Metamodel

experimental
data

Figure 1.6: The structure of the thesis and its main chapters.

CHAPTER 2 gives an overview of the system thermal-hydraulics
code TRACE with an emphasis on its reflood phenomenon modeling
and simulation. The chapter also introduces the reflood experiment at
the FEBA facility that serves as the experimental basis of this work fol-
lowed by its modeling in TRACE. This model becomes the running
case study in the three subsequent chapters to which the proposed
methods are applied. The chapter includes the selection of the initial
parameters relevant for reflood simulations and the propagation of
their prior uncertainties on the code predictions.

CHAPTER 3 introduces the GSA methods adopted in this thesis with
three key underlying ideas. The first idea is to reduce the dimen-
sionality of the input parameters space through parameter screen-
ing, while the second is to reduce the dimensionality of the code
output space. As the output of the simulation is time-dependent,
dimension reduction is carried out while trying to preserve the in-
terpretability of the results. The third and final idea is to investi-
gate, quantitatively, the effect of variation of parameters on the over-
all time-dependent output variation through variance decomposition.
The presented methods are then applied to the TRACE model of
FEBA and the results are discussed.

CHAPTER 4 presents an approach to construct a fast surrogate model
that approximates the inputs/outputs relationship of a computation-
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ally expensive simulator. The theoretical minimum of the method is
introduced, before adapting the method for dealing with highly mul-
tivariate output via dimension reduction. Afterward, the application
of the method to the TRACE model of FEBA is presented and dis-
cussed. In the end, a metamodel of the TRACE model is constructed
and validated in anticipation of the high cost of the calibration ap-
proach presented in the following chapter.

CHAPTER 5 describes the Bayesian calibration and is the last of the
main chapters of the thesis. The description of the methods is split
into two parts, following the convention in the Bayesian data anal-
ysis, the formulation part and the computation part. The formula-
tion of the Bayesian statistical calibration problem (i.e., the posterior)
as well as its simplification (the so-called modularization) are first in-
troduced. The resulting posterior is potentially complex, i.e., a high-
dimensional PDF with highly varying ranges in each dimension. Con-
sequently, the computational part is focused on a simulation-based
approach called MCMC to directly generate representative samples
useful for downstream analysis (e.g., forward propagation). After
that, as in the two previous chapters, the application of the method to
the TRACE model of FEBA is presented and the results are discussed.
Included in the discussion is the validation of the method based on
additional experimental data from FEBA that were not used in the
calibration.

CHAPTER 6 brings the thesis to an end. The main findings and ac-
complishments of the thesis are summarized through chapter-wise
summary. Recommendations of future work are then presented.

Four parts of appendices are included in the back of the thesis.
They include the governing equations of the TRACE code, additional
results of the thesis not presented in the main chapters, the compu-
tational tools developed and used in the context of this thesis, and
some useful mathematical results and recipes.
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Reflood is the last phase of the four canonical phases in the mitiga-
tion of LBLOCA in LWRs [115]. An LBLOCA transient starts with a
rapid depressurization of the primary coolant circuit (blowdown). It is
then followed by an initial rejection of emergency coolant water in-
jection into the reactor core due to massive steam flowing out of the
boiling core (bypass). After an eventually successful injection of the
emergency coolant water through the downcomer and into the lower
plenum of the reactor pressure vessel (RPV) (refill), the reflood phase
takes place. It refers to the phase of the transient in which the emer-
gency coolant water flows slowly upward through the dried reactor
core, quenching the fuel elements along the way, preventing them
from being further damaged due to overheating.

This chapter introduces the phenomenology of reflood and its mod-
eling in the thermal-hydraulics system code TRACE. Section 2.1 first
presents a quick overview of the TRACE code, including a major
simplification taken in the code to describe a complex two-phase
flow phenomena in the reactor coolant circuit during accident sce-
narios. Section 2.2 then describes reflood in LWRs: its importance,
phenomenology, and modeling. It introduces several important ter-
minologies used throughout the thesis. The description is specific to
the TRACE code and is by no means an exhaustive account on the
subject.

The present study is based on the data from a SETF for reflood
experiment. The Flooding Experiments with Blocked Arrays (FEBA)
facility and the relevant test runs for this study are described in Sec-
tion 2.3. The modeling aspects of the facility in TRACE is then de-
tailed in Section 2.4.

Section 2.5 deals with the problem of selecting the initial set of
input parameters perceived to be influential for the simulation. Af-
terward, prior uncertainties in the form of PDFs are assigned to the
selected input parameters. Those two steps provide the starting point
for the sensitivity and uncertainty analyses on the TRACE model
of FEBA presented in the upcoming chapters. Section 2.6 presents
the propagation of the specified prior uncertainties on the TRACE
model to assess the initial level of uncertainty in the predictions be-
fore any experimental data is used to update the prior uncertainties.
Section 2.7 finally concludes and summarizes the chapter.
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REFLOOD SIMULATION USING THE TRACE CODE

2.1 THE THERMAL-HYDRAULICS (TH) SYSTEM CODE TRACE

A thermal-hydraulics (TH) system code is a computer code used to
analyze the TH behavior of NPPs [116]. Its current usage ranges from
safety analysis and licensing process of current reactor designs to
qualification of a new reactor designs [117, 118]. To that end, the code
is designed to be a comprehensive tool capable of simulating wide
range of operating conditions, from normal operations, anticipated
transients, to accident scenarios foreseen in the operation of NPPs.

A nuclear reactor system is a complex system of numerous inter-
connected components, each serving distinct purposes, built with
multiple engineered safety features. During a transient, the system
might exhibit complex behavior with physical phenomena interact-
ing at vastly different time scales (10~ [s] in a power excursion due
to control rod ejection, 10° [s] for decay heat removal after successful
reactor shutdown) and length scales (10~3 [mm] for boiling at sub-
channel level, 103 [m] for coolant flow in the primary/secondary cir-
cuit). Additionally, the engineered safety features are designed for
some equipments (such as control rods, valves, pump) to perform
safety-related actions. Such equipments, in turn, are controlled by a
complex dynamical control system. As such, system code has to take
into account these different aspects to properly simulate the thermal-
hydraulics behavior of NPPs.

Indeed, component-based codes, such as TRACE, approach the
problem by representing each prominent component in a nuclear reac-
tor system separately. On top of a two-phase fluid dynamics equation
solver, system code includes models for steam separator, pump, heat
exchanger, valve, pressurizer, and neutron-kinetics as well as compre-
hensive models for control system to mimic the signal monitoring and
component actuation systems in an NPP. System thermal-hydraulics
thus distinguishes itself by considering explicitly the geometry, mate-
rials, boundary conditions, various interconnecting components, and
control systems that constitute an NPP [6].

However, it can be argued that the modeling of two-phase flow
inside a heated channel remains a central part in nuclear thermal-
hydraulics analysis which puts an emphasis in the correct prediction
of clad temperature evolution during different postulated scenarios
(Fig. 2.1). This is also supported by the fact that the majority of op-
erating nuclear power plants is of LWR type, where two-phase flow
can be expected to occur during its operation, both in normal operat-
ing and accident conditions for boiling water reactors (BWRs) and in
accident condition for PWRs.

The problem of modeling properly the two-phase flow in a heated
channel, though much more limited in scope, is by no means trivial.
This is due to the fact that in two-phase flow, the morphological con-
figurations of the flow (i.e., flow regimes) can vary widely depending
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Figure 2.1: Thermal-hydraulics system analysis encompasses many aspects
of nuclear reactor system analysis, but the core of the problem
for predicting the clad temperature evolution — especially during
an accident condition — is to model properly and realistically the
coolant flow in a heated channel in steady or transient conditions.
Here it is shown a simplified picture of an LBLOCA in a PWR
where phase change occurs along the heated channel.

on many flow parameters such as differences in the respective phase
density and velocity, as well as in the flow orientation. Different flow
regimes implies different interfacial surface structure between the two
phases (see Fig. 2.2), which in turn affects the mass, momentum, and
energy coupling terms (transfer relation) between the phases. At the
same time, the interfacial surface and its deformation in an arbitrary
flow configuration are not known a priori and becomes part of the
problem to be simultaneously solved.

The most rigorous approach in describing two-phase flow is by
using local instantaneous formulation where a set of partial differen-
tial equations describing the conservation of mass, momentum, and
energy, is formulated for each phase. The two phases are, in turn,
separated by zero-thickness interfacial surfaces. The resulting set of
equations fully describes the flow at any given location and at any
given time. In addition, the solution of this formulation also respects
the topological constraint of the flow. The constraint states that only
one phase can exist at any given time and location in the flow [119].
This is illustrated in the Fig. 2.3 where a hypothetical probe is put
within a two-phase flow and a signal of indicator function M(r, t) is
recorded.
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Figure 2.2: Some of the observed flow regimes in vertical and horizontal
flow with different superficial liquid velocity, Q; = Vi/A, and
superficial gas velocity, Qg = V4/A, where A is the flow area.
The flows of both phases are co-current.

The indicator function M(r, t) is defined as,

1, if probe tip is in the gas phase

M(r, t) = (2.1)

0; otherwise

where r is position; and t is the time. The indicator function defined
here is equivalent to the local instantaneous void fraction, which can
be interpreted as the probability that the gas phase is present at a
given point in space at a given moment [28].

Hypothetical Phase Indicator Probe
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Figure 2.3: Illustration of a hypothetical phase indicator probe inside a chan-
nel of a two-phase flow, recording the evolution of the indicator
function (Eq. (2.1)) at a given point.
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As mentioned, the interfacial surface structure of the flow deter-
mines the coupling terms between the two phases. However, this sur-
face and its deformation along the flow are not known a priori. As
such, the solution of the local instantaneous formulation of two-phase
flow requires to solve the motion of interfacial surface. As the time
and length scales of the interfacial structure in a two-phase flow of
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an arbitrary morphological configuration can vary wildly, the prob-
lem of resolving the motion of interfacial surface becomes intractable.
Though advances have been made in the area of Computational Fluid
Dynamics (CFD) in this regard, the problem remains intractable for
the purpose of thermal-hydraulics system analysis®.

To simplify the intractability problem of resolving the motion of
interfacial surface motion in two-phase flow inside a channel, time-
and area-average is carried out on the flow. Averaging can be seen
as a filtering operation to remove the local temporal and spatial fluc-
tuations (short scale variation) in the flow. The length and duration
which define short scale variation are problem specific (that is, at least
qualitatively, not longer than the length and time scales of the flow
configuration of interest). The volume over which averaging is car-
ried out is referred to either as a control volume, a cell, or a node. It is
further assumed that the flow is one-dimensional, in which the flow
area changes slowly along the principal direction of the flow. Under
these assumptions, a control volume simply corresponds to a cross-
sectional slice of the channel and the averaging is based on the flow
area instead [119].

Averaging the indicator function both in time and in (a sliced) area
gives the void fraction,

A
(&) = ﬁ L\ E+ t M(r, t) drdt (2.2)

Following the above formulation, void fraction can be interpreted as
the fraction of the control volume occupied by the gas phase [28].

Averaging the flow state variables in time and area and using them
to formulate a set of mass, momentum, and energy balance equations
describing the fluid dynamics in 1-dimension yield the so-called two-
fluid model [121]. The model is the state of the art formulation for
describing the dynamics of two-phase flow in system codes (includ-
ing, for example, CATHARE, RELAPS5, and TRACE). This model sep-
arately treats the transport phenomena of the two phases of fluid
resulting in six balance equations which are able to capture phenom-
ena where thermal and mechanical non-equilibrium conditions exist
between the two phases, conditions to be expected in a wide range of
NPP transients.

Averaging greatly simplifies the description of the complicated in-
terfacial structure between phases in a two-phase flow. This simplifi-
cation, at the same time, incurs a loss of information regarding energy,
momentum, and mass transfers at the local level (between the phases
and between each phase and the channel wall, Fig. 2.4). These trans-
fer terms will have to be modeled separately for each distinct flow
regime of interest through closure laws [8].

TRACE is the best-estimate system TH code developed by the the
United States Nuclear Regulatory Commission (USNRC) as a tool

1 See [120] for a recent review on the topic.
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Figure 2.4: Time and volume average carried out on the two-phase flow in-
side a channel results in a tractable form of fluid dynamics equa-
tion, but incur loss of information at the local level, especially
when it comes to the interfacial structure between phases and
between each phase and the channel wall.

for LWR transient analysis during normal and accident scenarios. Its
development is an on-going effort to modernize into a single soft-
ware package all previous USNRC TH codes that were developed
separately for specific reactor types and applications. This ultimately
would make the code more versatile for end users and more efficient
to maintain for the developer. Appendix A summarizes the final for-
mulation of THE governing equations (time and volume-averaged) in
TRACE, of which the complete derivation can be found in [28].

2.2 PHENOMENOLOGY AND MODELING OF BOTTOM REFLOOD

As mentioned in the opening of this chapter, reflood phase is the
last phase of the four canonical phases in the mitigation of LBLOCA
in LWRs, in which emergency coolant water flows slowly upward
through the reactor core, quenching the fuel elements along the way.
The phase is expected to occur after the refill phase, in which a
successful injection of the water through the downcomer and lower
plenum of the RPV.

Quenching (or rewetting) refers to the phenomenon in which a sus-
tainable contact between the liquid phase of the coolant and the hot
surfaces of the fuel is re-established. Prior to the quenching, the ex-
cessively high surface temperature prevents a stable contact between
the liquid phase and the surface, degrading the heat transfer between
the two. The maximum temperature for which the liquid might make
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a stable contact with the surface is referred to as the quenching temper-
ature. In consequence, although the bulk of the flow through the core
is liquid, the inability for the liquid to make contact with the surface
keeps it at a very high temperature [115, 122].

In BWR, reflood might also occurs by spraying the core from the
top resulting in the top reflood; while in both BWR and PWR, injection
of water downward through the downcomer and upward through the
core is termed bottom reflood. There are different physical processes
associated with the two, such as the fact that in the top reflood there
is steam flow from the bottom of the channel pushing back the liquid
injection. This thesis is only concerned with the bottom reflood. As
the process sets a limiting ability for the emergency coolant to bring
about efficient cooling to the fuel elements in the LBLOCA transient, a
proper modeling of the physical processes associated with the reflood
phase is an important for the safety analysis of LWRs.

A typical mid-height clad temperature evolution in a channel un-
dergoing a bottom reflood (so-called reflood curve) can be seen in
Fig. 2.5 under a constant coolant injection rate and a constant power
boundary condition.
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Figure 2.5: A typical clad temperature evolution during constant flooding
rate reflooding at mid-height assembly (adapted from [122]). The
labels on the both axes are typical Qols of reflood transient,
where the abbreviations max., init., and sat. refer to the max-
imum, initial, and saturation, respectively.

At the start of the transient (clad temperature at Tinit) the chan-
nel consists purely of steam. Keeping the power constant increases
the clad temperature up until mixture of steam and liquid (droplets)
arrives at the location, improving the heat transfer mechanism, and
decreasing the temperature (Tyax. at t1,,, ). As the channel keeps un-
dergoing reflood from the bottom, more droplets are available at the
location to keep decreasing the clad temperature. Moreover, as the
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quenching happens below this particular location, large axial temper-
ature gradient in the clad is present and is further accelerating the
heat conduction from the un-quenched part to the quenched part
of the clad. Finally, when the temperature of the clad reaches the
quenching temperature (Tquench at tquench)), quenching occurs and sta-
ble contact between liquid and the clad can be established. From that
point onward, the clad temperature is in equilibrium with the liquid
at saturation.

The phenomenological view of the process, adopted by TRACE
code [28], is shown in Fig. 2.6a along with the corresponding part
in the reflood curve of Fig. 2.6b. The post-critical heat flux (CHF)
flow regimes (regimes (2)—(5) in the figure) are in-between two pre-
CHEF flow regimes, namely nucleate boiling at the bottom and steam
convection at the top.

by
\
pre-CHF § §
(1) (Steam Convection) \ \ —» Temperature
—_ § § Probe
\
Dispersed Flow § §
(2)  Film Boiling § \
(DFFB) Q §
\'ash r ] 020
(3) Interpolatory \ t Direction of D) o
(Inverted Slug) § \ flow 20 ; Thinit.
N = 2
Inverted Annular § § =} $ T quench
Film Boiling \ § F% Q
(IAFB) § \ = g
\ \ __, Quench O )
(5) Transition Boiling § § Front E‘ Toat.
(6) pre-CHF \ §
(Nucleate Boiling) § \ 0 trmax. Time Lquench
(a) post-CHF flow regimes (2)-(5) (b) Reflood curve

Figure 2.6: Phenomenology of two-phase flow during reflood according to
the TRACE code and the corresponding parts of the transient in
the reflood curve.

Consider a case of injecting subcooled liquid water with a con-
stant feed rate (i.e., flooding rate) into a dry heated channel. At the
given location of the temperature probe at the start of the transient,
steam convection (regime (2) in Fig. 2.6a) is the dominant heat trans-
fer mechanism and the clad temperature keeps increasing. In TRACE,
the steam convection process belongs to the pre-CHF package [28].

As the bottom part of the channel is quenched (the point of quench-
ing on the surface is referred to as quench front) three flow regimes can
be observed. Far from the quench front, liquid droplets are dispersed
and carried away by the bulk steam flow. The flow regime, called
dispersed flow film boiling (DFFB), provides an improved heat trans-
fer mechanism from the wall to the fluid as compared to the pure
steam convection through direct radiation to the droplets, convection
to the droplets and convection to the steam. The droplets provide
additional heat sink from the bulk steam flow. The presence of the
droplets in the flow also further enhance the turbulence of the steam
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flow improving the convection from the wall to the steam flow [122].
The improvement to heat transfer brought by these mechanisms al-
lows the clad temperature to reach a maximum and decrease (i.e., the
temperature reversal).

As the quench front progresses upward, not too far from the front a
more efficient cooling is provided from morphologically less regular
entrained liquid, called ligaments or slugs (regime (3) in Fig. 2.6a).
Due to this efficient cooling, the clad temperature keeps decreasing.
The slug flow regime is inverted in the sense that the slugs are of the
liquid phase. In TRACE these slugs are modeled as prolate ellipsoids.
The flow regime itself represents an interpolatory region between the
previous DFFB flow regime and the subsequent inverted annular film
boiling (IAFB) flow regime [28].

Closer to the front, the bulk of the subcooled liquid flow starts
to appear in front of the surface. However, a thin vapor film still
separates the liquid from the wall and thus prevents an ideal heat
transfer to occur. In this so-called IAFB flow regime (regime (4) in
Fig. 2.6a), the bulk of the coolant flow in the center of the channel
is liquid (i.e., the liquid core). The heat transfer mechanism from the
wall is through convection to the vapor film and direct radiation to
the liquid core [28, 122].

Finally, as quenching becomes imminent and the clad temperature
reaches the quenching temperature, the flow regime switch to the un-
stable transition boiling, which literally means the transition between
dry wall and wet wall regimes. In TRACE the heat transfer is evalu-
ated based on the look-up table CHF at the particular flow conditions.
It results in a very large heat transfer coefficient (HTC) between the
wall and the fluid and causes the rapid drop (i.e., quenching) of the
temperature (regime (5) in Fig. 2.6a). After quenching, the clad sur-
face is in full contact with the liquid. The clad temperature is in equi-
librium with the bulk flow of saturated liquid and the flow regime
involves different phenomena, namely nucleate boiling (regime (6) in
Fig. 2.6a). In TRACE, as the steam convection, the nucleate boiling
process belongs to the pre-CHF package [28].
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2.3 FEBA REFLOOD SEPARATE EFFECT TEST FACILITY

A series of FEBA experiments was conducted in the 1980s at the Karl-
sruhe Institute of Technology (KIT)> to improve the knowledge of
heat transfer mechanism during reflooding, taking into account the
effects of spacer grids and flow blockage due to fuel rod ballooning.
The data from the facility was also intended to validate the TH mod-
els and codes available at the time.

The facility consisted of a test section with a full height 5 x 5 bun-
dle of PWR fuel rod simulator (Fig. 2.7a) enclosed in a rectangular
stainless steel housing (Fig. 2.7b). An approximate cosine power pro-
file was mapped over the height of the fuel rod simulators (Fig. 2.7¢).
Seven spacer grids were used to provide mechanical support of the
fuel rod simulators (Fig. 2.7d).
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Figure 2.7: (a) The cross section of a fuel rod simulator used in FEBA
separate-effect test facility; (b) the cross section of the test sec-
tion including the rectangular housing; (c) the approximate co-
sine power profile, numbers written inside the box are the rel-
ative power P/Pgyq; (d) the location of spacer grids in the test
section. All dimensions are in units of millimeters [mm].

During the initialization phase of the experiment, the test section
was heated up at low nominal power (200 [kW]) to achieve a speci-
fied initial heater rod temperature, with no liquid present in the test
section. The transient phase of the experiment was initiated by ramp-

2 formerly Kernforschungzentrum Karlsruhe (KfK)
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ing up the power according to 120% (ANS3) decay heat power curve
while simultaneously injecting subcooled liquid from the bottom of
the test section. Several temperature measurements at the outer sur-
face of the heater rods, hereinafter referred to as the clad temperature,
were taken at different axial locations during the course of each tran-
sient test.

Eight different test series were performed in the FEBA facility. The
first two test series (I and II) used two different numbers of spacer
grids, seven and six, respectively. The middle spacer grid was re-
moved in test series II to investigate the effect of spacer grids in a
reflood transient. The other test series used different flow area block-
age sizes at midheight of the test section to investigate the effect of
rod ballooning of different sizes. In each test series, combinations of
two different inlet liquid velocities and three different system back-
pressure were imposed.

The present thesis analyzed the experimental data sets from test
series I. This particular test series was used as the base experimental
setup with all seven spacer grids mounted and no flow area blockage.
Different experimental runs corresponding to different experimental
conditions of test series I are given in Table 2.1.

Table 2.1: FEBA test series I experimental conditions.

Test No. System Pressure Flooding Rate Duration of Test

(bar] [em-s~1] [s]
216 4.12 3.81 600
214 4.11 5.77 400
223 2.21 3.82 200
218 2.08 5.81 550
220 6.18 3.85 400
222 6.18 5.78 300

Three types of time series measurement were recorded in the ex-
periment. These included thermocouples to measure the clad temper-
ature (referred to as TC) at eight different axial locations, pressure
probes to measure the pressure drop (referred to as DP) at four dif-
ferent axial segments of the test assembly, and a collecting tank mea-
suring the mass of water carried over at the end of the test section
(i.e., the liquid carryover, referred to as CO). It should be noted that
the collecting tank for measuring the liquid carryover was saturated
at 10 [kg] and thus no measurement above that value is available. The
axial locations of the thermocouples and the axial segments at which
the pressure drop were measured are summarized in Table 2.2. Note

3 American National Standard
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that the thermocouple ID was inverted, the increasing number indi-
cated a decreasing elevation. That is, TC1 at the top and TC8 at the
bottom of the assembly.

Table 2.2: Locations of the thermocouples and the pressure drop measure-
ments in the FEBA experiment.

Types of ID Axial Locations (or segments)

Measurement [m]
TC1 4.1
TC2 3.6
TC3 3.0
TC TC4 24
TC5 1.9
TCe 1.3
TC7 0.8
TC8 0.3

Bottom (Bot.) 0.0-1.7

DP Middle (Mid.) 1.7-25

Top (Top) 2341

Total (Tot.) 0.0—4.1

The facility specification and the test data are compiled in a series
of reports that are available at the KIT library website [123]. The spec-
ifications and the data provide a valuable source of information for
the TRACE code assessment since the FEBA experiment is not part
of the original validation matrix of the code.

2.4 FEBA MODEL IN TRACE

The FEBA facility was modeled using the TH system code TRACE.
The TRACE code used was a prototypical version developed, with
the support of USNRC, for propagation of uncertainties. The develop-
ment was a branch from the reference code version v5.0 Patch 3 [28].
The model was developed based on specifications provided within
the context of the PREMIUM benchmark [21, 124], following when-
ever possible the modeling best-practices guidelines for the TRACE
code to minimize user effect [125].
The model comprised the following TRACE components:

* A l-dimensional VESSEL component to model the bundle test
section.
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A PIPE component to model the upper plenum of the test sec-
tion.

A FILL component to set the inlet flow and inlet temperature
boundary conditions.

A BREAK component to model the outlet pressure boundary con-
dition.

Two HTSTR components to model the heater rods simulator and
non-powered test section housing.

A POWER component to impose the electrical power boundary
condition.

The VESSEL component was nodalized into 28 hydraulic nodes of
varying sizes between 60 and 315 [mm]. Both HTSTR components were
nodalized into the same number for the coarse axial conduction nodes.
However, since a large axial temperature gradient was expected in a
reflood transient, the fine-mesh reflood flag in TRACE was enabled.
As a result, each of the coarse conduction nodes was divided uni-
formly in five, yielding a total of 142 axial conduction nodes.

The main geometrical parameters and experimental conditions used
to develop the TRACE input model are summarized in Table 2.3, and
the nodalization of the model is illustrated in Fig. 2.8.

2.5 INITIAL SELECTION OF INPUT PARAMETERS

This section presents the selection process of the initial set of uncer-
tain input parameters of the FEBA simulation in TRACE. Afterward,
the assignment of the initial (prior) uncertainties of these parameters
are presented. This part is closely related to PSI participation in the
PREMIUM benchmark thus several reference are made to activities
related to that benchmark [126].

2.5.1  Selection of Input Parameters

The selection process for the uncertain input parameters to consider
differs depending on the type of parameter. Each of the selected pa-
rameters can broadly fall into one of the two following categories:

* Input parameters that are not specific to the TRACE code (e.g.,
initial and boundary conditions, material thermo-physical prop-
erties). This category of parameters is often referred to as the
controllable inputs of the simulation.

e Input parameters that are specific to TRACE code (e.g., imple-
mentation of the two-phase momentum and heat transfer pack-
age for reflood condition). This category is often referred to as
the model parameters of the simulation.
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Table 2.3: Geometrical parameters and experimental conditions for the

FEBA model in TRACE.

Parameter Unit Value

Test section total length [m] 4.114

Total heated length (m] 3.9

Flow area [m?] 3.901 x 103

Hydraulic diameter [mm] 13.45

Rectangular housing width [mm] 78.55

Rectangular housing thickness [mm] 6.5

Number of rods [—] 25

Rod outer diameter [mm] 10.75

Pitch-to-Diameter ratio [—] 1.33

Number of spacer grids [—] 7

Spacer grid flow obstruction (%] 20
0.454,0.999,1.544,

Spacer grid axial locations [m] 2.089,2.634,3.179,

3.724
Number of hydraulic nodes [—] 28 (varying length)

Number of axial nodes [—] 28 (coarse)

142 (fine)
Inlet liquid temperature (K] 312
Inlet flow velocity [em-s— 1] see Table 2.1
System backpressure [bar] see Table 2.1

The selection of parameters belonging to the controllable inputs
category simply corresponds to the parameters recommended by the
benchmark organizers and employed by most participants [19]. The
13 selected parameters of this category are listed in Table 2.4.

On the other hand, the selection of the model parameters specific
to the TRACE code is challenging due to the fact that TRACE is a rel-
atively recent code (in comparison with codes like RELAP5, ATHLET,
or CATHARE). In essence, the code has been developed from differ-
ent variants of the TRAC codes for different reactor types (TRAC-BFz,
TRAC-P) to result in a single consolidated code applicable to both
PWR and BWR. Contributing to that difficulty is the fact that TRACE
is currently undergoing significant developments and improvements,
including modifications to the two-phase closure models for momen-
tum and heat transfers. Consequently, the tasks of selecting the model
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Figure 2.8: Nodalization of the FEBA experimental facility in TRACE.

parameters and later their prior uncertainties are more difficult than
for a more established codes.

To overcome this issue, the following principles have been followed
to select the model parameters:

1. The selection has been focused on the physical models in the
post-CHF package of the TRACE code (including the reflood
models). Specifically, these are models for the IAFB and DFFB
flow regimes [28].

2. Models related to spacer grid are also included as they are
known to have a significant impact on reflooding [127].

3. Parameters related to the minimum film boiling temperature
and transition boiling should be selected, since they have (by
model construction) an impact on the time of quenching.
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Table 2.4: Selected TRACE input parameters (controllable inputs), their perturbation factors and their range of variations.

No. Parameter Description Distribution Range of Nominal Mode of
ID Variation Value Perturbation
1 breakP Outlet pressure Uniform [0.90,1.10] 1.0 Multiplicative
2 fillT Inlet water temperature Uniform [—5.00, +5.00] 0.0 [K] Additive
3 fillv Inlet water velocity Uniform [0.90,1.10] 1.0 Multiplicative
4 pwr Heater rod power Uniform [0.90, 1.05] 1.0 Multiplicative
5 nickK Conductivity (Nichrome) Uniform [0.95,1.05] 1.0 Multiplicative
6 nicCP Specific heat (Nichrome) Uniform [0.95,1.05] 1.0 Multiplicative
7 nicEM Emissivity (Nichrome) Uniform [0.90,1.00] 0.95 Substitutive
8 mgoK Conductivity (MgO) Uniform [0.80,1.20] 1.0 Multiplicative
9 mgoCP Specific heat (MgO) Uniform [0.80,1.20] 1.0 Multiplicative
10 vesEps Wall roughness Uniform 6.10x 107,244 x107°] 15x10"°[m] Substitutive
11 ssK Conductivity (stainless steel) =~ Uniform [0.95,1.05] 1.0 Multiplicative
12 ssCP Specific heat (stainless steel) Uniform [0.95,1.05] 1.0 Multiplicative
13 SSEM Emissivity (stainless steel) Uniform [0.56,0.94] 0.84 Substitutive
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Additionally, as a common principle, the selected models and their
parameters are perturbed by means of perturbation factors (detailed
below) at the highest-possible level of the structure of these models.
Different codes share similarity in representing major flow regimes

(high-level) but might differ in the constituents models (i.e., sub-models)

for each flow regime (lower-level). Focusing on the higher-level im-
plementation of the models allows, to some extent, to use reference
uncertainty information obtained from codes other than TRACE.

In accordance with the first selection principle above, a set of 10
high-level parameters has been selected (five for each flow regime).
Specifically, for each flow regime: the wall-fluid HTC, the liquid-inter-
face HTC, the vapor-interface HTC, the wall-fluid drag coefficient,
and the interfacial drag coefficient.

Following the second principle, two additional parameters have
been selected: the spacer grid pressure loss coefficient model from
Yao, Loftus, and Hochreiter as well as the grid convective heat trans-
fer enhancement model from Yao, Hochreiter, and Leech (see [28]
pp- 425429 and [128]). These perturbations on the parameters are
applied to all seven spacer grids at once.

Lastly, from the third principle, the quench temperature parameter
in TRACE and wall-fluid HTC for transition boiling (see [28] pp. 293-
299) have been added to the list of uncertain input parameters.

In the end, 14 parameters are selected and are summarized in Ta-
ble 2.5, yielding a total number of 27 uncertain input parameters.

2.5.2 Perturbation Factors

The nominal values of the selected input parameters of the TRACE
FEBA model are varied by means of perturbation factors. These per-
turbation factors are modeled as random variables following a prede-
fined PDF detailed in the next section, from which a set of samples
of input parameters values can be generated.

For a given sampled perturbation factor, one of three modes of per-
turbation is possible: additive, multiplicative, and substitutive. In the ad-
ditive mode, the sampled perturbation factor is added to the nominal
parameter value of the TRACE model. In the multiplicative mode, the
sampled perturbation factor is multiplied by the nominal parameter
value. Finally, in the substitutive mode, the sampled perturbation fac-
tor directly substitutes for the nominal parameter value. The mode
of perturbation for each selected input parameter are listed in last
column of Table 2.4 and Table 2.5.

A tool is developed in the Python programming language to as-
sist in automatically pre-processing, executing, and post-processing
numerous TRACE simulations of the FEBA model based on a set of
sampled input parameters values. The tool, trace-simexp, is detailed
in Appendix C.2.
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Table 2.5: Selected TRACE input parameters (model parameters), their perturbation factors and their range of variations

No. Parameter Description Distribution Range of Nominal Mode of
ID Variation Value Perturbation
14 gridkK Spacer grid Ap coefficient Uniform [0.25,1.75] 1.0 Multiplicative
15 gridHT Spacer grid HTC enhancement Log-Uniform  [0.50,2.00] 1.0 Multiplicative
16 iafbWHT Wall HTC (IAFB) Log-Uniform  [0.50,2.00] 1.0 Multiplicative
17 dffoWHT Wall HTC (DFFB) Log-Uniform [0.50, 2.00] 0.0 Multiplicative
18 iafbLIHT Liquid-interface HTC (IAFB)  Log-Uniform [0.25,4.00] 1.0 Multiplicative
19 iafbVIHT Vapor-interface HTC (IAFB)  Log-Uniform [0.25,4.00] 1.0 Multiplicative
20 df fbLIHT Liquid-interface HTC (DFFB) Log-Uniform  [0.25,4.00] 1.0 Multiplicative
21 dffbVIHT Vapor-interface HTC (DFFB)  Log-Uniform [0.25,4.00] 1.0 Multiplicative
22 iafbIntD Interfacial drag (IAFB) Log-Uniform [0.25,4.00] 1.0 Multiplicative
23 dffbIntDr Interfacial drag (DFFB) Log-Uniform  [0.25,4.00] 1.0 Multiplicative
24 iafbwallDr Wall drag (IAFB) Log-Uniform  [0.50,2.00] 1.0 Multiplicative
25 dffbwallDr Wall drag (DFFB) Log-Uniform  [0.50,2.00] 1.0 Multiplicative
26 transHTCWallSV ~ Wall HTC (Transition boiling)  Log-uniform [0.50, 2.00] 1.0 Multiplicative

27 tQuench Quenching temperature [K] Uniform [-50.0,+50.0]  0.0[K] Additive
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2.5.3 Prior Uncertainty Quantification

The uncertainties associated with the controllable inputs were taken
directly from the recommended value of the PREMIUM benchmark
and the list can be found in Table 2.4. As for the model parameters,
the uncertainty ranges has been determined following the available
literature on uncertainties in physical models for LBLOCA.

The main sources of information consisted of Ref.[129] and Ref. [130],
which included uncertainty information for the closure models of the
system codes TRAC-PF1/MOD1 and ATHLET-Mod2.1 (Cycle B), re-
spectively. Furthermore, prior experience and knowledge of the clo-
sure model uncertainties of the CATHARE2 code (V1.3L_1, Rev.5)
have been used [126, 131]. Ref. [131] accounts for an analysis by
IPSN# of the uncertainty quantification method “Méthode Détermin-
iste Réaliste” for the PWR LBLOCA which was proposed by EDF>
and was evaluated in 2000. The high-level implementation of the per-
turbation factors for the uncertainty analysis in the post-CHF closure
models, allowed information from different codes to be extracted for
the initial estimate. This approach was deemed adequate in the con-
text of the determination of the prior PDFs.

To simplify the quantification of the prior uncertainties further, the
PDFs of the multiplication factors were assumed to follow symmet-
ric bounded uniform and log-uniform distributions with the nominal
parameter value equals to the median value. For the log-uniform dis-
tribution the form [27™,2™] was assumed, where n is an integer. All
model parameters that were a priori deemed to be important were
assumed to follow log-uniform distributions.

The ranges of the parameters (i.e., their minimum and maximum),
were chosen to cover range of similar parameters available in Refs. [129,
130]. Though this at times resulted in the selection of large bounds,
they were deemed acceptable following a verification study against
the nominal predictions. The verification heavily relied on engineer-
ing judgment via visual inspection of the width of the prediction
uncertainty bands to decide if such bands were indeed reasonable®.
The approach is admittedly imprecise, but is intentional as it avoids
underestimating the prior uncertainty range of influential model pa-
rameters.

Table 2.5 lists the results of the prior uncertainty quantification of
the selected model parameters. Note that all 27 input parameters con-
sidered are a priori independent.

4 Institut de protection et de stireté nucléaire (IPSN)

5 Electricité de France

6 The loosely defined notion of “reasonable” in this case is similar to the notion of
“’behavioral vs. non-behavioral” prediction in hydrology modeling [2].
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2.6 PROPAGATION OF THE PRIOR UNCERTAINTIES

The quantified prior uncertainties of the input parameters are propa-
gated through the TRACE model of FEBA to assess (and verify) the
prior level of prediction uncertainties. Independent samples are gen-
erated from the prior PDFs of the 27 selected input parameters (Ta-
bles 2.4-2.5) and the TRACE model of FEBA is run using the sampled
parameters values.

Figs. 2.9a, 2.9b, and 2.9c show the nominal TRACE predictions (i.e.,
the prediction with the nominal values of the input parameters) in
comparison with the experimental data for FEBA test No. 216 for
three selected outputs of different types: the clad temperature TC at
the mid-height assembly, the pressure drop DP of the middle axial
segment, and the liquid carryover CO (up to the saturation of the
collecting tank at 10 [kg]), respectively.
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Figure 2.9: Nominal TRACE predictions (thick lines) for FEBA test No. 216 in comparison with
the experimental data (crosses) for three selected outputs. The thin lines in each panel
indicate the predictions from 50 selected realizations of the uncertainty propagation of
the input parameters.

The comparison between the nominal TRACE predictions and the
corresponding experimental data for the clad temperature and the
pressure drop are satisfactory. TRACE seems to capture all the impor-
tant features of the transient in FEBA test No. 216. That is, TRACE
predicts well the behavior of the reflood curve during the transient;
while for the DP output TRACE predicts well the behavior of channel
flooding. Note that in Fig. 2.9b the transient between the two equilib-
rium values indicates the flooding of the channel between axial level
1.7 and 2.3 [m] from an initial pure steam flow (low pressure drop)
to mixture (rising) and eventually a pure liquid flow (higher pres-
sure drop). Note also that Fig. 2.9a is the prediction at the axial level
1.9 [m], a level within the axial segments of the pressure drop. On the
other hand, there is a strong apparent bias (over-prediction) of the
TRACE predictions with respect to the liquid carryover.



2.6 PROPAGATION OF THE PRIOR UNCERTAINTIES 51

The thin lines plotted in each panel of Fig. 2.9 indicate the pre-
dictions from 50 selected realizations of the uncertainty propagation.
Particularly with respect to the clad temperature output, the predic-
tions exhibit large variations both in terms of amplitude (vertical) and
phase (horizontal). Specifically for the latter, the timing of important
events like the time of quenching varies significantly across realiza-
tions. Moreover, for all the three outputs shown in the figure, the
experimental data seems to be within the parametrization of TRACE
according to the assumed prior uncertainties for the parameters.

Figs. 2.10, 2.11, and 2.12 show the complete results of the uncer-
tainty propagation for the three types of output for FEBA test No.
216 based on 1000 samples of input parameters values. The predic-
tion uncertainty bands plotted in each panel of the figures refer to the
pointwise symmetric 95% probability. That is, they are constructed
based on the intervals between the 2.5-th and 97.5-th percentiles of
each output type at each time step. Similar plots showing the results
of all the 6 FEBA tests are given in Appendix B.1.

Fig. 2.10 shows the uncertainty propagation results for the clad
temperature TC output at all eight axial levels. As observed, for each
axial level, the experimental data is well enveloped within the wide
prediction uncertainty bands. The uncertainty band becomes wider
starting from the start of the transient up to the time of quench-
ing. Furthermore, the uncertainty bands also become wider for the
TC predictions moving from the bottom to the top of the assembly.
Lastly, as observed, the nominal TRACE predictions tends to have
larger discrepancy with the experimental data above the mid-height
assembly. Although the time of quenching at all axial levels are well
predicted, the TC predictions above the mid-height assembly are un-
derestimated during the transient up to the time of quenching.

FEBA Test No. 216, Py = 4.1 [bar|, Flooding Rate = 3.8 [m.s™!|

[ Bottom (z = 0.0 — 1.7 [m]) || Middle (z = 1.7 — 2.3 [m]) || Top (z=2.3 —4.1[m|]) | Total (z = 0.0 — 4.1 [m])
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Figure 2.11: Propagation of the 27 input parameters prior uncertainties on FEBA test No. 216 for
the pressure drop output (DP). The uncertainty bound corresponds to the symmetric
(95%) probability; solid lines and crosses indicate the simulation with the nominal
parameters values and the experimental data, respectively.

Fig. 2.11 shows the uncertainty propagation results for the pressure
drop DP output at all four axial segments. The plots in the figure
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Figure 2.10: Propagation of the 27 input parameters prior uncertainties on FEBA test No. 216 for the clad temperature output (TC). The uncertainty
bounds correspond to the symmetric (95%) probability; solid lines and crosses indicate the simulation with the nominal parameters values
and the experimental data, respectively.
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shows the same pointwise symmetric 95% probability of the predic-
tion uncertainty as before. As observed, there is no major discrepancy
between the TRACE predictions and the experimental data and the
uncertainty bands cover the experimental data well, especially during
the transient (i.e., the ramp between two equilibrium values).

Finally, Fig. 2.11 shows the uncertainty propagation results for the
liquid carryover CO output. As mentioned, although there is a large
discrepancy between the nominal TRACE prediction and the experi-
mental data, the prediction uncertainty covers the experimental data.
In particular, the propagation of the prior input parameters uncertain-
ties results in large band that is skewed toward the lower values of
the predictions uncertainties.

= =
o [$2]

Liquid Carryover [kg]

Q « \’QQ ,f_,% ,LQQ ,f_,%

Time [s]

Figure 2.12: Propagation of the 27 input parameters prior uncertainties on
FEBA test No. 216 for the liquid carryover output (CO). The
bound corresponds to the symmetric (95%) probability; solid
lines and crosses indicate the simulation with the nominal pa-
rameters values and the experimental data, respectively.

2.7 CHAPTER SUMMARY

The physical model of the TH system code of interest in the present
doctoral research has been presented in this chapter. The reflood phe-
nonema and its modeling with the TRACE code were presented.

The FEBA SETF for reflood experiment was described and modeled
using the TRACE code. The simulation of the selected reflood experi-
ment using the TRACE model with nominal parameters values gave
no indication of major deficiency with respect to important outputs.

A set of 27 initial input parameters, each of which either belongs
to the controllable input or model parameter category, have been se-
lected. The justification for the selection was given along with the
specification of the prior uncertainties associated with the parame-
ters. The specification of the uncertainties was admittedly imprecise,
but deemed adequate for the prior uncertainties. These priors were
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then propagated through the TRACE model of FEBA. As expected,
the prediction uncertainty bands for all types of output were found
to be very wide but at the same time covering all the experimental
data points.

The set of methods presented in the next three chapters builds
upon the results of this chapter. The experimental data and the TRACE
model become the basis for the applications of the methods proposed
in this thesis. In Chapter 3, the importance of each selected input pa-
rameter is verified in a quantitative manner via SA. The assessment
will serve as the basis for parameter screening to reduce the size of
the problem. In Chapter 4, a fast approximation of the TRACE model
of FEBA is developed to alleviate the computational burden of evalu-
ating the TRACE model numerous times. Finally, in Chapter 5, the se-
lected model parameters are calibrated against the experimental data
of FEBA test No. 216, which results in an a posteriori quantification
of the parameters uncertainties.



SENSITIVITY ANALYSIS: UNDERSTANDING
MODEL INPUT/OUTPUT RELATIONSHIP UNDER
UNCERTAINTY

As mentioned in the introduction, describing and understanding prop-
erly the impact of model parameters variations on a model prediction
are an essential part of the model development and assessment. This
chapter presents the application of global and statistical SA to ana-
lyze the FEBA model in TRACE in order to investigate the effects of
the input parameter variations.

After first introducing in Section 3.1 the notational convention used
in this chapter, the proposed methodology is presented. The method-
ology leverages various developments in global sensitivity analysis
(GSA) and functional data analysis (FDA) methods and follows three
key underlying ideas.

The first idea, presented in Section 3.2, is to reduce the dimension-
ality of the output space while preserving the interpretability of the
results by utilizing techniques derived from FDA [49]. Section 3.3 in-
troduces the second idea, which is to reduce the dimensionality of
the input parameter space through screening analysis using the Mor-
ris method [44, 132]. The third and final idea is to investigate, quan-
titatively and in more detail, the effect of variation of parameters on
the overall time-dependent output variation. This is done through
variance-based SA using the Sobol’-Saltelli method [41, 133], which is
presented in Section 3.4.

The methods are then applied to analyze the FEBA model in TRACE
to understand better its inputs/outputs relationship under the as-
sumed uncertainty on its input parameters. The results are presented
and discussed in Section 3.6. Finally, Section 3.7 closes the chapter
with a summary.

3.1 STATISTICAL FRAMEWORK

The methodology for SA presented in this work belongs to the cate-
gory of statistical framework, a term attributed to Cacuci and Ionescu-
Bujor [32] or simply the global method, following the terminology
from Saltelli et al. [39]. Within this framework, sensitivity measures
of a parametrized model are obtained by post-processing the collec-
tion of model outputs obtained from multiple model evaluations at
different points in the input parameter space according to a certain
experimental design. As such, the model itself can be considered as a
black box, and the input parameters are modeled as random variables
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equipped with a joint PDF. The specification of a joint PDF allows for
the generation of an experimental design.

Consider the following mathematical model used as a template for
the rest of the present chapter:

y(t) = f(t;x), t € [ta, tol (3.1)

where y(t) is the scalar output at time t from a deterministic func-
tion f; and x is the input parameter vector in D-dimension, i.e., x =
(x1,%2,...,%Xa,-..,Xp). It is customary to assume, for generality, that
the input parameters are normalized between [0, 1] (i.e., x € [0, 11P).

Let DM be an experimental design matrix of size N x D, where
N is the number of samples. Each row in the matrix represents a
point in the D-dimensional input parameter space. The model is then
evaluated at each of these N points by using a simulation code that
results in a matrix of discrete-time outputs of size N x ‘tcte where
At is the time-step size,

yilta) - yiltyd) -+ yilte)
Y=1|yn(ta) - yn(ti) -+ ynlty) (3-2)
yn(ta) -+ yn(ti) -+ yn(typ)

where yn (ti) = y(ti;xn) is the model output at time t; evaluated
using xn, the input parameter vector at the n-th row of DM.

Based on this general description of a time-dependent model out-
put, the next three sections will outline the main components of the
proposed SA methodology.

3.2 DESCRIBING VARIATION OF TIME-DEPENDENT OUTPUT

Ramsay and Silverman [49] popularized FDA, which refers to statisti-
cal analysis of data that are functions. The main assumption of FDA,
as opposed to a more conventional multivariate analysis, is that data
present sufficient smoothness, defined by existence of derivatives up
to a certain order. Another distinguishing feature of FDA, as opposed
to time-series analysis or spatial statistics, is the availability of numer-
ous replications of such data (i.e., set of functions) produced by the
same or similar underlying process. The role of FDA in this work is
to describe the overall variation within the data set Y using a reduced
set of scalars and functions obtained from principal component analy-
sis (PCA). The functions remain the same for all of the data set, while
the scalars vary as function of the sample. Key here is that the re-
quired number of scalars is much smaller than the size of Y and, in
turn, can be used as the Qol for SA.
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3.2.1  Functional Output Representation

The assumption of continuity within a practically discrete data set
(such as the numerical code output of Eq. (3.2)) is made explicit
through a functional representation. The recommended representa-
tion is through a linear combination of basis functions [49]. This the-
sis adopts the B-spline basis function [134] expansion because of its
flexibility [135, 136] and the availability of its implementation in open
numerical libraries [137].

Within this framework, a function can be written using basis func-
tion expansion as,

K
yil) =) cuc- () i=1,2---N (3-3)
k=1

where K indicates the number of basis functions; ¢ (t) is the k-th
basis function; and cii; k = 1,..., K are the basis coefficients for curve
i. These coefficients are fitted to the data set to construct curve i, with
or without smoothing.

A B-spline is constructed using piecewise polynomial (spline) con-
nected at selected points in the domain called knots. Let T = {1y; k =
0,1,---,L}be asequence of knots, i.e., an ordered set of non-decreasing
numbers that divide the function domain into L sub-intervals. Within
each sub-interval, a piecewise polynomial of degree p is defined.
At the interconnection (knots), adjacent polynomials are continuous
with their derivatives up to p — 1 matching up. In other words, the
spline is p — 1 differentiable at the knots.

The basis functions in the B-spline system are determined by the
degree of the polynomial p and the knot sequence T = {1y; k =
0,1,---,L}. However, per definition, there is no data point available
on the left (right) of the leftmost (rightmost) knot. As such, there is
no differentiability (smoothness) condition to uphold at the bound-
aries and the resulting system of equations are underdetermined. To
resolve this issue, the endpoints can be repeated p times and aug-
mented into both ends of the knot sequence such that

This procedure will only reduce the order of continuity of the p
outer left and p outer right basis functions of the domain such that
the system of equations becomes fully determined. As a result, the
augmented knot sequence becomes

T={t, k=—p,—p+1,---,0,1,--- ,L+p} (3.5)
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The B-spline basis functions of degree p can then be defined recur-
sively on the augmented knot sequence using de Boor - Cox formula
as follows,

1, T <t < T

BY(t) =
0, otherwise
BR(t) = al(t)BY "+ [1—af (1) B, (3.6)
t—7
(XE(’E) = Tk+p—ka’ Titp 7 Tk

0, otherwise

where BY (t) denotes the k-th B-spline of degree p. The degree p and
the number of interior knots L — 1 (i.e., excluding the end points),
determine the number of spline basis functions according to K =
p + L. In other words, the B-spline basis functions are {Bﬁ(t); k =
—p,—p+1,---,L—-1}L

Fig. 3.1 illustrates all the 14 spline basis functions of degree 3 over
10 uniform interior knots (or 11 sub-intervals) defined in [0, 1]. The re-
sulting augmented knot sequence is T ={0,0,0,0, %, cee, %, 1,1,1,1}
The three leftmost and three rightmost basis functions are less smooth
at the two boundaries than the other eight basis functions in the cen-
ter. From leftmost to the right (rightmost to the left) the three basis
functions are non-, once-, and twice-differentiable at the left (right)
boundaries, respectively.

1.0 1 |
0.8 1

B(t

0.2 1

<

0.0 -

0.2 0.4 0.6 0.8

Figure 3.1: The fourteen B-spline basis functions of degree 3 (cubic) with 10 uniform interior knots
(shown in light dashed vertical lines) that divides the domain into 11 sub-intervals.
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Returning to the formulation of Eq. (3.3), a function y; is then rep-
resented by B-spline basis functions of a given order B (t) and a knot
sequence T as follows,

-1
yilt)= ) cue-BR(Y); i=1,2---N (3.7)
k=—p

3.2.2  Curve Registration by Landmarks

Essential to the idea of summary statistics of a data set is the mea-
sure of central tendency (e.g., the mean), which characterizes a typical
realization. The measure of dispersion such as the variance, in turn,
can be defined relative to the mean. Two types of variations are of-
ten simultaneously present in a functional data set: the variation in
magnitude (vertical variation) and the variation in phase (horizontal
variation). The simultaneous presence of these two types of variations
makes the definition of a mean function difficult [138].

Fig. 3.2 illustrates this point. For a functional data set that does
not contain strong phase variations, a simple cross-sectional mean
(average values across realizations taken at every argument values)
does indeed represents a typical realization (Fig. 3.2a). On the other
hand, with a strong phase variation (often mixed with amplitude vari-
ation), the cross-sectional mean fails to produce a typical realization
(Fig. 3.2b). In this case, according to Kneip ([138]) a more proper struc-
tural mean of the data set can be defined instead by first separating
the phase and amplitude variations.

y(t)
y(t)

- = Mean (Cross—Sectional)
—— Mean (Structural)

t t

(a) Without phase variation (b) With strong phase variation

Figure 3.2: Two examples of functional data sets. (Left) without pronounced
phase variations, cross-sectional mean can reflect a typical
realization. (Right) with pronounced phase variations, cross-
sectional mean differs from the notion of typical realization.
Structural mean derived after registration better represents a typ-
ical realization. The scales in the axes are arbitrary.
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In order to obtain a meaningful structural mean in presence of
strong amplitude and phase variations, the two types of variation
are first separated through a registration procedure [139, 140]. The
procedure transforms the time argument using a warping function to
reduce the phase variation in the data set. Specifically, the landmark
based registration can be employed when the main features of the
function of interest (i.e., reflood curve) are readily identifiable. In a
functional data set with phase variation, this particular type of regis-
tration forces important events in a curve (its landmarks) to occur at
the same time relative to a set of reference values.

This is illustrated in Fig. 3.3. The left panel shows a functional data
set exhibiting phase variation, which is reduced by aligning its land-
mark, here the time of maximum of each realization (shown as ver-
tical solid lines) to a reference value (shown as the vertical dashed
line). The structural mean (solid line curve) is simply computed as
the cross-sectional mean of the registered curves shown on the right
panel. The structural mean properly represents the inflection and the
maximum points of a typical realization indeed, and therefore is more
representative of the curves in the original data set.

y(©)
y(t)

t t
(a) Unregistered curves (b) Registered curves, by landmark

Figure 3.3: Illustration of curve registration. Shown in the left, curves whose
landmarks (solid vertical lines) are to be aligned with respect to
a reference value (dashed vertical line). Shown in the right, the
registered curves. The structural mean is shown as a thick solid
line curve. The scales in the axes are arbitrary.

More details on the properties of the warping functions used to
transform the time argument for registration can be found in Ap-
pendix D.6.

3.2.3 Functional Principal Component Analysis

Separation of phase variation from magnitude variation by registra-
tion procedure allows for the definition of a proper mean function.
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With respect to the mean, the notion of functional variation can then
be defined. In the following discussion, it is assumed that the func-
tional data set does not contain phase variation. That is, the functions
are fully registered. If this is not the case then the previous step of
registration might be required to first obtain a proper mean function.

The covariance function of a set of function realizations {yn (t);n =
1,2,--- ,N;t € [tg, tp]} from a random process Y is defined as

N
v(ty,ty) = Z yn(t1) = g(t1)) - (yn(t2) —G(t2)) (3-8)

where {j(t) is the proper mean function.

To extract more meaningful information from the covariance func-
tion, the function can be projected onto lower-dimensional space us-
ing an orthogonal decomposition. This projection can be done through
the functional principal component analysis (fPCA) (also known as
the Karhunen-Loéve transform (KLT), see Appendix D.7 for the un-
derlying theorem):

v(t1,t2) Zp] &(t1) - &(t2) (3-9)

j=1

where pj is a series of ordered eigenvalues of decreasing values; &;(t)
is the corresponding series of orthogonal eigenfunctions (or the fPC).

The transformation of the covariance function into pairs of eigen-
values and eigenfunctions also allows each element of the original
data set {yn(t)}h':] to be represented as a series that is optimal in the
root-mean-square-error (RMSE) sense:

“+o00
yn() =9(t)+ ) Ojn-&); n=12---,N (3.10)
j=1

where the fPC score 0;, associated with each realized function is
defined by the orthogonality condition

toy
Oym = L fyn (1) — (0] - £5(t)dt (3.11)
Egs. (3.10) and (3.11) imply that across realizations in the samples,
{yn(t)} can be represented linearly using a common mean function
and sums of deviation terms from the mean. The deviation terms
consist of a set of common eigenfunctions and a set of fPC scores. As
such, the random character of each realization is left to the score asso-
ciated with each component and each realization. Put differently, the
eigenfunctions described the (common) modes of variations, while
the scores quantify the strength of a particular mode [141]. These
scores will be used as the Qol in the subsequent global SA. A way to
compute the fPC and the associated scores can be found in Ref. [142].
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3.3 PARAMETERS SCREENING

Screening methods are used to rank the importance of the model
parameters using a relatively small number of model evaluations
[39]. However, they tend to simply give qualitative measures. That is,
meaningful information resides in the rank itself but not in the exact
importance of the parameters with respect to the output. Screening is
particularly valuable in the early phase of a SA to identify the nonin-
fluential parameters of a model, which then could be safely excluded
from further detailed analysis. This step is important to reduce the
size of the problem especially if more expensive methods are to be
applied at the subsequent steps. In this work, attention was paid to a
particular screening method proposed by Morris [44] with an exten-
sion proposed by Campolongo et al. [132].

3.3.1 Elementary Effects and One-at-a-Time Design

Consider a mathematical model f: x € [0,1]P — y = f(x) € R, where
x = (x7,X2,...,Xxp) is a vector of input parameters. The elementary
effect of the d-th parameter on f is defined as

f(x1,..., A, .., —f(x1,...,%d,---,
FE, — (x1 Xq + XDA) (%1 Xd XD) (3.12)

or more concisely,

fx+A-eq)—f(x)

A
where e is the d-th basis vector of the input parameter space; and
A, the grid jump, is chosen such that x + A - eq is still in the spec-
ified domain of the parameter space, i.e., [0,11P; A is a value in
{p%],. R I p]ﬁ}/ where p is the number of (discretization) levels
that partition the model parameter space into a uniform grid of points
where the model can be evaluated. For a given p, the grid constructs
a finite distribution of pP~1[p — A(p — 1)] elementary effects for each
input parameter.

The elementary effect distributions for each of the input param-
eters, evaluated across discretized input parameter space, provide
useful information on the importance of a parameter on the output.
Unfortunately, an exhaustive evaluation of all elementary effects for
a given discretization levels suffers from a curse of dimensionality
especially for numerous parameters or for reasonably fine discretiza-
tion level'. Consequently, a class of design of experiment that only
change one parameter at a time (one-at-a-time (OAT)) are devised to
estimate the statistics of the distributions.

The key idea behind the original Morris method is in initiating
the model evaluations from various nominal points, x, randomly se-

EEq = (3.13)

for p = 8 and D = 20 the total number of evaluations for exhaustive computation of
all EEsis ~ 6 x 10'7 for each parameter
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lected over the grid and then gradually advancing one grid jump,
perturbing one parameter at a time, making a perturbed point as the
base point for the next perturbation. The order of perturbation (i.e.,
which dimension to perturb first) and the direction of the perturba-
tion (i.e., whether it is added or subtracted) are also randomized be-
tween replications. As such, different replication generates different
starting nominal point as well as different order and sign (but with
the same size) of perturbation. The OAT experimental design com-
plemented with this requirement is known as the trajectory design
[143]. Fig. 3.4a illustrates a trajectory design with 4 replications in a
two-dimensional input parameter space discretized in 6 levels .

1.0 1 1.0 1
0.5 0.5
0.0 - - 0.0 - o ——— X
0.0 0.5 1.0 0.0 0.5 1.0
X1 X1
(a) Trajectory scheme (b) Radial scheme

Figure 3.4: Illustration of One-at-a-Time (OAT) design constructed using tra-
jectory scheme (left) and radial scheme (right) each with 4 repli-
cations. The trajectory design is discretized in 6 levels, while the
number of levels is irrelevant for radial design. Filled circles are
the nominal or the starting point (for the trajectory) or the base
(for the radial) points and crosses are the perturbed levels.

To remove the requirement to specify a method-specific parameter
p (the number of levels), Campolongo et al.[132] proposed to use a
radial scheme coupled with Sobol” quasirandom sequence. In a single
replication of this particular OAT design, each parameter is perturbed
relative to a base/nominal point which is not required to be located on
a predetermined grid. The size and sign of the perturbation is also
allowed to vary from parameter to parameter in different replication.
As such, radial design implicitly incorporates several additional pos-
sible sources of variation in the method that can potentially bias the
estimation of elementary effects. Because the size of parameter per-
turbations varies, the definition of the elementary effects is slightly
changed to

f(x + Axq - €q) — f(x)

EEq = .
d Axq (3-14)
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where now each parameter at each design replication has its corre-

sponding perturbation size Axq € [-1, 1] such that xq + Axq4 € [0, 1].
An illustration of a radial design in a two-dimensional input pa-

rameter space with 4 nominal/base points is shown in Fig. 3.4b.

3.3.2 Statistics of Elementary Effects and Sensitivity Measures

Consider now that an Ng number of elementary effects associated
with the d-th parameter have been sampled from the finite distribu-
tion of EE4, using an OAT design with Ny replications, either based
on the trajectory or radial design. The statistical summary of the sam-
pled EE4 based on a given number of an OAT design replications can
be calculated. The first is the arithmetic mean defined as,

L
Ha = NiR ; EE4 (3.15)

where EE] is the elementary effect of the d-th parameter of the r-th
replication. The mean gives the global influence of the d-th parameter
on the chosen output f.

The second statistical summary of interest is the standard deviation
of the (sampled) elementary effects for input parameter xq,

Nr
1
0a = | N 2 (BB —Ha)? (316)

r=1

The standard deviation gives an indication of the presence of non-
linearity or interactions between the d-th input parameter and the
others.

In cases where f is a non-monotonic function, the sign of EE4 may
change according to the change of the output, and cancellation ef-
fects on the estimation of ugq might occur . To circumvent this issue,
Campolongo et al. [132] proposed to take the absolute values of the
sampled elementary effects. It is defined as,

1 &
Ma = NR; [ (317)

Note that although the overall sign of the output perturbation is lost
by using this measure, its use is justified if the input parameters are
to be ranked based on a single importance measure.

The aforementioned statistical summaries, when evaluated over a
large number of replications N, can provide global sensitivity mea-
sures of the importance of each input parameter. As indicated by Mor-
ris [44], there are three possible categories of parameter importance
based on those statistics:
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1. Parameters with noninfluential effects on the model output, i.e.,
the parameters that have relatively small values of both nq4 (or
uy) and ogq.

2. Parameters with linear or additive effects, i.e., the parameters
that have relatively large value of uq (or uj) and relatively small
value of 04. The small value of 04 and the large value of pgq
(or uy) indicate that the variation of elementary effects across
replications is small while the magnitude of the effect itself is
consistently large for the perturbations in the parameter space.

3. Parameters with nonlinear or interaction effects, i.e., the param-
eters that have a relatively small value of uq (or pj) and a rela-
tively large value of 4. Opposite to the previous case, a small
value of pgq (or uj) indicates that the aggregate effect of per-
turbation is relatively small (or in the case of pq, can be close
to zero) while a large value of o4 indicates that the variation
of the effect is large; the effect can be large or negligibly small
depending on the values of the other parameters at which the
model is evaluated. Such large variation is a symptom of non-
linear effects or parameter interaction.

This classification makes parameter importance ranking and, in
turn, screening of noninfluential parameters possible. However, the
procedure is done rather qualitatively, and this is illustrated in Fig. 3.5,
which depicts a typical parameter classification derived from a visual
inspection of the elementary effects statistics on the o vs. u* plane.
The notions of influential and noninfluential parameters are based
on the relative locations of those statistics in the plane. Typically, the
noninfluential ones are clustered closer to the origin (relative to the
more influential ones) with a pronounced boundary such as the sit-
uation depicted in Fig. 3.5. Admittedly, if these statistics are spread
somewhat uniformly across the plane, the distinction would be more
ambiguous and problematic®>. Furthermore, for a parameter with a
large value of both pu* and o, the method cannot distinguish between
nonlinearity effect from parameter interaction effect on the output.

3.4 VARIANCE DECOMPOSITION

Variance-based methods for GSA use variance as the basis to define a
measure of input parameter influence on the overall output variation
[33]. In a statistical framework of sensitivity and uncertainty analysis,
this choice is natural because variance (or standard deviation) is often
used as a measure of dispersion in the model prediction [34]. The

In such a case, more advanced classification approaches such as the ones based on
clustering techniques might be helpful to identify a finer structure of the parameters
importance.
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Figure 3.5: Illustration of a typical parameter importance classification ob-
tained from the Morris screening method. The importance of
each parameter relative to the other ones is defined with respect
to its location on the o — u* plane. Each dot represents a param-
eter, and the line corresponds to twice the standard error of the
mean (SEM) indicating the relative magnitude of the standard
deviation to the mean.

dispersion, in turn, can measure the level precision of the prediction
when the input parameters are considered uncertain.

This section first presents a method to decompose the model output
variance into the contributions from the individual variances of the
inputs. Then, two sensitivity measures based on the decomposition
are introduced and a method for their estimations is presented.

3.4.1 High-Dimensional Model Representation

Consider once more a mathematical model f : x € [0,1]° — y =
f(x) € R. The high-dimensional model representation (HDMR) of
f(x) is a linear combination of functions with increasing dimensional-
ity up to the dimension of x [144],

D
fx)=fo+ Y falxa)+ D> fa,a(xa,Xa,)+-
d;=1 1<d;<d,<D (3.18)

+f12,..p(x1,%x2,--- ,xp)

where f, is a constant. The representation in Eq. (3.18) is unique if
the following condition [41]:

1
JO fd],dz,"'di(xd]lx’dzl' o /Xdi)dxdm = O/ for m= ]/2/' o Ii (319)

is established for all i € 1,---,D and any corresponding ordered
combination of dimensions 1 < dj < d; < --- < dij < D of the input
parameter space.



3.4 VARIANCE DECOMPOSITION

Assume now that X is a random vector of independent and uni-
form random variables over a unit hypercube {Q =x[0 <x; < 1;i=
1,--+,D} such that y = f(x) becomes

9 =f(X) (3.20)

where Y is a random variable, resulting from the transformation of
the random vector X by the function f. Using Eq. (3.19) to express
each term in Eq. (3.18), it follows that

fo = E[Y]
fa, (xa,) = E-q,[Y1Xq,] —E[Y]
fa,,4,(xa,,%a,) = E<q,,4,[9Xaq,, Xa,]
—E_q,[YXq,] —E_qg,[YXa,] —E[Y]

(3.21)

The same follows for higher-order terms in the decomposition. In
Eq. (3.21), E_c[olo] is a conditional expectation operator, where the
subscript symbol ~ o means that integration on the parameter space is
carried out over all parameters except the one(s) in the subscript. For
instance, [E_1[Y|X1] refers to the conditional mean of Y given X, and
the integration is carried out for all possible values of parameters in x
except x1. Note that because X is a random variable, the expectation
conditioned on it is also a random variable.

Assuming that f is square integrable, applying the variance opera-
tor on Y results in

D
W[H] - Z W[fd1 (Xd1 )] + Z W[fd],dz (Xd1IXd2 )] + -
dy—1 1<d;<d,<D (3-22)

+VI[f12,...p(x1,%2,-- ,xp)]

3.4.2  Sobol” Sensitivity Indices

Division by V[Y] aptly normalizes Eq. (3.22):

D
1=5> Sqy+ > Saya,++S12.0 (3.23)
d1:1 ]<d1<d2<D

where Sobol” main-effect sensitivity index Sq is defined as,

V4lE_q[Y|X
5, - Val W?é? al (o)

The numerator is the variance of the conditional expectation, and the
index is a global sensitivity measure interpreted as the amount of
variance reduction in the model output if the parameter X4 is fixed
(i.e., its variance is reduced to zero). The main-effect sensitivity index
is also known in the literature as the first-order sensitivity index as it
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captures only the effect of a single parameter variation on the model
output considering no interaction with other parameters [133].

A closely related sensitivity index proposed by Homma and Saltelli
[145] is the Sobol” total-effect index defined as,

B qlValdIX all VY-V _4[Eq [YX_ 4]l
STq = =
VYl VYl (3.25)

V_4lEq[JX-4] '

VY]

—1—

The index, also a global sensitivity measure, can be interpreted as
the amount of variance left in the output if the values of all input
parameters, except X4, can be fixed. In other words, the total-effect
index measures the contribution to the output variance of parameter
X4, including all variance caused by its interactions, of any order,
with any other parameters.

These two sensitivity measures can serve the objectives of GSA for
model assessment as proposed by Saltelli et al [34, 39]. The main-
effect index is relevant to parameter prioritization in the context of
identifying the most influential parameter since fixing a parameter
with the highest index value would, on average, lead to the greatest
reduction in the output variation.

The total-effect index, on the other hand, is relevant to parameter
fixing (or screening) in the context of identifying the least influential
set of parameters since fixing any parameter that has a very small
total-effect index value would not lead to significant reduction in the
output variation. The use of the total-effect index to identify which
parameter can be fixed or excluded is similar to that of the elementary
effect statistics of the Morris method, albeit more exact.

Finally, the difference between the two indices of a given input
parameter, i.e., STq — Sq, is used to quantify the amount of all inter-
actions involving that parameter in the model output.

3.5 IMPLEMENTATION

In this work, an implementation of the Morris method and a Monte
Carlo method to estimate the main- and total-effect sensitivity indices
has been developed using the Python [146] programming language,
to allow for well-controlled parametric and convergence studies. The
implementation follows a black box approach of SA. It deals with the
generation of design of experiment (a set of input values at which
the model or code is evaluated) and the post-processing of output to
obtain the selected measures of sensitivity presented in the previous
sub-sections. In the following, the basic procedures that underlie the
implementation of both methods are laid out. More details on the pro-
gramming aspects of the implementation (the so-called gsa-module)
can be found in Appendix C.1.



3.5 IMPLEMENTATION

3.5.1 The Morris Method

The implementation of the Morris method (see Section 3.3.1) follows
four sequential steps:

1. An OAT design matrix consisting of N replications is created
by randomly sampling the nominal points as well as the per-
turbed points for each parameter. A replication in an OAT de-
sign consists of one nominal point with D (number of dimen-
sions/parameters) additional perturbed points. In each of the
perturbed points, only one parameter change its value relative
to the base. Note that in trajectory design, the nominal point
only serves as the starting point and a perturbed point becomes
the base point for the next perturbation. Different replications

yield different nominal points and the associated perturbed points.

2. Each point in the design matrix, included in [0, 11P, is scaled to
the corresponding point in the D-dimensional parameter space
of the model parameters through iso-probabilistic transforma-
tion (see Appendix D.4).

3. The model is evaluated for each (rescaled) point of the design
matrix. The total number of model evaluations for a given de-
sign matrix is Ng x (D +1).

4. Finally, for a selected Qol the Ny elementary effects EE4 are
computed for each input parameter x4. The statistical summaries
Ha, 1wy, and o4 are computed, and the ranking of the input pa-
rameters for the selected Qol is established based on p.

The different rankings based on p}; obtained from various relevant
Qols can then be used and compared to consistently identify and
screen out noninfluential parameters (low p}) from the relatively in-
fluential ones (high uj) [147].

3.5.2 The Sobol’-Saltelli Method

In principle, the estimation of the Sobol” sensitivity indices defined
by Egs. (3.24) and (3.25) can be directly carried out using MC simu-
lation. The most straightforward, though rather rudimentary, estima-
tion method is to use two nested loops for the computation of the
conditional variances and expectations appearing in both indices.

In the estimation of the main-effect index of parameter x4, for in-
stance, the outer loop samples values of X4 while the inner loop sam-
ples values of X_4 (all parameters except x4). These samples, in turn,
are used to evaluate the model and generate the output realizations.

Algorithm 1 illustrates the procedure to compute the variance of
conditional expectation used in main-effect indices estimation of a
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parameter x4. In the inner loop, the arithmetic mean of the model
output is taken for a given value of X4 but over many values of X_4.
Afterward, in the outer loop, the variance of the model output is
taken over many values of Xg.

Algorithm 1 Brute Force MC for estimating V4[E_q[YX4l]

Zi 0
Ziz ~0
fori=1to N do
sample x‘(il) from X4
Zj +~0
forj=1to N do
sample x% from X _4
£, o £(x0), V)
end for
E_alYlXal™ + L
i +=E_4q[Y1Xq]V
Ziz += IENd[yDCd](i) X E~d[1d|xd](i)
end for
ValE-a¥lXall « & (Z2 — Z2/N)

Algorithm 1 can easily become prohibitively expensive as the nested
structure requires N2 model evaluations per input dimension for one
of the sensitivity indices (i.e., the main- or total-effect index), while N
(the size of MC samples) are typically in the range of 102 —10% for a
reliable estimate.

Sobol’ [41] and Saltelli [133] proposed an alternative approach that
circumvent the nested structure of MC simulation to estimate the in-
dices. The formulation starts by expressing the expectation and vari-
ance operators in their integral form and ends with different possible
MC estimators for both sensitivity indices. A detailed derivation of
the integral form and the origin of the estimator can be found in
Appendix D.1.

An implementation of the Sobol’-Saltelli method is also part of
gsa-module python3 package (see Appendix C.1 for detail). For N
number of MC samples and D number of model parameters, the
MC simulation procedure to estimate the sensitivity indices follows
the sampling and resampling approach adopted in [41, 133, 145] de-
scribed in the following.

1. Generate two N x D independent random samples A and B
from a uniform independent distribution in D-dimension, [0, 11P:

a1 -+ aip b1 -+ bip
A=+ =~ i |y B=] 1 01| (320

aNnt -+ aND bn1 - bap
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2. Construct D additional design matrices from A and B where
each matrix A¢ is matrix A with the d-th column substituted by
the d-th column of B:

b1 - aip
AL =
byt -0 anD
ajp -+ bia - aip
Ad=1| . (3-27)
ani - bna - anD
ajr -+ bip
AE =
ant - bnp

3. Rescale each element in the matrices of samples to the actual val-
ues of model parameters according to their actual range of vari-
ation through iso-probabilistic transformation (Appendix D.4).

4. Evaluate the model multiple times using input parameters vec-
tors that correspond to each row of A, B, and all A%.

5. Finally, extract the Qols from all the outputs and recast them as
vectors, which will be used to estimate the main- and total-effect
indices according to a selected estimator described below.

For the main-effect sensitivity index, two estimators are considered.
One is proposed by Saltelli [133], and the other, as an alternative, is
proposed by Janon et al [148]. The latter proved to be more efficient,
especially for a large variation around a parameter estimate [30, 148].

The general form of main-effect sensitivity index estimator is

LY N f(B)y - fAL), —E2Y)]
VY]

Sa=

(3-28)

where the subscript n corresponds to the row of the sampled model
parameters such that f(B),, and f (A%)n are the model outputs eval-
uated using inputs taken from the n-th row of matrix B and matrix
AP, respectively. The estimators for the term E?[Y] and V[Y] differs
for the two indices estimators and are given in Table 3.1.

To estimate the total-effect sensitivity indices, the Jansen estima-
tor [149] is recommended in [150]. The estimator reads

N (FA) —f(AD),)
STd _ 2N ZTLf] ( (\/[; ( B) ) (329)

where V[Y] is estimated by the Saltelli et al. estimator in Table 3.1.
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Table 3.1: Two MC estimators for the terms in Eq. (D.6) to estimate the main-
effect indices (the sum is taken implicitly over all samples N)

ESTIMATOR  E2[Y] = ([ fdx)2 = [f2dx— (] fdx)2
Saltelli [133] & X f(A)n - f(B)n AR - (& A
Janon (ke Z F(BIn +F(AGIn )2 S (B2 +F(AD)Z
et al. [148]

~ (e Z1®E+1ADE )2

The computational cost associated with the estimation of all the
main-effect and total-effect indices using the Sobol’-Saltelli method is
N x (D +2) code runs, where N is the number of MC samples and D
is the number of parameters. Compare this to the cost of brute force
Monte Carlo of 2 x D x N2 code runs to estimate all the main-effect
and total-effect sensitivity indices.

As an additional comparison, the cost for Morris method to com-
pute the statistics of elementary effect is Ng x (D + 1) code runs,
where Np is the number of OAT design replications. In either meth-
ods, the number of samples N (in the case of the Sobol’-Saltelli method)
and replications Ny (in the case of the Morris method) determines the
precision of the estimates. A larger number of samples (and replica-
tions) increases the precision. Note, however, that in practice the typ-
ical number of Morris replications is between 10" — 102 [151], while
the number of MC samples for the Sobol” indices estimation amounts
to 102 — 104 [41].

36 APPLICATION TO TRACE MODEL OF FEBA

The GSA methodology presented above was applied to analyze the
simulation of the FEBA experiments using the TRACE model de-
scribed in Chapter 2. In the following, only the results from analyzing
FEBA test No. 216 (with inlet velocity of 3.8 x 1072 [m.s~'] and sys-
tem pressure of 4.1 [bar]) are presented.

3.6.1  Simulation Experiment

The simulation experiment for global sensitivity analysis on the TRACE
model of FEBA was carried out in two steps. The first step was aimed
at screening out any possible noninfluential parameters with rela-
tively few code runs using several screening methods, i.e., the two
variants of the Morris screening method (the radial and the trajectory
designs) and the Sobol’-Saltelli method; with the latter only the total-
effect indices were estimated, in line with the factor fixing objective.
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The second step of the analysis consisted of variance decompo-
sition through the estimation of the Sobol” indices on the reduced
number of parameters. This was a more detailed analysis where the
contribution of each input parameter variation to a particular output
variance was quantified. Since the number of code runs is directly
proportional to the number of input parameters, the screening pro-
cedure done in the first step allowed us to reduce the size of the
problem and to generate a larger sample for a fewer code runs3. A
larger sample, in turn, led to a more precise Sobol” indices estimates.
The experimental design matrix used to carry out the estimation was
generated using a Sobol” quasi-random sequence generator [152].

Different types of Qols were investigated for this simulation exper-
iment. The application of the Morris method to the TRACE model
of the FEBA facility to rank the parameter importance was already
demonstrated in [153] using the time-averaged temperature as Qol,
which is defined as

B} T
T= JTw)dt j(ctl)tdt (3-30)

where the integration of the pointwise time-dependent reflood curve
was approximated using the trapezoidal rule over the duration of the
transient. The time-averaged temperature was selected as the simplest
possible scalar Qol to capture the overall variation of the temperature
transient since it was previously shown that a high maximum clad
temperature as Qol would not necessarily imply a delayed time of
quenching, and vice versa [153]. To further investigate these aspects,
the maximum clad temperature and the quench time have also been
considered as Qols in this study.

To represent better the notion of functional variation, FDA-based
techniques were applied to derive a new set of Qols. All the steps
required in the application of FDA were already demonstrated in the
context of the reflood simulation output in [142]. All the required
computations related to FDA were done with the R programming
language [137] using the fda package [154]. The application of FDA
resulted in a set of common fPCs and a set of realization-specific
fPC scores. The scores were therefore used as the Qol for the Sobol’
indices estimation and compared to the indices obtained from the
more conventional Qols for the reflood transient.

Finally, to give a measure of the uncertainty in all indices estimated
by the Sobol’-Saltelli method, the 95% percentile confidence interval
(CI) were constructed using the bootstrap technique (see [155] and for
detail). The flowchart of the simulation experiment for the analysis is
illustrated and summarized in Fig. 3.6.

Note that the total duration of the transient is set to be 600 [s] and each TRACE
run required between ~ 400 — 600 [CPUs], where [CPUs] is “Central Processing Unit
seconds”.
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1. Screening Analysis
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Figure 3.6: Flowchart for the implemented sensitivity analysis methodology applied to the TRACE model of the FEBA facility.
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3.6.2  Screening Analysis

A screening analysis to identify the noninfluential parameters was
first carried out on the 27 model parameters using three different
methods. The Qols for this screening analysis were the time-averaged
quantities for all output types (clad temperature, channel pressure
drop and liquid carryover) as explained in Sec. 3.6.1. 320 replications
were used for the Morris method while 1’000 samples were used to
estimate the total-effect indices for the Sobol’-Saltelli method. The
parameter ranking was constructed based on pj (for the two Morris
methods) and ST4 (the total-effect indices).

Fig. 3.7 gives an example of convergence of sensitivity measures
% and ST4 with respect to the average temperature at the middle of
the assembly, with increasing number of replications (for the Morris
methods) and samples (for the Sobol” total-effect indices estimation).
It is shown that all of the sensitivity measures converged and the
most important parameters identified by each of the methods are the
same (in this case: gridHT, dffbIntDr, dffbWHT, df foVIHT). Note that
the values of the two measures cannot be compared with each other.
The convergence of these measures with respect to other outputs was
also found to have the same behavior.

Morris (radial) Morris (trajectory) Sobol' (total—effect)
f 0.6+

%

0.61 0-61

Y. 0.4
0.44

=
=

0.2+

<
)

0.24

=)
X

0.04 vrr e | g B3¥
0 100 200 300 0 100 200 300 0
Number of Replications / Samples
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Figure 3.7: Evolution of p% and ST4 with respect to the average temperature at the middle of
the assembly as a function of the number of replications or samples. The sensitivity
measures related to the four most important parameters, the same for each method,
are given unique line types in the plots.

An important finding is that the noninfluential parameters iden-
tified by both variants of the Morris methods are confirmed by the
total-effect indices based on the variance decomposition, whose val-
ues are estimated with small uncertainty. Table 3.2 presents the sum-
mary of parameters importance across different outputs. In the table,
a parameter is considered noninfluential with respect to a particular
output type if its Sobol” total-effect index value falls below 5%. This
parameter will be screened out in the downstream analysis. The fi-
nal selection of 12 important parameters are then made by making a
union set of the important parameters identified with respect to the
different outputs. Complete numerical results of the sensitivity mea-



Table 3.2: Parameters importance across different outputs, average quantities over the transient.
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sures used in the ranking/screening of each parameter with respect
to each of the different outputs are tabulated in Appendix B.2.

Checkmark signifies a parameter with a Sobol” total-effect indices above 5% and
shaded cells signify the final selection of the retained influential parameters.

TC (1 is at the top, 8 is at the bottom of the assembly) DP

No. Parameter CcoO
1 2 3 4 5 6 7 8 Bot. Mid. Top Tot.
1 breakP v
2 fillT v
3 fillv v v/ v o v v/ v
4 pwr v
5 nicK
6 nicCP
7 nicEm
8 mgoK
9 mgoCp
10 vesEps
11 ssK
12 ssCp
13 ssEm
14 GridK
15  GridHT o v v o v v/ v
16  iafbWHT v
17 dffbWHT v v v v v v/
18 iafbLIHT
19 iafbVIHT
20 dffbLIHT
21 dffoviit v V' VS v v
22 iafbIntDr v v v v
23 dffbIntDr v v v v v v v v
24 iafbwWDr
25 dffbWDr v o/
26 transWHT
27 tQuench v v v v
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Using a 5% cut-off value to screen out noninfluential parameters
is admittedly an ad hoc approach. To check the consistency of the
screening approach, Fig. 3.8 illustrates the notion of noninfluential
and influential parameters, in terms of the effects of their perturba-
tions on the transient of three different outputs. TRACE was executed
using 500 samples of parameter value from each set of parameters
(i.e., influential and noninfluential). The figure confirms that the use
of time-averaged quantity for each output type is a viable Qol for
screening. The identified noninfluential parameters were indeed the
ones that result in minor variation (black curves) of all outputs tran-
sient as compared to the variation brought by the influential parame-
ter perturbations (gray curves). Furthermore, it also confirms that by
making the union set of all the important parameters subsets (each
with respect to a particular output, using the 5% cut-off value), the
final selection of 12 influential parameters is valid for all outputs.

Parameter Subsets — 12 Influential — 15 Non—influential

Mid—assembly Temperature [K] Mid—assembly Pressure Drop [bar]| Liquid Carryover [kg]
0.05- 5

1200 0.04 40+

0.03+ 30+

900

0.02+ 20

600 0.01+ 10+

- 0.00+
0 100 200 300 400 500 0 100 200 300 400 500 0 100 200 300 400 500
Time [s]

Figure 3.8: Illustration of the variations in the transient of three different outputs using only the
12 influential parameters (background, gray) and only the 15 noninfluential parameters
(foreground, black). Each case uses 500 samples.

From the screening analysis results, a more detailed analysis was
carried out on the 12-parameter model involving only the aforemen-
tioned influential parameters. The detailed analysis consisted of the = FEBA TRACE
estimation of the Sobol” main-effect sensitivity index (in complemen-  model with 12
tary with the total-effect index used in the screening above) with re- ”Zrl ;’;Zttle’lrls
spect to different types of time-dependent outputs as well as to dif- b
ferent Qols associated with each of them. The analysis was aimed
at exposing how an individual input parameter might have affected
particular model behavior as highlighted by the different choices of
Qols.

It should be noted that the estimation of the main-effect indices
were relatively more expensive as a larger number of samples was re-
quired to reliably estimate the indices (i.e., such that the uncertainty
associated with the Monte Carlo estimation was within an accept-  Convergence of the
able level). In relation to this, the convergence of two different Sobol’  Sobol” indices
main-effect index estimators as well as one Sobol’ total-effect index /"
estimator was investigated empirically. The result of the analysis was
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useful in the planning of the simulation experiments regarding the
number of samples in relation to the expected uncertainty (in terms
of confidence interval (CI)) of the estimates. It was found that the CI
length of a given estimator depended on the Qol, the estimand, the
estimator used, and the number of samples. A more detailed discus-
sion is presented in Appendix B.3.

Consequently, by benefiting from the screening procedure taken
before (12 influential parameters instead of 27 parameters) and by
considering the results of the empirical convergence study, a total
of 2’000 samples (which corresponds to 28’000 TRACE runs) was
deemed appropriate for the more detailed SA presented below. For
conciseness only the results of selected types of output are presented
to illustrate the method application, namely the mid-height clad tem-
perature transient (TC4 at elevation z = 2.4 [m]), the pressure drop
transient at the middle of the assembly (the segment between z =
1.7 [m] and z = 2.3 [m]), and the liquid carryover.

3.6.3 Sobol’ Indices for Conventional Qols of the Reflood Curve

As explained in Chapter 2, two conventional Qols to characterize a
reflood curve are the maximum clad temperature and the time of
quenching. As shown in Fig. 3.9 the variation of the maximum mid-
height clad temperature (with standard deviation of 59.7 [K]) was
driven mainly by four model parameters, contributing up to 77% of
the total output variation. One influential parameter was related to
the spacer grid heat transfer enhancement model and the three others
were related to the DFFB-regime model parameters (with a combined
effect of 63%). Moreover since the sum of all the main-effect indices
was relatively close to 1.0, the parameters were not interacting with
respect to this particular Qol.

Sum of the main effect indices = 0.82
Maximum temperature standard deviation = 59.7 [K]|
breakP ‘ fillT fillv ‘ ‘ pwr ‘ g;'idHT‘ iabeHT‘ [dffbWHT)| fﬂ)VIHT‘ ‘iaﬂ)InLDr‘ dfﬂ)IntDl" dﬁbWDr‘ tQuench
0.51
T 04
] O 3.
% e —— $+
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Figure 3.9: The main-effect and total-effect sensitivity indices with the maximum mid-height clad
temperature as the Qol. Each boxplot represents the bootstrap sample quartile statistics
and the vertical line extends the 95th sample percentile.
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The parameter sensitivity with respect to the time of quenching
gave a different picture as shown in Fig. 3.10. The variation in the time
of quenching (with standard deviation of 59.9 [s]) was driven mainly
by the spacer grid heat transfer enhancement parameter model (with
contribution close to 50% of the total output variation). The DFFB-
related parameters were next in line with a combined contribution of
about ~ 18%, while each of the other parameters contributes to less
than 10% of the total output variation. Similar to the case of the max-
imum clad temperature, no strong interaction effect was observed.

Sum of the main effect indices = 0.85
Time of Quenching standard deviation = 59.9 [s]

breakP ‘ fillT ‘ fillv’ ‘ pwr ‘ ‘ gridHT‘ iabeHT‘ dffbWHT)| |dffbVIH ‘iafblntDr‘ |dffbIntDr| |dffbWDr

tQuench

0.6
0.51 =
0.4
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Figure 3.10: The main-effect and total-effect sensitivity indices with the time of quenching at the
mid-height of the assembly as the Qol. Each boxplot represents the bootstrap sample
quartile statistics and the vertical line extends the 95th sample percentile.

To better understand how the output sensitivity to the model pa-
rameters is changing over the course of the reflood transient, the mid-
height clad temperature at each time step was taken as the Qol and
the main-effect indices were calculated. This resulted in a set of sen-
sitivity indices at each time with respect to the clad temperature as
presented in Fig. 3.11. Note that the indices presented in the figure
correspond to the reflood curves in which the phase variations be-
tween realizations were removed through the registration procedure.

The top panel of Fig. 3.11 shows how the relative importance of
the parameters and their interactions in a dynamic model change
with time. With respect to the clad temperature, up to 120 [s], the
model parameters were non-interacting as indicated by the sum of
the main-effect indices that was close to 1.0. The spacer heat transfer
enhancement and DFFB-related model parameters were found to be
the most important parameters in this time period.

However, from 120 [s] onward, stronger parameter interactions took
place, as indicated by the decreasing sum of the main-effect indices
which at its minimum only explained well below 20% of the total
output variation. Furthermore, other parameters also became more
prominent at a later stage of the transient. The quench temperature
(tQuench), which for the most part of the transient was non-influential
started to top after 200 [s]. At ~ 300 [s], the temperature transient vari-
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ations suddenly were driven only by parameter interactions. Finally,
the variation of the pressure boundary condition (breakP) accounted
for most of the temperature variance at the end of the transient.
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Figure 3.11: (top) the main-effect sensitivity indices at different time steps during the reflood tran-
sient. (bottom) The clad temperature standard deviation at different time steps during
the same transient.

To put the dynamic behavior of the sensitivity indices in context,
the temperature variation is also given for each time step in the bot-
tom panel of Fig. 3.11. Note that in the plot, the last part of the tran-
sient (where the pressure boundary condition becomes visibly impor-
tant) amounts to 2[K], a hardly relevant magnitude in the current
context. After quenching, the clad surface temperature is essentially
commensurate with the coolant temperature. The small temperature
variation, in turn, corresponds to the change in the saturation temper-
ature at the outlet due to variation in the pressure boundary condi-
tion.

The figure also shows some sign of imperfection in the registration
procedure. The sudden jump of variation around the time of quench-
ing can be attributed to a residual misalignment that still exists in
the registered dataset. As the landmark registration is supposed to
remove the phase variation with respect to the time of quenching
(one of the landmarks), temperature variation of this magnitude at
the particular time should not have been observed.
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3.6.4 Principal Components of the Reflood Curve

The time-dependent clad temperature, pressure drop, and liquid car-
ryover were decomposed in their respective functional principal com-
ponents (fPCs) to better quantify the mode of variations of the whole
time-dependent curves. Therefore, the variance decomposition was
also carried out on the fPC scores associated with the fPCs. Because
each fPC is associated with a particular mode of variation over the
whole transient, it parsimoniously describes the overall variation of
the time-dependent curve in a smaller set of numbers. The fPC anal-
ysis of all the time-dependent curves for each type of output showed
that the first two respective fPCs account for more than 85% of the
overall functional variations (see Fig. 3.12).
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Figure 3.12: The proportion of explained variance for each fPC extracted from selected time-
dependent outputs. The points with a connecting line are the cumulative explained

variance, while the horizontal line is variance explained by first

The first fPC of the (registered) clad temperature at the mid-height
of the assembly (in the reflood transient) and the effect of its perturba-
tion around the mean function are shown in Fig. 3.13. The fPC shown
in Fig. 3.13a was obtained by multiplying the eigenfunction &;(t) with
the square root of the respective eigenvalue, i.e., fPCj = ,/pj x &;(t).
As the eigenfunction only represents the shape (mode) of function
variation, this multiplication was done to give it a sense of scale with
respect to the clad temperature variation (as ,/pj represents the stan-
dard deviation of the mode j). The perturbation around the mean
function (Fig. 3.13b) is done by adding to and subtracting from the
mean function, the eigenfunction multiplied by twice the correspond-
ing score standard deviation ,/pj, i.e., (t) =2 x \/pj x &;(t).

This particular fPC corresponds to a mode of variation that relates
to the amplitude of the temperature reversal period (see Section 2.2).
This is the strongest mode of variation, accounting for 55% of the
overall clad temperature variation.

two fPCs.

15t fPC of the
(registered)
mid-height clad
temperature
transient
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Figure 3.13: The 15 fPC of the (registered) mid-height clad temperature tran-
sient and the effect of its perturbation on the mean function.

Fig. 3.14 shows the results for the second fPC of the (registered)
mid-height clad temperature transient and the effect of its perturba-
tion on the mean function. This mode relates to the variation in the
temperature descent after reaching the maximum temperature, prior
to quenching. Visibly, some realizations tend to bring about more con-
vexity in the temperature descent than others. This mode of variation
constitutes 30% of the overall variation.
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Figure 3.14: The 2™ fPC of the (registered) mid-height clad temperature
transient and the effect of its perturbation on the mean func-
tion.

The previous fPCs were carried on the registered clad temperature
transient where the phase variations in the data set have been re-
moved. It is also interesting to see the phase variations in the data
set separately. This can be done by carrying out the same procedure
on the resulting warping functions associated with each clad temper-
ature realization. Fig. 3.15 shows the 1st fPC and the effect of its per-
turbation on the mean function. The mode corresponds to the overall
shift in the timing of the two landmarks compared to the mean func-
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tion. From the figure, a delay in the maximum temperature tends also
to result in a delay in the time of quenching, and vice versa. However,
the variation in the time of the maximum temperature tends to be
much smaller than the variation in the time of quenching.

604 maximup quenching +++
temperature e
— g
o =
G = 4001
5 40+ 2
& 2
s &
o o0
= I
E 5 200
2 B
=] <
£ E
[a B
01 0
0 200 400 0 200 400
Time [s| Time [s]
(a) 1% fPC (93% Output variation) (b) Perturbation on the mean

Figure 3.15: The 1% fPC of the warping function of the clad temperature
transient at the mid-height of the assembly and the effect of its
perturbation on the mean function.

The first fPC of the pressure drop transient curves at the middle
of the assembly is shown in Fig. 3.16. The fPC, taking into account 1 fPC of the
77% of the output variation, is mostly responsible for the variation  pressure drop
duri . : : transient at the
uring the pressure drop rise, where the channel segment is continu- middle of the
ously quenched from the bottom. That is, some realizations rise more assembly
quickly (or more slowly) in reaching the equilibrium pressure drop.
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Figure 3.16: The 1% fPC of the pressure drop transient at the middle of the
assembly and the effect of its perturbation on the mean func-
tion.

The first fPC of the liquid carryover transient curves, shown in
Fig. 3.17, are straightforward to interpret. The fPC, taking into ac- 1% fPC of the liquid
count 93% of the output variation, is the linear change of the average carryover transient
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liquid carryover during the transient. In other words, the perturbation
on the liquid carryover is accumulated linearly over time.
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Figure 3.17: The 1% fPC of the liquid carryover transient and the effect of its
perturbation on the mean function.

3.6.5 Sobol’ Indices for Qols based on Principal Components

The fPC score 0, ; associated with each realization n and a principal
component i is used as the Qol in a SA similar to what was done
for the conventional Qol in Section 3.6.3. In other words, the variance
of the score is decomposed into the variance contribution associated
with each inpu parameter.

The estimated Sobol” indices for the first fPC of the (registered) mid-
height clad temperature transient are given in Fig. 3.18. As shown, the
variation in the amplitude of the temperature reversal was mainly
due to the spacer grid heat transfer enhancement and the DFFB-
related model parameters. The other parameters are proved to be al-
most noninfluential. This result is consistent with the result obtained
when using the maximum clad temperature as the Qol and confirms
the maximum clad temperature as a viable representative Qol during
the temperature reversal period.

Fig. 3.19 shows the Sobol” sensitivity indices using the scores asso-
ciated with the second fPC of the (registered) mid-height clad temper-
ature transient as the Qol. Contrary to the first component, most of
the variation in the second fPC can only be explained through inter-
actions between input parameters since the main-effect indices only
summed up to 27% of the total variance. The difference between the
main-effect and total-effect indices are large for all input parameters,
especially for the DFFB-related parameters. These parameter interac-
tions, associated with a particular mode of variation, could not be
captured from the conventional Qols (e.g., the maximum clad tem-
perature). It could only be speculated from the time-dependent rep-



Figure 3.18: The sensitivity indices with respect to the 15t fPC of the (registered) mid-height clad
temperature transient. Each boxplot represents the bootstrap sample quartile statistics

Sum of the main effect indices = 0.91

36 APPLICATION TO TRACE MODEL OF FEBA

85

breakP H AT ‘ AV H s ‘ eridHT iabeHT‘ dﬂ‘bWI-IT‘ ﬁbVIHT‘ ‘iabentDr‘ [afbIntDr| [asbWDr| [tQuench
0.4
—  0.31
T = =
2 021 = $ = $
g 2
=
% 0.1
e —_ —_
= T = — - == -
—0.1

Model Parameter

Sensitivity Index E3main B2 total

and the vertical line extends the 95th sample percentile.

resentation of the sensitivity indices showed in Fig. 3.11, but with a
less concise description of the parameter sensitivity.
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Figure 3.19: The sensitivity indices with respect to the 2" fPC of the (registered) mid-height clad
temperature transient. Each boxplot represents the bootstrap samples quartile statis-
tics and the vertical line extends the 95th sample percentile.

The sensitivity indices with respect to the first fPC of the warping

functions for the mid-height clad temperature transient are shown  Sobol” indices for the

in Fig. 3.20. The spacer grid heat transfer enhancement parameter  1* fPCof the

is the main source of variation in the time-shift of the landmarks, warping function for
. the clad temperature

while two DFFB-related parameters (df fbWHT and dffbIntDr) and the transient

quenching temperature each contributes around 10% to the total out-
put variation. In comparison, the rest of the parameters have a trivial
effect to the shift. Only a small portion of the output variation is due
to parameter interactions from the fact that the main-effect indices
summed up to a value close to 1.0 (94%).
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Sum of the main effect indices = 0.94
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Figure 3.20: The sensitivity indices with respect to the 15t fPC of the warping function for the
mid-height clad temperature transient. Each boxplot represents the bootstrap sample
quartile statistics and the vertical line extends the 95th sample percentile.

Fig. 3.21 presents the sensitivity indices with respect to the scores
Sobol’ indices for the associated with the first fPC of the pressure drop transient at the
! fPCofthe  middle of the assembly. The inlet mass velocity parameter (fillV) is
presstz;:l;iizrz the main contributor to the overall output variation (~ 30%), while
the two interfacial drag parameters of the reflood model amount to

the same combined contribution.

Sum of the main effect indices = 0.88
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Figure 3.21: The sensitivity indices with respect to the 15t fPC of the pressure drop transient at
the middle of the assembly. Each boxplot represents the bootstrap sample quartile
statistics and the vertical line extends the 95th sample percentile.

Finally, Fig. 3.22 shows the sensitivity indices with the first fPC
Sobol” indices for the of the liquid carryover transient as the Qol. The inlet mass velocity
1 fPC of the liquid  parameter (fillV) is by far the main source of variation in the output
carryover transient variation (~ 90%), followed by minor contributions (~ 9%) from two
DFFB-related parameters (df fbVIHT and dffbIntDr), and the rest of

the parameters have a negligible effect.
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Sum of the main effect indices = 0.98
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Figure 3.22: The main-effect and total-effect sensitivity indices with respect to the 15t fPC of the
liquid carryover transient. Each boxplot represents the bootstrap sample quartile statis-
tics and the vertical line extends the 95th sample percentile.

The numerical results of the estimated Sobol” indices presented
above are tabulated in Table B.14 through Table B.20 in Appendix B.4.
To give a measure of uncertainties on the estimates due to MC sam-
pling, the results in the tables are complemented by the 95th bootstrap
percentile confidence interval Cl,c¢ [155].

3.6.6  Discussion

The Morris screening method was used to filter out noninfluential
parameters from further analysis (Table 3.2). It was shown that such Screening analysis
reduction was valuable to the downstream analysis by reducing the results
size of the problem (i.e., the number of parameters). The screening re-
sults with respect to the average temperature showed that most of the
model parameters related to the IAFB regime have relatively lower
importance than the ones related to the DFFB regime. This finding
confirms that the implementation of the reflood models in TRACE is
consistent with the widely accepted phenomenological view on the
relevance of DFFB for heated channel reflooding at low flooding rate
[156]. Intuitively, most drag related parameters becomes more promi-
nent with respect to the average pressure drop output, though cor-
relation between outputs does not exclude the common importance
of heat transfer-related parameters. Finally, with respect to average
liquid carryover, only four parameters were found to be important. It
is also in accordance with the expected simulated physical process.

Those findings also illustrate the fact that the Morris screening
method could serve as a preliminary analysis of model development
to verify if the model behaves (in terms of parameters importance) as
expected with limited number of code runs. In Ref. [153] the Morris
method was used with this perspective in mind.
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A comparison between the importance rankings obtained by the
two Morris screening method variants showed a consistent result. The
radial design, however, exhibits more erratic variations in the elemen-
tary effect statistics estimations and thus requires slightly more repli-
cations (thus code runs) to stabilize. This is due to the fact that, in the
radial design, grid jump varies from replication to replication and
from parameter to parameter excluding the possible bias due to an
unexplored area of the input parameter space. The trajectory design,
in contrast, uses a constant grid jump which constrains the possible
parameter perturbation. Increasing the number of replications while
keeping the same grid jump might give an impression that the ele-
mentary effects statistics converge quickly, especially if the grid jump
is relatively large. Thus, to exclude this source of bias, different sizes
of grid jump should be considered before a more robust conclusion
on the ranking can be drawn. This, however, entails more code runs.

The elementary effects statistics, however, are deemed qualitative
as they do not quantify exactly the contribution of the parameters
variations to the output variations. The comparison between two pa-
rameters whose value of the first p* is larger than the second is hard
to intuit beyond the fact that the first parameter is relatively more im-
portant than the second. In this regard, the Sobol” total-effect indices
were found to be useful for screening application in a more quantita-
tive manner, but required more code runs as compared to the Morris
method (~ 3’000 vs ~ 7/000). As explained, the total-effect index of a
parameter is the proportion of output variance due to the variation
of the parameter, including all the possible interactions of any order
with any other input parameters. A parameter with low total-effect
index implies that the parameter is simply less influential with re-
spect to the selected output. By setting a cut-off value, a parameter
was classified as either influential and noninfluential in a quantita-
tive and consistent manner with reference always to the same output
variance. Nevertheless, the selection of the cut-off value is admittedly
subjective and the results need to be further verified. This was done
through uncertainty propagation using influential and noninfluential
parameter subsets which is presented in Fig. 3.8.

With respect to the Sobol” indices, the parameters driving the vari-
ations of the maximum clad temperature and the time of quenching
were found to be different (Figs. 3.9 and 3.10). Since the two events
occurred at two separate instants of the reflood transient, the results
indicated that the shape of the temperature curves varied in a com-
plicated manner. This variation, however, was insufficiently character-
ized by the two conventional reflood Qols. Indeed, the importance of
the model parameters varied across the transient (Fig. 3.11).

The depiction given in Fig. 3.11 might give a misleading impression
that the parameters themselves were time-dependent or were being
perturbed at different times in the transient. This was not the case;
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the parameters were constant and perturbing them at the start of the
transient will affect the whole course of the transient. To increase
the interpretability of the effect of parameter perturbation, different
features of the transient output variations were explored using fPCA.

The model parameters influenced the amplitude of the clad tem-
perature reversal of the reflood transient (Fig. 3.13) with minor inter-
actions among themselves (Fig. 3.18). These parameters were mainly
related to the spacer grid heat transfer enhancement model [128] and
the DFFB-related heat and momentum transfer parameters [28]. As
the model was found to be largely additive with respect to this part
of the transient, temperature data from the experiments could in prin-
ciple be used to inform these parameters although such an applica-
tion would require further investigation (e.g., in the case of colinearity
between these parameters).

On the other hand, the temperature descent up to and around the
time of quenching (Fig. 3.14) proved to be influenced by interactions
between parameters (Fig. 3.19). From the reflood modeling point of
view, this can be explained by the fact that the temperature descent
(which occurs at later stage of the transient) is more affected by flow
regime changes. This observation is inferred from the total-effect in-
dex for two parameters of the IAFB flow regime which was found
to be no less influential as compared to the relevant DFFB-related
parameters. Indeed, the conditions and the criteria leading to the
changes from one regime to another in the TRACE code depend indi-
rectly on the simultaneous perturbation of these parameters.

From a numerical point of view, this can also be explained by the
fact that the variance of the clad temperature transient tends to grow
over time up to the quenching. As such, any given parameter pertur-
bation which has a minimal impact at the early phase of the transient
might interact with the others and accumulate their small effects over
time and later be responsible to the growing variance of the output.

The existence of parameter interactions also marks the the fact that
hydrodynamic processes (e.g., wall and interfacial drags) are indeed
coupled with heat transfer processes (e.g., wall and interfacial heat
transfers) in the TH system code TRACE mainly through the void
fraction [157]. Thus, the simulation of a reflood process can be ex-
pected to reflect this coupling. It does, however, also complicate the
task of model parameters calibration if done solely on the basis of
temperature transient data because multiple combination of param-
eter values might give a similar clad temperature prediction at this
particular phase of the transient. Hence, to better inform the model,
additional types of data associated with different types of outputs
(e.g., pressure drop and liquid carryover) should be considered.

And although it was shown that a high degree of parameter in-
teractions existed with respect to this particular mode of variation,
the nature of these interactions among the parameters is still poorly

89

Mid-height clad
temperature
transient, variation
and sensitivity, 15

fPC

Mid-height clad
temperature
transient, variation
and sensitivity, P

fPC

Parameter
interactions



90

Sobol” indices,
second-order

Warping function
for the clad
temperature

transient, variation
and sensitivity

Pressure drop
transient, variation
and sensitivity

Liquid carryover
transient, variation
and sensitivity

SENSITIVITY ANALYSIS

known. The estimation of the second-order Sobol” sensitivity indices
would be required. These indices can give a clearer picture on the ac-
tual structure of the parameter interactions. In relation to this, one can
notice the analogy between the different phemonenological phases of
the reflood curve defined in the FEBA evaluation report [123], namely
the mist cooling, the film boiling, and the quenching phase, with the
three fPCs empirically obtained from FDA, namely the temperature
reversal, the temperature descent, and the quenching (the third fPC is
not discussed in this thesis for conciseness but is shown in Ref. [142]).

In other words, GSA using FDA-based Qols concisely and quan-
titatively shows how the effect of the the entrained droplets (mist)
on the clad temperature, which is implicitly captured by the DFFB-
related parameters, dominates the variation of the clad temperature
during the mist cooling phase (as labeled by the FEBA experimental-
ists). Furthermore, a more intricate picture can be inferred during the
film boiling phase, which happens at a later phase and may relate to
the interpolation in TRACE between the DFFB and the IAFB regimes
(i.e., the inverted slug regime).

The analysis of the clad temperature transient presented above was
conducted after the phase variations in the timing of the two re-
flood landmarks (i.e., maximum temperature and quenching) were re-
moved through registration. The variations of the warping functions
were separately analyzed (Fig. 3.15) and their sensitivity indices were
derived (Fig. 3.20). The results showed that the parameter responsible
for the time shift of the two reflood landmarks was mainly the one
related to the spacer grid heat transfer enhancement model. This is
consistent with the results obtained using the time of quenching as
the Qol. However, Fig. 3.15 also succinctly presented the finding that
although a delay in the time of the maximum temperature implies a
delay in the time of quenching, the variation of the former was much
smaller than the variation of the latter.

The variation of the pressure drop transient at the middle of the as-
sembly (Fig. 3.21) was mainly related to the rate of pressure drop rise
along the segment. Following the sensitivity analysis result (Fig. 3.21),
the interfacial drag of the IAFB regime became relatively influential
along with the inlet mass flow rate boundary condition. This was not
the case for the clad temperature outputs at different axial locations
and was found to be consistent across all pressure drop outputs. As
such, it might be worthwhile to consider pressure drop output for
model calibration, especially for the parameter iafbIntDr.

Finally, the functional variation of the liquid carryover transient
(Fig. 3.17) showed that the variation in liquid carryover transient was
straightforward to interpret, either faster or slower rate in comparison
with the mean. The sensitivity analysis (Fig. 3.22) results are reason-
able in the sense that the variation could be attributed to the variation
in the amount of liquid (and droplets) being transported (as repre-
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sented by the inlet mass flow boundary condition (fillV) and the
interfacial drag (dffbIntDr)) as well as the variation in the amount
of droplets being evaporated (as represented by the interfacial heat
transfer parameter (dffbVIHT)). However, the analysis showed that
the inlet mass flow rate boundary condition was much larger than
the two reflood model parameters. This puts into question the value
of liquid carryover data to calibrate the two reflood model parame-
ters under the uncertainty of inlet mass flow rate boundary condition
whose variability is assumed to be irreducible.

All in all, the sensitivity indices obtained confirms the consistency
of the phenomenological reflood model implemented in TRACE in
simulating an experimental reflood transient. Moreover, it has been
shown here for the first time how the variability in the parameters
relevant to the simulation of the reflood phenomena affects the output
and to what extent. These quantitative aspects have been confirmed
for different types of Qols and for different types of outputs.

These results can be compared, to a certain degree, to Ref. [158].
There, the SA was also carried out for the same problem (FEBA ex-
periment) using the same code (TRACE). Yet, the difference in the sen-
sitivity measures (based on the Pearson product-moment correlation),
the difference in the choice of parameters, and the difference in the
a priori ranges of variations for the parameters make direct compar-
ison between the two studies difficult. This underlines the problem
faced in using a global statistical framework for SA; the choices of
the parameters as well as the assumed range of variations to derive a
sensitivity measure have to be consistent across different studies for
the obtained measure to be comparable. These differences, in turn,
might be due to the different objectives of the respective studies.

3.7 CHAPTER SUMMARY

The global sensitivity analysis (GSA) methodology part of the pro-
posed statistical framework has been presented in this chapter. The
objective of GSA was to increase the understanding of the relation-
ships between model input parameters and time-dependent output,
within a selected region of interest in the input parameter space. This
understanding is beneficial for the follow-up work presented in Chap-
ters 4 and 5. In Chapter 4, a statistical metamodel is constructed based
only on the influential parameters, thus avoiding an unnecessarily
large number of training samples associated with a large input pa-
rameter space. In Chapter 5, the initial range of variations for (some
of) the input parameters assumed in this chapter are updated based
on available experimental data. There, the results of the SA can pro-
vide some ideas as to which parameters can be informed (the sensi-
tive ones), cannot be informed (the insensitive ones), or will present
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possible complications (the interacting ones) when considering the
available experimental data.

In accordance with the aim of increasing this understanding, a
novel set of Qols was derived using FDA techniques to character-
ize the overall functional output variation. This allowed us to cap-
ture the most essential features of the model behavior through its
time-dependent output, thus significantly departing from the more
conventional ad hoc Qols (e.g., minimum, maximum, or time-average
scalar value) that have been used so far in similar SA studies of nu-
clear reactor evaluation models.

The methodology was applied to the running case study of the
simulation of a reflood experiment conducted at the FEBA facility us-
ing TRACE. The value and limitation of screening methods were first
demonstrated for this type of application. Although the two variants
of the Morris method yielded similar results with relatively small
number of code runs, the Sobol’ total-effect indices (also estimated
with small number of runs) provide a more quantitative approach to
screen the noninfluential parameters.

The noninfluential parameters were then excluded from a detailed
variance decomposition. The results were consistent with the expected
phenomenological behavior of the reflood model implemented in the
TRACE code. The method was successful in apportioning the varia-
tion of scalar physical outputs (the maximum temperature and time
of quenching) to the variation of the input parameters.

When considering FDA-based Qols, which better represents the
whole transient of selected outputs (clad temperature, middle pres-
sure drop, and liquid carryover), it was found that the important
parameters and the nature of their interactions were changing dur-
ing the transient. For instance, during the early phase of the tran-
sient (when the temperature was increasing and during the early
reflooding phase), the simulation model showed weak interactions
among the prominent parameters (namely, the parameters related to
the spacer grid HT enhancement model and the DFFB regime). But,
during the temperature descent and around the quenching, most of
the variation in the clad temperature transient can only be attributed
to parameter interactions. The nature of these interactions, however,
remains to be investigated and is outside the scope of this thesis.

Lastly, this chapter demonstrates the added value of the proposed
FDA-based Qols for GSA of transient simulation models. The pro-
vided example demonstrates that considering different outputs of the
same transient or different aspects of the same output (as described
by different Qols) can highlight different model behaviors with re-
spect to the input/output relationship. This confirms the selection of
pertinent Qols as one of the most crucial steps in a GSA.



GAUSSIAN PROCESS METAMODELING:
EMULATING CODE INPUTS/OUTPUTS FOR FASTER
EVALUATION

Under Bayesian calibration framework, tens, if not hundreds, of thou-
sands code runs are to be expected to appropriately explore the pos-
terior probability distribution using different values of the input pa-
rameters. Such a large number of runs are only feasible for simulation
with a negligible running time. Therefore, to balance the need for vast
number of code runs with the finite computing resources and time,
an alternative approach is required to approximate the inputs/out-
puts relationship of the code for the selected relevant outputs within
a selected input domain of interest.

This chapter describes an approach to construct a fast surrogate
model (metamodel) that approximates (or emulate) the inputs/out-
puts relationship of an expensive code for faster evaluation at any
given input parameters values located in the specified domain. As
argued in Section 1.4.2 this thesis used the one based on Gaussian
stochastic process, which results in a statistical metamodel. A sta-
tistical framework of metamodeling along with necessary notational
conventions are first presented in Section 4.1. The framework casts
the problem of metamodeling as a problem of nonlinear regression
where a set of limited actual code runs (with input parameters values
judiciously selected) is used to predict the code output at any other
input values.

Afterward, a review on several fundamental concepts of multivari-
ate Gaussian random variable and Gaussian stochastic process is pre-
sented in Section 4.2. The section also establishes an intuitive con-
nection between multivariate Gaussian random variable and Gaus-
sian stochastic process. Section 4.3 then presents the formal Gaussian
stochastic process formulation used for metamodeling followed by
the important aspects of constructing it in Section 4.4. Section 4.5
specifically deals with an approach to tackle the case of code with
multiple outputs.

The application of the metamodeling approach to the TRACE model
of the FEBA facility is given in Section 4.6. The suitability of Gaussian
process metamodel on the TRACE model is assessed using different
choices made during the metamodel construction. The results and im-
portant findings of this step are subsequently presented and briefly
discussed. Finally, Section 4.7 summarizes the chapter.
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4.1 STATISTICAL FRAMEWORK

Consider a general regression problem: Given a deterministic com-
puter simulator (which, in essence, is a function) f : x € X C RP — R
evaluated at DM, an experimental design matrix {x,}"_;, yielding
N outputs y = {f(xn) =y, }\_;, the objective of the regression is to
compute (or predict) the value of f(x,) with x, ¢ DM.

The set D = {(DM,y)} = {(xn, f(xn) = y,,) 2‘21 of N observations
is often referred to as the training data, though the term is used in-
terchangeably with the training outputs y. The experimental design
matrix DM introduced in the previous chapter is interchangeably re-
ferred to as the training samples, inputs, or points in this chapter. As
before, the domain X is often rescaled such that x € [0, 1]P.

To evaluate f at any given x, ¢ DM, the code of course can be
simply run at that input. Unfortunately, the true underlying function
f(o) that produces y itself might be too complex and expensive to
evaluate. As such, the response surface of the function has to be re-
constructed or estimated based only on the small training data set
before the prediction is made. The estimated function is chosen to be
a simpler function that can be evaluated much faster (such as polyno-
mials). Although simpler, such an approximation should capture the
most, if not all, important aspects of the inputs/outputs relationship
of the true underlying function. This simpler, approximating function
is often referred to as an emulator, surrogate model, or metamodel.

In this thesis, the metamodel is represented using Gaussian Pro-
cess (GP), following the seminal works of Sacks et al. [53, 59] and
interpreted through a Bayesian perspective. The advantages of using
GP to represent an unknown function are its ability to model a com-
plicated multi-dimensional function with limited number of param-
eters [159] as well as the provision of prediction error estimate [35,
160]. Furthermore, being a statistical model based on a stochastic pro-
cess, it fits the statistical calibration framework of computer model
presented in the next chapter.

The GP metamodel, like many statistical models, can be interpreted
either in frequentist sense or Bayesian sense. In the frequentist sense,
the stochastic process Y(o) is one particular realization of an unknown
stochastic process. The prediction at a particular value of x,, is made
based on the process as estimated according to the training data. On
the other hand, in the Bayesian sense, a Gaussian process is first set
up as the prior for the stochastic process and the prediction of the
output at x, is made based on the posterior (or conditional) process
as updated by the training data’.

The frequentist case is the classical approach first developed as spatial interpolation
tool in geostatistics by Krige dating back to the 1950s [60] and formalized by Math-
eron in the 1960s [61]. In fact, Kriging model (due to Krige) is the more popular
term for GP metamodel. These two terms, Kriging model and GP metamodel, will
be used interchangeably in this thesis.
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Both of these interpretations give equivalent results. The subtle dif-
ference lies in the interpretation of prediction error. In the frequentist
case, the error is defined as the mean squared of error between the
prediction made by the estimated process and the (hypothetical) true
process [161]; while in the Bayesian case the error corresponds to the  Prediction error
epistemic uncertainty of the prediction conditional on the observed
data. That is, though the underlying computer simulation itself might
be deterministic, the uncertainty of the prediction at x, stems from
the fact that the simulator was not actually run at that input and
thus the output is not known. The Bayesian perspective, as argued in
Refs. [4, 35, 160], gives a more intuitive interpretation of the predic-
tion error. This perspective is illustrated in Fig. 4.1.

X X X

(a) Prior of functions (b) Observed data (c) Posterior function and predic-
tions

Figure 4.1: Gaussian process prior is equivalent to setting a prior over functions. After observing
the data, the process is updated to obtain the posterior process with reduced uncertain-
ties. Uncertainties are attached to each prediction made at arbitrary inputs which lie
outside the observed data (e.g., black points). Dashed lines and gray region represent
the mean and 3 x o, respectively. The scales in the axes are arbitrary.

4.2 GAUSSIAN PROCESS FUNDAMENTALS

This section reviews the basics of GP. The connection between the
stochastic process and multivariate Gaussian random variable (Gaus-
sian random vector) is first established. Appendix D.2 gives some ba-
sic concepts of multivariate random variable such as joint, marginal,
and conditional probabilities, while Appendix D.3 gives more detail
on Gaussian random vector (Multivariate Normal (MVN)).

4.2.1  From Multivariate Gaussian to Gaussian Process

To illustrate the notions of joint, marginal, and conditional distribu-
tions, an example of a bivariate random variable, a Gaussian random

vector Z = [Z1,Z,] € R? is given. It has the following mean vector Random vector, an
example
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and variance-covariance matrix, respectively,

u=[0,0" (4.1)
s _ VI[Z4] Cov(Zq,Z2]\ ([ 05  —0.265
Cov(Z2, Z1] VI[Z,] —0.265 0.25
The joint, marginal, and conditional PDFs of random vector Z are
illustrated in Fig. 4.2.

:) ;

3 5
0.35 o oreond corNee N E ...........................
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7]

Figure 4.2: An illustration of bivariate Gaussian distribution of random vec-
tor Z = [21,22] € R? having marginal means of 0.0 and vari-
ances of 0.5 and 0.25, respectively and with covariance of about
—0.265. The solid ellipsoids indicate the contour of joint PDF of
random vector [Z7, Z;]. The two solid curves at the x- and y-axes
indicate the marginal PDF of Z; and Z;, respectively. The dotted
curve shows the conditional density of random variable 21 given
zp = 0.35, while the dashed curve shows the conditional density
of Z, given z1 = 0.75.

The joint density for Gaussian random vector is given in Eq. (D.17).
Joint density, ~ For the bivariate random variable in the example, the density can be
illustrated  shown as contour plot in Fig. 4.2. In the figure, the solid ellipsoids
are the iso-contours of the distribution, where each pair of values lies

along the contour line has the same probability density value.
The two marginal densities for the example are shown as the solid
Marginal density, ~ curves plotted in the x and y-axes, respectively. As illustrated, the
illustrated  marginalization of the joint distribution can be thought as a projec-
tion of the 2-dimensional distribution into each of the corresponding

dimension.
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Finally, two conditional distributions p(z1 |z = 0.35) and p(z2 |z1 =
0.75) are given as examples of conditioning a probability distribution
in Fig. 4.2. They are shown as dotted and dashed curves plotted in Conditional density,
both axes. Conditioning can be thought of as slicing the 2-dimensional ~ illustrated
distribution. Conditioning two correlated random variables on one,
in general, changes the shape of the distribution of the other vari-
able. From the figure, conditioning shifts the mean and reduces the
variance of the resulting conditional distribution.
GP can often be thought simply as a generalization of finite mul-
tivariate Gaussian random variable into an infinite multivariate one.
To illustrate this idea, the marginal and conditional distributions of An entry to
a 15-variate MVN distribution are plotted with the random variables ~ Gaussian Process
at one common axis (x) while the range of values of the variables are
plotted in another axis (y). This is practically an extension to the bi-
variate case exemplified before. The origin of the underlying 15 x 15
covariance matrix is at the moment unimportant, but what the matrix
does is defining how the variables are correlated to each other. Fig. 4.3
shows the depiction. Fig. 4.3a shows the marginal distributions of
random variables z; to z15. Suppose the variables z;,z4,27, 29,212,
and z14 is observed (Fig. 4.3b). Now Fig. 4.3¢c shows the conditional
distribution of the non-observed variables (the rest). As can be seen,
the conditional probability of the non-observed random variables are
shifted (from the zero-mean unconditional distribution) and their
standard deviation are reduced.

« X L% ﬂ‘%%%#%%*

Z‘I Z‘:s Z‘n Z‘T Z‘sr Z‘ll Z‘L‘S Z;n Z‘z Z‘J 2‘7 Z‘s} le Z;J 2\ Z‘ii Z‘:‘ Z‘ti Z‘ei Z‘mZ‘n Z‘l& 2‘1:»
(a) unconditional (marginal) (b) observed data (c) conditional

Figure 4.3: A 15-variate MVN random variable Z. Prior to observing data, the mean and variance
of each variable correspond to the marginal mean (in this case 0) and variance. Condi-
tioning on the observed data shifts the mean and reduces the variance. Illustration is
adapted from Ref. [162].

Gaussian stochastic generalizes this procedure beyond the 15-variate
Gaussian random variable to an arbitrary number of variables at arbi-
trary locations on the real line. It is easy to imagine that the shape of
both marginals and conditionals will become smoother and smoother
with increasing number of random variables in the x-axis, thus re-
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sembling more and more a smooth function. In fact, it is one of the
interpretations of Gaussian process: a distribution over functions [4].

4.2.2  Gaussian Process

Gaussian stochastic process is a particular class of stochastic or random
process. Stochastic process is a collection of random variables, each of
which are indexed with certain underlying rules or ordering. To be
precise, a stochastic process is a set of random variables Y = {Y W {e
I}, where I is an index set, and it is defined on a probability space
(Q,7,P), where Q, JF, and [P are the sample space, the set of events,
and the assigned probability to the event, respectively [163].

For example, a time series can be modeled using stochastic process
where the random variables are the observations taken at different
time ordered sequentially. In this case the index set is the time index
of the observations. A spatial model, as another example, can be mod-
eled as a collection of random variables indexed by their locations in
space. And finally, in the metamodeling application, the random vari-
ables are collection of computational model output values at different
input values.

Gaussian stochastic process (GP, or Gaussian Random Field GRF) is
defined as a collection of random variables Y, any arbitrary number of
which is a multivariate Gaussian random variable [62, 164]. To establish
the connection with the notion of random function, the collection of
the random variables Y refers to the collection of values of a random
function Y(o) at various possible input x in the domain X C RP.
Specifically, Y(x), forx € X C RP is a Gaussian process if and only
if for any choice from the finite set of input {x1,x2,...,x; L > 1},
the random vector [Y(x1),Y(x2),...,Y(x1)] is a multivariate Gaussian
random variable [35].

A GP is fully specified by its mean and covariance functions, in-
stead of a mean vector and a covariance matrix. A GP Y(x) on X C RP
with a given mean function m and covariance K is denoted as

9(x) ~ §P (m(x), K(x,x7)) (4.2)

The mean function of a Gaussian process Y(x) is the function m :
X C RP — R defined as,

m(x) = E[Y(x)] (4.3)

The covariance function of a Gaussian process Y(x), on the other
hand, is the function K : (X € RP) x (X € RP) — R defined as,

K(xi,%;) = CovlY(xi), ¥(x;)] (4-4)

Notice that while the covariance function describes the covariance
between pairs of random function values, it is defined only as a func-
tion of the two inputs, x; and x;. The covariance function is also



4.2 GAUSSIAN PROCESS FUNDAMENTALS

sometimes referred to as the covariance kernel function as it defines
the elements of the covariance matrix (see example below). Not all
functions of the pair of inputs xi,x; are valid covariance functions,
but only the ones that yield a valid variance-covariance matrix given
by the condition in Eq. (D.21).

Finally, the process variance is defined as the covariance between
two random function values at the same input,

K(xi,xi) = Cov[Y(xi), Y(xi)] = V[Y(xi)] (4.5)

For a given finite L, a GP is reduced to a Gaussian random vector
with mean vector u and covariance matrix X,

[H(Xi)]NNL(H,Z) ;i:]lzl"'lL

U= [m(x1 )/ m(XZ)/ ceey m(xL)]T
VIY(x1)] oo Cov[Y(x1),Y(xr)] (4.6)
= ..
Cov[Y(xr), Y(x1)] --- VIY(xL)]

The shape of the random function drawn from a GP is character-
ized by its mean and covariance functions. Brief explanations of these
functions will be provided in the next two subsections. In the mean-
time, an example of a fully specified Gaussian process will be used to
illustrate how samples of functions can be drawn from such a stochas-
tic process. For the example, the following mean and covariance func-
tion will be used

m(x) =0

where x is a 1-dimensional input parameter such that x € [-2,2]. The
mean function is set to constant zero, while the covariance function is
chosen to be the so-called Gaussian covariance function (which will be
detailed in the sequel). The Gaussian covariance function is parame-
terized by the characteristic length scale 6 which is set to 0.70. This
parameter is often referred to as the hyper-parameter of the function.
Lastly, o is the variance of the stochastic process and it is set to 10.
To generate random draws of function from the fully specified GP
given in Eq. (4.7), first it must be specified at which input x the func-
tion values are to be drawn. For the present example, x is chosen to be
uniformly distributed {—24-0.2 x i}fgo. By specifying these locations,
the 21-variates Gaussian random variable can be constructed using
Eq. (4.6) with the elements of variance-covariance matrix computed
by the formula in Eq. (4.7) for all pairs of inputs. Sampling from such
a distribution can be done using algorithm outlined in Appendix D.s5.
Examples of five realizations from the GP are shown in Fig 4.4a. A
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realization of a GP on selected input locations is also called a sample
path of the process [35], a term which will be used interchangeably
with the term realization of a GP (or a stochastic process in general).

X X
(a) Unconditional (b) Conditional

Figure 4.4: Five realizations (sample paths) of a Gaussian process specified
in Eq. (4.7) at x; = {—2+0.2 x i}fgo. Shaded area indicates the
area enveloped by twice standard deviation of the process (or
95% probability region). In the right panel, the sample paths are
drawn conditional on six observed values (cross symbols).

Suppose now that values of six variables are fully observed as fol-
lows {(x,yi)}*_; = {(—2.0,—0.75),(—1.2,1.5),(—0.8,2.75), (0.4,3.75),
(1.2,—1.3),(1.8,—3.8)}. The conditional 15-variates Gaussian distribu-
tion can be constructed in the same manner as before with the con-
ditional mean and covariance following Eq. (D.24). Examples of five
sample paths from such conditional distribution are shown in Fig. 4.4b.
Observe that the standard deviations of the observed variables are
zero and the gray areas between them are substantially reduced.

An assumption for a class of stochastic process commonly made
for convenience is stationarity. A stochastic process Y(o) is called strict-
ly/strongly stationary if and only if for any finite set of inputs {x1,x2,
..., Xt} € X CRP with L > 1, and for h € RP such that {(x; +h),
(x2 +h),...,(xt +h)} € X, the distribution of random vector [Y(x7 +
h), Y(x2 +h),...,Y(xr + h)] is the same as the distribution of random
vector [Y(x1),Y(x2),...,Y(x1)] [35, 165]. In other words, the process
is invariant under translation.

The weakly stationary process used additional weaker assumption
than the strongly stationary process. A stochastic process Y(o) is called
weakly stationary if and only if the first two moments of the process
are constant. As such, the weakly stationary process is also referred
to as second-order stationary process.

However, as mentioned before, a GP is fully defined by its mean
and covariance functions. Therefore, if two GPs have the same mean
and covariance functions defined over the same domain then the two
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processes have exactly the same distribution and are the same process.
For the case of GP, the notions of strongly stationary and weakly
stationary coincide. This implies that a stationary GP has a constant
mean and a constant variance, as well as a covariance function that
satisfies the condition of being invariant under translation as follows,

CovlY(xi), ¥(xj)] = Cov[d(xi + ), Y(xj + h)] = K(xi —%;) (4.8)

In stationary GP, the covariance of random function values between
two input points is only determined by the distance between the two
inputs and the covariance function is called stationary, isotropic covari-
ance function [62]. The notion of distance used in the above definition
depends on the specific type of the covariance function as will be ex-
plained in the next subsection. Additionally, following Eq. (4.8), the
process variance can be defined as the covariance at zero distance or
K(0), which is constant across input parameter space.

A more flexible class of GP models can be constructed by relaxing
the stationarity assumption. However, stationarity is often assumed
because it requires less assumption than the alternatives, considered
non-informative, and therefore more generic [160]. Moreover, the sta-
tionary process remains important to study as they serve as building
block for more advanced models [35]. For instance, the stationarity as-
sumption can be relaxed simply by considering a non-constant mean
function as proposed in Refs. [166, 167], while keeping the covariance
part stationary. Another alternative is to consider multiple stationary
covariance functions defined for each partitioned region of the whole
input parameter space as proposed in Ref. [168].

4.2.3 Covariance Kernel Function

Covariance kernel function determines the covariation structure of
dependent data. This, in turn, determines the behavior (or shape) of
the sample path of the outputs between input points. For a stationary
covariance function, it is more convenient to separate the constant
stochastic process variance o and the stochastic process kernel corre-
lation function R(o, o) between two input points using the following
relation,

K(xi,%j) = 62R(xi,%;) (4-9)

where R, the correlation kernel function, is defined such that x;,x; €
X C RPV1i,j; and o2 is the aforementioned stochastic process vari-
ance, which determines the scale of variation magnitude of the out-
put space.

In the following, three different types of stationary correlation ker-
nel functions are presented. These functions, namely Gaussian, power-
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exponential, and Matérn class kernels are widely applied in the simula-
tion metamodeling literature. At first, only 1-dimensional kernel func-
tions denoted by r(x;, x;j) are described. Later on, these 1-dimensional
functions are used to create a multidimensional kernel function R(x;, x;)
by means of tensor product.

For each, the correlation function is defined and several sample
paths are drawn to illustrate the effect of using different kernels as
well as respective parameters on the sample path. It is important to
note that it is a sample path of a stochastic process that is used as
a metamodel and thus it is important to study its properties. For a
stationary Gaussian stochastic process, only the correlation function
determines the main properties of sample path, namely its continuity
and differentiability (or smoothness). In particular, the continuity of a
stationary correlation function at the origin guarantees the continuity
of the sample path, and the smoothness of the correlation function de-
termines the smoothness of the sample path. The mathematics behind
these assertions is beyond the scope of this thesis, but an accessible
reference on the topic can be found in [169].

4.2.3.1  Gaussian Kernel

The Gaussian correlation kernel function, also known as the squared
exponential kernel, is given by the following formula [35, 62, 170],

(Xi_xj)z]

> (4.10)

T(xi,%;,0) = exp [—

The Gaussian kernel is parameterized by a single hyper-parameter
0 that defines the characteristic length-scale of the process (or the

Characteristic range parameter). Fig. 4.5 shows the correlation value as function of
length-scale (range)  Euclidian distance, (x; —x;)?, between input points according to the
parameter Gaussian kernel, for three different range parameters. Obviously, for
smaller 0 the correlation between two inputs drops more quickly over

shorter distance, and vice versa.

The range parameter of a Gaussian kernel determines the range
over which the distance between two input locations affects the out-
put correlation. To be precise, the notion of how similar (or dissim-
ilar) two input locations are is defined relative to the characteristic
length-scale. With a very short range, the output of random func-
tions becomes easily uncorrelated except for a very close (similar)
inputs. The realization of the process, therefore, will exhibit more er-
ratic behavior at short ranges as it allows for changes that are more
abrupt over shorter distance and less dependent of the neighboring
values. On the other hand, with a longer range, the output of ran-
dom function tends to be highly correlated except for very different
input values and thus the realization will exhibit more rigid pattern.
Gaussian kernel, however, always produces smooth realization. That
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Figure 4.5: Examples of Gaussian correlation kernels with three different
range parameters.

is, at any given point the Gaussian kernel is continuous and differen-
tiable (see the neighborhood of the origin of Fig. 4.5). The Gaussian
kernel is widely applied in the metamodeling literature and almost
become a default choice for the correlation kernel [171], though as
mentioned in Ref. [62] the overly smooth process can result in ei-
ther physically unrealistic or numerically difficult situations (i.e., the
resulting variance-covariance matrix is ill-conditioned for poorly se-
lected design points).

Fig. 4.6 shows a comparison between realizations of a GP using
Gaussian kernel for three different range parameters. The short range,
illustrated on the left panel, allows for more sudden change in the
output values while the long range on the right shows smoother (and
rigid) pattern for the same input domain (0.0 < x < 3.0). Also no-
tice that the realizations with the shorter range produces more local
maxima and minima.

0=0.1 =1 0=10
3 3 37
>0 >0 >0
——
-3 -3 -3
0 1 2 3 0 1 2 3 0 1 2 3
X X X

Figure 4.6: Examples of realizations from GP with Gaussian correlation kernel for three different
values of range parameter. The plotting range of the y-axis for each panel are set to
43 x 0. Each process has the same process variance, 02 = 1.0
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4.2.3.2 Power-Exponential Kernel

The Gaussian correlation kernel belongs to a wider class of 2-param-
eter kernel function family called the power-exponential kernel and is

given by [35, 62, 170],

v\ P
T(xi,%4;0,p) = exp [— (|X19X3|> ] for® > 0.0and0 < p < 2 (4.11)

The parameter 0 remains the range parameter of the process, while
the additional parameter p is referred to as the shape parameter of
Shape parameter p the process. Specifically, the shape parameter p determines the differ-
entiability of the process at the origin [169]. Fig. 4.7 shows the corre-
lation value of power-exponential kernel with three different values
of p and 0 as function of L1 norm (Jx; — x;]).

— 0=0.1
--- 0=05
0=25

Figure 4.7: Examples of power exponential kernel functions for different values of shape parameter
p and range parameter 0 as function of L1 norm.

Although, strictly speaking, only when p = 2 is the power-exponential
correlation differentiable at the origin (thus guarantee the smooth-
ness of the realization), the shape parameter dictates the apparent
roughness of the sample path drawn from the process as illustrated
in Fig. 4.6 [62].

Figure 4.8: Several realizations from GP with power-exponential kernel functions of different
shape p and scale 8 parameters.
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It is argued in Ref. [166] that the power-exponential kernel function
is an appropriate choice in metamodeling application due to its flexi-
bility of representing different shape with respect to its regularity and
differentiability mainly controlled through the additional parameter
p. For instance, Gaussian correlation kernel is a special case of the
power-exponential kernel when p equals to 2. Another special case is
when p = 1 which is called the exponential kernel. In this particular
case, realizations of which are depicted in Fig. 4.8b, the process is
continuous but not differentiable [62].

4.2.3.3 Matérn Class Kernel

The Matérn class correlation kernel is another 2-parameter kernel
family and it is given by the following formula [35, 62],

21=v /2 e\ Y 2 o~

I'(v) 0

where positive v and 0 are the correlation kernel parameters; I'(o)
is the Gamma function; and K, (o) is the modified Bessel function
of order v. In the literature, the value of v is often restricted to half
integer v = n + %;n € {0,1,...}, because in that case the resulting
modified Bessel function can be written simply as a finite series given

by
Ky(t) =exp (— \/72 k'n;_ kk 20% (4.13)

The Matérn class is considered more flexible than the power-expo-
nential kernel because the shape parameter v directly controls the
number of differentiability of the process [172]>. However, it was ar-
gued in [62], that for machine learning application (i.e., regression
and classification) only v = 3/2 (once differentiable) and v = 5/2
(twice differentiable) are of practical interest. This is due to the fact
that for v < 3/2 the process becomes too rough3, while for v > 7/2 the
smoothness of the process realization cannot be distinguished any-
more from an even smoother process. These two Matérn correlation
kernels are given below [62, 170],

V3xi — xj] o V3 — (4.14)
0 1 4

Ty=3,2(Xi,%j;0) = (1 +

V5Ixi — x| 5lxi — x5l V5[ — X
TV:5/2(Xi/Xj;e) = (] + 19 ) + 1362 ) exp _%

2 That was not the case for power-exponential kernel because, strictly speaking, the
process in only differentiable at p = 2 (and in fact, infinitely differentiable).
3 In fact, it reduces to the exponential correlation function.
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(4.15)

As the two previous kernels, the parameter 6 serves as the range
parameter of the process. Example plots of the Matérn kernel with
different shape and range parameters are shown in Fig. 4.9.

0=2
1.0 4 1.0
> 0.5 > 0.5
0.0 0.0 ‘
0 1 2 3
i =

Figure 4.9: Matérn kernels for two different range parameters 6 and, for
each, two different shape parameters v.

Examples realizations drawn from GPs with Matérn kernel with
different shape and range parameters are shown in Fig. 4.10. As ex-
pected, the realizations from Matérn kernel with v = 5/2 is smoother
than the ones from v = 3/2.

=1 0=2

— v=3/2 — v=3/2
---- y=5/2

Figure 4.10: Example of sample paths drawn from GPs with Matérn ker-
nel for different range and shape parameters. One realization is
drawn from each combination of the parameters.

4.2.4 Multidimensional Construction

In order to create a valid multidimensional correlation kernel func-
tion from a valid 1-dimensional correlation function given above, a
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tensor product construction is used as follows,

D
R(xi,x;) = H Ta (ng),xj(d)) (4.16)
d=1

where r4 is a 1-dimensional correlation kernel function for the d-th
input dimension; while ng) and x)gd) are a pair of values in the d-th
input dimension.
Although it is possible to mix different types of correlation function
or use different kind of multidimensional construction (see for exam-
ple Ref. [173]), the tensor product with the same correlation function  Mixing kernels
for each input dimension is the most well-established and, by far,
the most popular approach in the applied metamodeling literature to
date [35, 53, 59, 159, 160, 166, 170, 171, 174].
Fig. 4.11 shows two examples of realizations of random surface
drawn from a multidimensional GP with the same process variance
(0% = 10.0) but with two different correlation kernels. On the left is Random surface
an example of a realization drawn from the GP using two Gaussian
correlation kernel functions in which the characteristic length scale in
the y-direction is four times the scale in then x-direction. On the right
is an example of a realization drawn from the GP using Matérn cor-
relation kernel functions. For this case, the shape parameter is three
times larger in the x-direction than in the y-direction. As such, for
both cases, the surface appears less smooth in one of the direction.

a) Gaussian, 65 = 0.5,0, = 2.0 b) Matérn v =5/2, 0, = 15,0, = 0.5
y y

Figure 4.11: Two random surfaces drawn from two different multidimensional GP with the same
process variance of 02 = 9.0. Differences in the scale (for Gaussian) and shape (for
Matérn) parameters for the inputs yield smoother path in one direction. The color
scheme is the same for both plots with the range of +3 x o.



108 GAUSSIAN PROCESS METAMODELING

4.2.5 Process Variance

For stationary GP, the shape of the sample path is determined solely
by the form of the correlation. The role of the process variance ac-
cording to Eq. (4.9) is to determine the scale of the magnitude of
the output variation. Fig. 4.12 gives an illustration of the realizations
drawn from a set of GPs with the same kernel correlation function
(i.e., Gaussian kernel with 6 = 1.0), but with different values of pro-
cess variance. As shown, the visible features of the realizations remain
very similar to each other. What has changed, however, is the scale of
the variation in the output space.

o?=1 o2 =25 % =100
3 15 30
. . . %
—3 —15 - —30
0 1 2 3 0 1 2 3 0 1 2 3
X X X

Figure 4.12: Realizations of GP with Gaussian correlation kernel for three different values of pro-
cess variance. The plotting range of the y-axis for each panel is set to £3 x 0.

4.2.6  Mean Function

Mean function is the drift term in the GP model. Strictly speaking, in-
corporating other than a constant mean function to the specification
of a GP introduces non-stationarity to the process. But as the known
mean function can always be removed from the formulation (i.e., by
centering), the process, especially with respect to its correlation func-
tion, can still be considered stationary. Fig. 4.13 shows several realiza-
tions drawn from three GPs having the same covariance kernel, but
with three different mean functions. As it can be seen, the process are
centered differently for the three GPs. The choice of the mean func-
tion determines the behavior of the conditional process (where it is
constrained by the observed data) in the region far away from the
available data.

The use of the mean function provides an opportunity to incorpo-
rate prior knowledge of the process before observing any data or to
improve the resulting model performance for extrapolation purpose
[162, 167]. However, without a very specific knowledge of how a pro-
cess is expected to behave, it is difficult to completely specify a justi-
fiable mean a priori. Indeed, it was argued in Ref. [160] that the use
of either zero or constant mean in GP to model a process signifies a
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> ) > >
TN
X X X
(a) constant (b) linear (c) quadratic

Figure 4.13: The effect of using three different mean functions (in dashed lines) on the realiza-
tion of GP having the same covariance kernel (Gaussian). The scales in the axes are
arbitrary.

vague or the least informative prior to the unknown. This eventually
leads to the most generic formulation.

4.3 GAUSSIAN PROCESS METAMODEL

To formalize the use of GP in the metamodeling of a simulator, con-
sider once again the regression problem of predicting the output at
an arbitrary input f(x,); X, ¢ DM given {(DM,y)}; where f, DM,
and y are the function representing the simulator, the design matrix,
and the training output, respectively. A GP metamodel makes the
prediction as

Y(xo) = K(xo) + Z(x0) (4.17)
The equation above, the Kriging model, consists of two components:

* The mean/drift/trend term, p:x € X C RP — R, is a determinis-
tic function. The choice of the trend term distinguishes different =~ Mean term
classes of Kriging model. Simple Kriging (SK), refers to a class of
Kriging whose arbitrary trend function is fully specified. Univer-
sal Kriging (UK), on the other hand, is a class of Kriging where
a general polynomial model is assumed, but its coefficients are
unknown [166, 167, 175],

J
nix) = Byhy(x) (4.18)
j=0

where h; are polynomials basis functions; and (3; are the as-
sociated unknown coefficients. Ordinary Kriging (OK) is a spe-
cial case of UK where the trend is set as an unknown constant
(ho(x) =1;] =0).
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* The bias or residual term is a stochastic process. In particular, it
is modeled using a zero-mean, stationary Gaussian stochastic
process,

Z(x) ~ §P(0, o*R(x,x*)) (4.19)

where 02 and R are the process variance and a stationary corre-
lation function (such as the ones presented in Section 4.2.3), re-
spectively. The residuals, being modeled as a GP, are correlated
and this correlation is a function of the input parameters. As
such, a Kriging model can be thought of as a generalized linear
model whose elements of the correlation matrix are specified ex-
plicitly by a parametric function [176]. Note that the predictor
in Eq. (4.17) becomes a stochastic process due to this term.

According to the above, a GP metamodel contains several parame-
ters called the hyper-parameters. This term is used to distinguish them
from the input parameters associated with the original simulation
model. The hyper-parameters of a GP metamodel are the ones asso-
ciated with the chosen trend function (Eq. 4.18); the ones associated
with the selected correlation functions (Section 4.2.3); and the process
variance o2. The total number of hyper-parameters depends on the
number of model parameters as well as the selected structure of mean
and correlation functions. For instance, for a D-parameter simulation
model represented by a GP metamodel with linear first-order mean
and power-exponential correlation function (Eq. (4.11)), the total num-
ber of the hyper-parameters ¥ = (8,02, 0, p) is 3D + 2; while for the
same model represented by a GP metamodel with a constant mean
and Gaussian correlation functions (Eq. (4.10)), the total number of
hyper-parameters ¥ = (u, 62,0) is D + 2.

As mentioned earlier, two classes of Kriging models can be dis-
tinguished depending on what is specified on the trend term: Sim-
ple Kriging and Universal Kriging. Simple Kriging is the simpler case
where all the hyper-parameters involved are known. In that case the
prediction of the output at an arbitrary input location is straightfor-
ward as shall be seen below.

Following the formulation above, a GP metamodel, implies that the
computer code outputs at every input locations are jointly Gaussian.
As such, the code outputs at the training inputs DM = {xi}‘i\‘:] ,Y(DM)
(Y(x1),Y(x2),...,Y(xn)) and the output at an arbitrary input x,, Y(xo)
are distributed jointly as an (N + 1)-dimensional Gaussian,

[y(DM)] N ( [u(DM)] 2
Y(xo) u(xo)

where:

R(DM,DM) R(DM,x,)
]) (4:20)
R(xo,DM)  R(xo,%o)

* u(DM) is the vector of mean values at the training points,

w(DM) = [u(x1),..., nOxn))’ (4.21)
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* u(x,) is the mean at an arbitrary test location.

* R(DM,DM) is the N x N correlation matrix between outputs at
the training points,

R(x1,x1) -+ R(x1,xn)
R(DM, DM) = : : (4.22)

R(xn,x1) -+ R(xn,xXN)

e R(DM,x,) = R(xo,DM)T is the N x 1 vector of correlation be-
tween outputs at the training points and the output at the test
point,

R(DM, X,) = R(xo, DM)" = [R(Xo,X1), ..., R(Xo,Xn)]" (4.23)

* R(x,,%0) is the correlation of the output at the test input with
itself. By definition this correlation is equal to 1.

Provided that the outputs at the training inputs are fully observed
(i.e., the code is actually run at those inputs), then the output at the
test input Y(x, ) given the observed outputs Y(DM) =y = (y;,y,,...,
YN )T is a conditional Gaussian random variable,

Y(x0)IY(DM) = {yi 11\1:1 ~N (mSK(xo)r SéK(xo)) (4-24)

where mgk and s%K are the mean and the variance of the distribution,
respectively. They are also often referred to as the simple Kriging mean
and simple Kriging variance, respectively.

The simple Kriging mean (or the Kriging predictor) is expressed as
follows

msk (Xo) = u(Xo) +R' (xo, DM)R™' (DM, DM)(y — u(DM)) (4.25)
The simple Kriging variance, on the other hand, is expressed as
stk (xo) = 02(1 =R (xo, DM)R ™! (DM, DM)R(x,, DM)) (4.26)

The expressions for the mean and the variance above are obtained
through the conditioning operation of the Gaussian random vector in
Eq.( 4.20) (See Appendix D.3). In practice, the Kriging mean are used
as a predictor of the code output at an arbitrary input location, while
the variance is used as a measure of error of that prediction.

The simple Kriging model has several interesting features:

¢ The Kriging predictor given by the mean in Eq.(4.25) is a lin-
ear predictor. In other words, the centered predictor (msx (xo) —
i(xo)) is a weighted linear combination of the centered data
(y — u(DM)). The weights depends on the correlation function
R(o,0), the design of training points DM, and the distance be-
tween the test point and the training points.
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¢ The variance collapses at the training points, that is plugging-
in x; € DM into Eq.(4.26) will yield s%K(xi) = 0,Vi. As such,
the Kriging predictor is also an interpolant, which exactly fits
the observed data (i.e., deterministic code output at the training
inputs). See Fig. 4.1c for an illustration.

* The variance on a given test point does not depend on the ob-
served data. Strictly speaking, it is only dependent on the pro-
cess variance 02 and the correlation function R(o, o). Further-
more, the variance on a given test point is also equal or less
than the process variance, the difference of which depends on
the distance between x,, and the training points DM. The closer
X, is to the training points, the smaller the variance at that point.
See the difference between two black points in Fig. 4.1c in rela-
tion to their relative position to the data.

* Being the variance of a conditional Gaussian distribution, the
Kriging variance can be intuitively interpreted as the posterior
uncertainty of the prediction given the observed data. The nature
of this uncertainty is epistemic as, in the case of this thesis, the
computer code that underlies the observed data is deterministic.
That is, the uncertainty associated with the prediction at an ar-
bitrary input is due to the lack of knowledge because the code
itself is not run at that point, though the prediction is informed
by the observed data as contained in the training data.

As mentioned in Section 4.2.6, adding a mean function in the GP
metamodel formulation can provide an opportunity for a more flexi-
ble metamodel in the extrapolatory region, where prediction is made
at a point far away from the training points. Although there is practi-
cally unlimited number of possible mean functions, the function is of-
ten represented simply by fixed basis function whose coefficients are
unknown (Eq. (4.18)). This leads to the Universal Kriging formulation
(Ordinary Kriging for constant mean function), where extra hyper-
parameters are introduced in the metamodel. Even by restricting the
mean function to be within this family, the possibility over the choice
of such function is still wide. The questions about the degrees, the
interaction terms, etc., are now part of the metamodel construction.
All of these eventually result in an even more complex metamodel.

The literature, however, is split on the usefulness of adding a mean
function in the metamodel formulation. Ref. [176] reported that Krig-
ing with complex trend function gave a better prediction performance
for the 2-dimensional non-linear test problem used in the article, while
Ref. [166] argued that using mean function of one-degree polynomial
allows for a global (i.e., extrapolatory) non-stationary model which
did not affect the metamodel performance on the test function. On the
other hand, Ref. [177] noted that adding a mean function within the
Universal Kriging framework affects the prediction in the extrapola-
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tory situation, while any formulation yielded the same performance
in the interpolatory situation. Ref. [167] concurred with the conclu-
sion and further warned that in high-dimensional problem with small
training samples size, all problems tend to be extrapolatory and a mis-
specification of the mean function bears the risk of large error in the
prediction. The studies in Refs. [160, 178] provided less convincing
results of using mean functions and thus suggested the use of either
zero or constant mean function for simplicity. And indeed, in this
work, the mean function is assumed to be zero by first standardizing
the output.

All the Kriging models above assume that the correlation function
has been selected and its hyper-parameters are fully known. In most
practical situations, there are different choices of correlation functions
to choose from. Its hyper-parameters are also not known a priori and
have to be estimated from a set of observations. These two problems,
model selection and model fitting, will be discussed in the next section.

4.4 PRACTICAL ASPECTS OF GP METAMODEL CONSTRUCTIONS

Three basic tasks involved in the construction of a valid metamodel
outlined in Section 4.3: selecting the design/training points (i.e., gen-
erating DM), model fitting (i.e., estimating the hyper-parameters ¥),
and model validation (i.e., assessing whether the constructed meta-
model is appropriate for its intended use: to replace the expensive
simulator code).

4.4.1  Selection of Design/Training Points

The metamodeling of deterministic simulator f to obtain the surro-
gate f is based on the training data (DM = {xn}l\ﬂz1 ,y =1{f (xn)}Tl\L':1 ),
the design matrix and the corresponding outputs from the actual sim-
ulator runs. The accuracy of f, in turn, is determined by the configu-
ration of DM, the sample size N, and the true underlying relationship
of f [179].

The selection of points in the input parameter space, which deter-
mines the geometrical configuration of DM, is aimed at exploring the
whole input parameter space X, at least in the region where the im-
portant features of the model (e.g., region of strong non-linearity) are
located. As this region (or regions) is often not known in advance,
the most straightforward approach that explore the parameter space
is by using the grid approach with a fine discretization shown in
Fig. 4.14 [175]. In practice, with a constraint on computational bud-
get, the amount of actual code runs is limited. The objective is then to
select the limited points more judiciously to obtain as much informa-
tion about the model as possible with as few points as possible [54,

58].

113

Model selection,
model fitting

Grid approach



114

GAUSSIAN PROCESS METAMODELING

X2
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(@) A=5N =36 (b) A =10,N = 121 () A =20,N =441

Figure 4.14: Grid approach to select training points becomes prohibitively expensive for high-
dimensional problem. Shown here is grid in 2-dimensional input parameter space
and the code is supposed to be evaluated at each vertex. In larger-dimension, the
problem is worsened with requirement of N = (A +1)P code runs, where A is the
discretization level assumed uniform for all parameters and D is the number of pa-
rameters.

Design for computer
experiment

Examples of design:
SRS, LHS, and
Quasi-random
sequernce

Some techniques to select the training points are borrowed from
the design of (physical) experiments. Deterministic computer code,
however, lacks random error and (hidden) nuisance parameters that
renders techniques such as randomization, replication, and blocking
irrelevant [35]. On the other hand, computer experiment tends to in-
volve many more input parameters compared to its physical counter-
part, which is constrained by cost. A good design for (deterministic)
computer experiment, therefore, are constructed based on different
set of principles. First, due to the deterministic nature of the underly-
ing code, the design should avoid any repetition of observation. Sec-
ond, due to the lack of knowledge about the underlying inputs/out-
puts relationship of the model, the design should spread the avail-
able points evenly across input parameter space [35]. In other words,
the design should be model-free without assuming any explicit form
of inputs/outputs relationship. Third and finally, the design should
have a good low dimensional projection properties* [180, 181]. It is
further argued in [181] that due to the effect sparsity principle (in
relation to parameter interaction), a design with good 2-dimensional
projection property is enough to construct an accurate metamodel.
Design for computer experiment that roughly follows these princi-
ples are generically termed "Space-Filling" [35, 58, 180-182].

Simple random sampling (SRS) (Fig 4.15a) is the simplest and most
generic approach to generate design of computer experiment. While
technically non-repetitive, the samples generated by SRS are not guar-
anteed to be well-separated; clusters tends to form around one region
of parameter space while leaving other part of the region unexplored.

Good coverage, no cluster, and does not induce artifical correlation in the projection
of the design.
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The latin hypercube sampling (LHS) initially developed for the analy-
sis of computer experiment in lieu of SRS [183] has become a popular
alternative in computer experiment [184]. LHS guarantees that values
for each input dimension is different (Fig. 4.15b) (i.e., has an excellent
1-dimensional projection). The projection in higher dimension, how-
ever, is still not guaranteed to be optimal. Its improvement to provide
a better uniformity properties in all dimension have been continu-
ously proposed in the literature [35, 54, 181, 182, 184]. More recently,
the use of quasi-random sequence originally applied to accelerate the
convergence of Monte Carlo integration (see for instance Ref. [185])
has also been applied for constructing experimental design. Fig. 4.15¢
is an example of such design, generated using Sobol” quasi-random
sequence.

x
1 « % X 1 o o X . X 1 o x . x %
X X X X
x P XXy x « x X w
X% X x % X, X
XX x X x « X X X X ><>< «
X X M X X X x X
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o ><><>< o X' ><>< X o X x
= « o x 2 T o 2 o X
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x X 'x X X X X
% X X x X x X
X% x X X% Xy x x
X x XX X x x
x X x X X x X % « X X
x XX ><>§§< X * X>S< X ><>< X x
x
0 % X X 0 X x % X 0 >$< X %
0 X1 1 0 X1 ! 0 X1 !
(a) SRS (b) LHS (c) Sobol” sequence

Figure 4.15: Examples of experimental design for metamodel training in 2-dimensional input pa-
rameter space. Any 2-dimensional projection from higher dimension is represented in
the same manner.

It is also worth noting that the literature has no consensus regard-
ing the extend to which the design of experiment is important for
metamodel accuracy [184]. Several authors (such as in Refs. [175, 180, On the importance
181]) emphasized the design utmost importance while others (such ~ of sample size
as in Refs. [58, 178, 186]) considered it to be less important, especially
compared to the training sample size. Those three latter studies re-
ported that while a better design might be important for a relatively
small sample, the importance of sample size will eventually eclipse
the importance of a more efficient design (especially when such a con-
vergence study can be afforded). That is, the accuracy of the resulting
metamodel converges to the same value with increasing sample size
regardless of the design. On the other hand, the size of training sam-
ple at which the metamodel accuracy becomes acceptable, is different
from application to application and, as noted in Ref. [187], is closely
related to the complexity of the underlying function. The paper pro-
poses the sample size of N = 10 x D as a rule of thumb for starting
point. As the complexity of the underlying function is not known in
advance, an empirical study for each case has to be carried out to
assess whether the resulting metamodel is acceptable.
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As a final remark on the subject of design, all the designs consid-
ered in this thesis belong to a strategy called one-stage or one-shot
strategy [188, 189]. The strategy means that the training samples are
generated at once and a metamodel is constructed and applied only
based on that. Generating training samples of larger size might be
necessary, but the larger samples will be generated essentially from
scratch without using the results obtained from the smaller samples.
Sequential design is the alternative approach where the new design
points are added sequentially to the initial batch of training set. In
essence, it adaptively samples the input parameter space around the
more interesting region (with more variation thus more difficult to
approximate) based on the previously constructed metamodel. The
newly found point is then augmented and a new metamodel is con-
structed and the process is repeated until the required level of accu-
racy is attained. Though it potentially leads to a more efficient design
(fewer samples required overall), it also adds additional complexity
to metamodel construction (see for example Refs. [189, 190]).

4.4.2  Model Fitting/Training

In most metamodeling applications, the values of the hyper-param-
eters for a selected GP metamodel are not known a priori. The param-
eter estimation process, a term interchangeably used with fitting, train-
ing, and learning, applies mathematical techniques to a set of training
data to estimate the values of the hyper-parameters [68]. In the fol-
lowing it is assumed that a particular correlation function has been
selected and that the mean function p(o) is known, with values at
training points denoted in the following simply as p. In other words,
it starts from the Simple Kriging formulation.

To estimate the values of the hyper-parameters ¥ of a chosen struc-
ture of mean and covariance functions, it should be first acknowl-
edged that under GP model, the distribution of the observed data
given a Gaussian process (y|Y(x);¥) is Gaussian, such that its PDF
is of the form

1 —u)' R (y—
TN (G NART2 P y—w X (y—n) (4.27)

L(Wy) =

The term above is called the likelihood function. The slight change of
perspective from a conditional density function to a common function
is due to the fact that the data is already observed [191]. For compact-
ness, the N x N correlation matrix between outputs at the training
points R(DM, DM) is written simply as R; and the N-dimensional
vector of the mean value at the training points as p. Finally, it is
also implied in the formulation that the chosen GP is fully specified,
through its hyper-parametrization ¥ such that the notation Y(x) is re-
moved from the expression. The hyper-parameters ¥, in turn, include
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o2 and other hyper-parameters related to the correlation kernel func-
tion R3.

Starting from the likelihood formulation, a common approach to
estimate the hyper-parameters values is by selecting the ones that
maximize the likelihood for a given observed data y. This estima-
tion procedure, the maximum likelihood estimation, is also known
in the literature as empirical Bayes [175] where the estimation is de-
rived strictly from available data. The procedures is as follows: First,
the hyper-parameters related to R, noted ®, are initially assumed to
be known to estimate 02 by minimizing the negative log likelihood®
(which is equivalent to maximizing the likelihood),

(62|®) = argrznin (— In £(62; @))) (4.28)

yielding

52 - u)TI;Ef (y—m (4.29)

The estimated 67 are then fed back into Eq. (4.27) to obtain the so-
called concentrated/profile likelihood [192, 193]. The term is due to the
fact that the full likelihood has been further conditioned by setting
some of the parameters (in this case ¢2) to a constant (in this case,
its maximum likelihood estimates). This procedure eases the numeri-
cal difficulty of finding simultaneously the maximum likelihood esti-
mates of all the hyper-parameters in high-dimensional space. Finally,
the estimate of © is obtained through the maximum of the (profile)
likelihood,

(@)I&Z) = arg min (— In £(O; 62)) (4.30)
©
The computation of Eq. (4.30) can then be carried out using an uncon-
strained optimization algorithm, such as the Newton’s, quasi-Newton,
or one of the global stochastic (e.g., genetic algorithm) methods. Re-
view of different types of optimization algorithms can be found in
Ref. [194].
Having estimated the hyper-parameters, the Kriging predictor is
expressed as,

sk (Xo) = 1(Xo) + 1) o R (y — 1) (4-31)

As before, for compactness, the N x 1 correlation vector between out-
puts at the test and the training points R(x,, DM) is written simply as

e.g., for Gaussian kernel there is one hyper-parameter 0 for each input while for
power-exponential kernel there are two hyper-parameters, p and 6, for each input.
Logarithm is often taken on the likelihood to avoid underflow error when dealing
with a very small number.

117

Maximum likelihood
estimation /
empirical Bayes

Concentrated
(profile) likelihood



118

Uncertainty on ¥

Full Bayesian
treatment

Metamodel
validation

GAUSSIAN PROCESS METAMODELING

to. The subscript © appears in r and R which implies that the correla-
tion functions are evaluated using the maximum likelihood estimated
values of the hyper-parameters.

The variance associated with the predictor is expressed as

83k (xo) = 6%(1—r1) sRG'r, ) (4.32)

Egs. (4.31-4.32) are the same as Egs. (4.25-4.26), except now the
hyper-parameters are replaced by their Maximum Likelihood (ML)
estimates. This implies that the uncertainties associated with the ML
estimates are not incorporated into the Kriging predictor and vari-
ance [195]. That is, the uncertainties of the predictor (its variance)
given the observed data is also conditional on a particular values
of hyper-parameters which underestimate the true Kriging variance
[196].

Full Bayesian treatment of this problem acknowledges this addi-
tional source of uncertainty and considers the hyper-parameters as
nuisance parameters. It assumes a prior over the hyper-parameters,
compute the posterior based on the training data, and then use the
posterior to average (integrate) the hyper-parameters out from the
Kriging predictor and variance [83, 88, 93, 195]. This increases the
computational cost as well as the complexity of the analysis with
mixed results [182]. As noted in Bayarri [93], whose ultimate goal was
model calibration against experimental data, the answers provided by
either analysis (ML estimates and full Bayesian) are equivalent as the
effect of model parameters uncertainties tends to dominate the effect
of hyper-parameters uncertainties.

Metamodel fitting estimates the optimal hyper-parameters values
relative only to the training data. Its robustness, which depends on
the training data, the estimation technique, and the underlying com-
plexity of the simulator, is subjected to the validation process pre-
sented in the next section.

4.4.3 Model Validation and Selection

Metamodel is always fitted based on a relatively small training data,
much smaller than the space of all possible inputs/outputs. As such,
its validation is a necessary step in applying the metamodel with con-
fidence at any given input as a surrogate of the original computer
simulator. Metamodel validation is defined as a process to determine
whether a metamodel has a sufficient range of accuracy within its
domain of applicability, consistent with its intended use [68]. As the
metamodel is based on a deterministic simulator, the output of run-
ning the simulator at an input not used in the fitting process provides
the ground truth for assessing the metamodel performance. Different
validation metrics can be defined based on this comparison that high-
light different inadequacies in line with the intended use. Because ex-
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haustively comparing the metamodel prediction and the actual simu-
lator output for all possible inputs is not feasible, a validation strategy
is devised, dealing with the approach in generating validation data
and in using them to assess the metamodel [197].

The gold standard of validation strategy is by an independent valida-
tion (holdout) data [178]. In this strategy, a separate validation dataset
(samples) is created by generating randomly a new set of validation
inputs at which the simulator is evaluated. The metamodel assess-
ment is then made by comparing the prediction made by the meta-
model and the output produced by the actual simulator runs. The
strategy is straightforward, but because the simulator has to be run
at the new validation inputs, the cost of generating the validation
dataset is high for an expensive simulator. In addition to that, the
results can also be sensitive to the size of validation samples [198].

For a computationally expensive simulator, it is not always possible
to generate large (if any at all) independent validation samples. The
cross-validation is an alternative approach to validate a metamodel in
this situation [197, 199]. In cross-validation, a batch of samples is re-
moved from the available training samples, used the remaining train-
ing samples for fitting and the subsamples for assessing the meta-
model (essentially becomes the validation samples). The procedure is
repeated by selecting randomly the elements for the removed batch.
The most extreme case of this approach is the so-called leave-one-out
(LOO) cross-validation, where a single training point is removed for
validation purpose and exhaustively repeating the procedure. Cross-
validation does not require additional simulator runs to generate val-
idation samples. It also incorporates in its results, to a certain extend,
the sensitivity due to perturbation in the training samples. However,
it can potentially be expensive if numerous metamodel fitting are to
be carried out (such as in the case of the LOO approach). Furthermore,
if an experimental design with a particular geometrical structure is
used, removing one or more points might destroy its property?. The
fitting, in turn, is carried out in sub-optimal manner [199, 200] and
the prediction becomes rather pessimistic (i.e., with larger error).

The second part of the strategy is to define a validation metric in
line with the intended use of the metamodel. Because the metamodel
in this thesis is going to be used to explore the posterior probability
across the model parameter space, the aim is to construct a meta-
model that has a decent global accuracy®. Global accuracy measures
the metamodel performance over many different input values across
its parameter space, on average. The accuracy of the metamodel for
a particular input, however, can still be poor and in the case of GP
metamodel is defined probabilistically.

This is indeed the case for an optimized latin hypercube design.
as opposed to the (local) accuracy in a particular region of input parameter space
such as during design optimization.
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A particular validation metric that quantifies such global accuracy
is the predictivity coefficient Q2 [199]. Assuming that the independent
validation samples strategy is adopted, let DM* = {xfl}l\:;“]“d denote
the set of validation inputs at which the computer simulator is eval-
uated, yielding N, q1iq4 outputs y* = {f(x},) = yfl}:;“]“d. The predic-
tivity coefficient of a metamodel {j(o) (trained using different set of
sample) is given by,

Lty =9
Lnslyn =y
where y* is the outputs at validation inputs produced by the simula-
tor; y* is the predictions at validation inputs made by the metamodel,
ie, {U(x}) = y:}:gﬁd ; and §* is the sample mean of the simulator

output in the validation samples. The predictivity coefficient can be

interpreted as the proportion of the output variance explained by the

metamodel relative to the variance of the validation samples. Q, with

values close to 1.0 implies a highly accurate metamodel.

Finally, the validation procedure above assumed the design of ex-
periment for training, the correlation function, and the form of mean
function have been chosen. These are additional metamodeling choices
an analyst has to made upfront and there is no general rule to se-
lect which one for which application. Different studies reported one
proper metamodeling choice that is supported by a particular case
(or some cases) and presented them as generic advice. The danger of
taking such advices at face value, as noted in Ref. [178], is that the
results might be anecdotal. More importantly, they might not apply
to the particular case being studied. The most pragmatic approach
in assessing the appropriateness of such choices is thus to carry out
empirical study for the particular case being studied. In other words,
different design of experiments (ideally with replications), different
correlation functions, and different mean functions (if applied) are
to be tested for the same problem and the best choices are selected
based on the comparison of validation metrics.

Metamodel promises much faster evaluation of the simulator out-
put at any given input, but for it to be used with confidence, some
time has to be invested to properly design, fit, and validate it.

Q2(¥%,y")=1—

(4-33)

4.5 DEALING WITH MULTIVARIATE OUTPUT

The previous discussion on GP metamodel dealt with a single output
(univariate) case. Many computer simulations produce multivariate
outputs®. A typical TRACE simulation, for example, produces flow
variables as functions of time and space as its raw outputs. This
is indeed the case for the reflood simulation problem presented in

9 In this thesis, the number of outputs are referred to as the dimension of the output

parameter space.
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Chapter 2. As outlined in Chapter 3, some techniques can be used to
transform the raw outputs into quantities of interest (the maximum,
etc.) that are useful to answer the questions at hand. However, in the
calibration setting, some of these outputs have corresponding mea-
surement data and need to be represented by the metamodel in their
original form for a direct comparison.

An approach proposed in Ref. [68] is to represent the multiple out-
puts by separate metamodels. That is, one metamodel is developed to
represent each one of the multiple outputs individually. Yet, for a very
high-dimensional output (from tens to thousands), this approach is
impractical as the numbers of metamodel to train becomes too nu-
merous. Furthermore, the outputs produced by the computer simu-
lation are often highly correlated to each other. As such, developing
individual metamodels to represent the correlated outputs separately,
especially when they are numerous, is wasteful.

To cope with the problem of high-dimensionality of the outputs,
this thesis adopted a linear model of coregionalization (LMC) [201,
202] coupled with a principal component analysis (PCA) [88, 203] to
construct a tractable, multivariate version of GP metamodel. The orig-
inal LMC was formulated to model multivariate data in geostatistics
that covary together (over a region) in a linear fashion, while PCA is
used here as a data-driven dimensional reduction tool. The resulting
model consists of few independent, univariate GP metamodels, each of
which is the one presented in the previous section.

4.5.1 Linear Model of Coregionalization (LMC)

The function that represents the computer code simulation f is now

cast in its multivariate version, f : X € RP — RP where P is the di-

mension of the output parameter space. The LMC of the P-dimensional
GP metamodel Y can be written as,

Y(x) = u(x) + Pw(x) + e (4-34)

where p is the P-dimensional mean vector of the multivariate process;
@ is a P x Q matrix, with Q < P; € is a P-dimensional vector of li-
nearization error; and w(x) = (wi(x)) is a Q-dimensional vector with
univariate GPs as its elements,

wi(x) ~ §P(0, o7R;(x,x*)) (4.35)

where 07 and R; are the process variance and correlation function
associated with each element of the vector, respectively. The term
®w(x) describes the covariation between the multivariate outputs
as function of model parameters.
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4.5.2  Principal Component Analysis

PCA is then used as a data-driven approach to obtain the components
of the LMC in Eq. (4.34). The term data-driven is used as the compo-
nents are derived directly from the training data. The raw outputs
of the training runs are first concatenated row-wise resulting in an
N x P matrix Y(DM),

Y(DM) = y'n
(4.36)

Yn =1 YnpreeorVn,pl
=lyxn)1,. . yXndp, -y (xn)pl

where y(xn, )p is the p-th output dimension, evaluated using the n-th
training sample. Note that the notation above is similar to Eq. (3.2)
but now the dimension of the output y, is not only restricted to
time, nor do they have to be of the same (physical) dimension. In
the formulation below, the raw training outputs is always assumed to
be dependent on the training samples and thus the notation DM is
suppressed.

The sample mean of the raw outputs is used to substitute the mean
in the LMC formulation,

u(x) = )"IT (4-37)

The sample mean is obtained by taking the column-wise average of

(438)

Note that by the above, the mean of the LMC is a constant vector.
As the PCA deals with the data covariance matrix, the raw outputs
in Eq. (4.36) should first be centered,

Y* = (Y —jny) (4-39)

where jn is the N-dimensional vector of ones.
The centered raw outputs Y* is then decomposed by means of sin-
gular value decomposition (SVD) yielding,

Y* =USV' (4-40)

where U is the N x N orthogonal, left singular matrix; S is the N x P
diagonal matrix of singular values; and V is the P x P orthogonal,
right singular matrix.
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The column vector elements of V are the principal components
(PCs) of the data set which describe the main directions of the data set,
along which the variance of the data set is the largest. PCs are sorted
in descending order such that the first PC (leftmost in V) contains the
largest variance (Fig. 4.16a). The singular values are related to the ex-
plained variance of the eigenvectors (i.e., their respective eigenvalues)
by the following,

. S?
A = diag (N — > (4-41)
3 3
Y20
N < Y27 Ny | W
>0 \V?Ml >0 o e
i3 . . . 73 1 , I
—3 0 3 —3 0 3
Y1 Vi
(a) Original data (b) Transformed data

Figure 4.16: PCA of a bivariate data set. A highly correlated bivariate data
set can be transformed into a new orthogonal coordinate sys-
tem according to the principal directions of the data set. The
principal directions redistribute the partial variance such that
the total variance is preserved in the transformed coordinate.
Above, three selected points in the data set in both coordinates.

Projection of the data into the PCs results in principal component
scores (PC scores),

W=Y"V=US (4-42)

where W is the N x P matrix of principal component scores. A unique
set of P principal component scores are associated with each points
in the multivariate data set. The scores describe the locations of the
multivariate data points in the new coordinate system as defined by
the principal components (Fig. 4.16b).

Often the results of PCA are reformulated in terms of principal
component loadings and standardized scores,

1

Vi=———_VS§ :
g (4-43)

W'=VN—-1U (4-44)
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where Y* = W*V*T holds™. This reformulation gives a magnitude
to the unit-norm principal components according to their respective
standard deviation (square-root of variance Eq. (4.41)), it also results
in standardized PC scores with variance of 1.0. In the context of re-
gression of PC scores used later in metamodeling, the latter property
improves the numerical stability of the maximum likelihood estima-
tion of the hyper-parameters.

Dimension reduction takes place when only a small numbers of
PCs are kept. That is, only the first Q columns of V* are retained
with Q < P. Such selection is justified by a certain amount of par-
tial variance explained by those few first Q principal components. In
the illustration of Fig. 4.16, the dimension reduction can be carried
out by simply using the first principal component (horizontal axis of
Fig. 4.16b) to describe the data set.

Back to the formulation of LMC, the matrix @ in Eq. (4.34) is sub-
stituted by the set of empirical orthogonal basis functions obtained
from the first Q PC loadings of the data set, and is defined as

(D:(VT,...,VZ,...,VB) (4-45)

where v is the P-dimensional column-vector taken from the g-th
column of matrix V*; and Q << P. This empirical orthogonal ba-
sis functions expansion is obviously related to the ones presented in
Chapter 3. The analysis done here, however, used the point-wise data

formulation as opposed to functional formulation.

4.5.3 Multivariate Gaussian Process Metamodel

The multivariate output formulation of a GP metamodel based on the
previous discussion is summarized as the following equation, where
a prediction at an arbitrary input x, € X is made,

Y(xo) =7+ d)’{zw*(xo)—i—(l)";Qe (4.46)

where ¥ is the P-dimensional vector of sample mean (Eq. (4.38)). The
other elements in the equation are described below.

(I)*Q, a P x Q matrix, is the first Q columns of the PC loadings
retained to reconstruct the multivariate output. Specifically, @, is,

D = (F, 3, ..0, D) = (Vi, V5., vh); Q< P (447)
where v} is the P-dimensional column vector of the i-th PC loading
taken from Eq.( 4.45).

w* is the Q-dimensional vector of standardized PC scores for each
of the retained PC loading, modeled as a set of univariate, indepen-
dent, zero-mean GPs,

w* = [wT,wE,...,wa]; Q<P

48
w} (o) ~ GP(0, 67R; (o, 0)) (4.48)

10 W* # Y*V* as V* is not orthogonal any longer, but W* = (N — 1)Y*V*§~2.
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where w? is the standardized PC scores of the i-th PC loading; o7 and
Ri(o,0) are the process variance and the correlation function associ-
ated with the GP of w, respectively.

The observed data from the N training samples is related to each
of the w; by,

wi(DM) =w! =VN-1Y*'S7Ivi;i=1,---,Q (4.49)

That is, the observed data for the i-th standardized PC score is the
projection of the standardized data on the i-th PC loading. Condi-
tioning the GP of w; by the observed data yields,

Wi (%o)IWt ~ N(msk i(Xo), 53k i (X0)); 1 =1,--+,Q (4.50)

where msk ;i and s%K’i are the simple Kriging mean and variance,
respectively (Eq. (4.25) and Eq. (4.26)), associated with the i-th stan-
dardized PC score. The simple Kriging formulation is used here as
the assumed process is already centered (zero-mean).

(I)*>Q, a P x (P — Q) matrix, is the unretained columns of the PC
loadings,

DL = (o1, PG12  Pp) = (Vo11,VQ42 " Vp) (4.51)

where ¢, ; is the P-dimensional column vector of the unretained
i-th PC loading taken from Eq.( 4.43).

Finally, following Ref. [90], e is the (P — Q)-dimensional vector of in-
dependent identically distributed normal random variable with mean
0 and variance 1. In other words, truncation error in Eq. (4.46) due to
the unretained PC loadings are modeled as a set of independent nor-
mal random variables with the variance given by the PC loadings.

The multivariate output evaluated at x, conditioned by the training
data is thus distributed as P-variate Gaussian random variable,

Y(x0)[Y(DM) =Y ~ Np(up(Xo), Zpxp(Xo))

Hp =y + @omsk(xo)

Spup = (I)Bdiag(séK(xo))q)g—i-(I)*>QId)*>TQ) (4-52)
msk = [Msk,1(Xo), Msk,2(Xo), -, Msk,Q (X0 )]

2 2 2 2
Ssx = [SSKJ (xo)/SSK,Z(Xo)/' - ,SSK,Q(Xo)]

The model above assumed that the hyper-parameters associated with
a selected correlation function are known. In practice, they are not
and thus estimated from the data itself using Maximum Likelihood
Estimation (MLE) as outlined in Section 4.4.2. Additionally, the theo-
retical underestimation of the Kriging variance explained in that sec-
tion also applies here when the ML estimates are plugged into the for-
mulation. In practice, however, Ref. [93] noted that the uncertainties
associated with the model parameters often eclipse the uncertainties
induced by the metamodel hyper-parameters.
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46 APPLICATION TO THE TRACE MODEL OF FEBA

In this section, a GP metamodel of the TRACE model of the FEBA
facility is constructed and assessed. As before, only the results from
analyzing the TRACE model of the FEBA test No. 216 are presented.
Following the results of SA from Chapter 3, only the 12 most influen-
tial parameters are being considered in the following. The resulting
GP metamodel of the TRACE model will then be used for the param-
eter calibration problem tackled in the next chapter.

4.6.1  Simulation Experiment

The construction of GP PC metamodel of the FEBA TRACE model
was carried out in three steps following the recommendation in the
statistical/machine learning literature [62, 204]: training, validation,
testing as summarized in Fig. 4.17 below.

1. Training

Design Training Dimension Model
—_ — —_—

Generation Runs

(%)

T

{xpramny e

feyelidy e
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4 dy -
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2. Validation and Selection

Reduction Fitting

‘ dy ‘ Ty

{xtestyge | Validation Dimension Validation Met- Model

i=
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. ——» Prediction —» . . — .
Reduction ric Calculation Selection

{yylidyege Folid) s yyalid g (faalid), yyalid)

3. Testing

Testing Dimension .
> — ’ ———» Prediction
Runs Reduction
{ytest}mi«, f(X}C§t> ~ y}%t
3 1=

Final Error
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Figure 4.17: Flowchart of the simulation experiment for constructing a GP PC metamodel of the
TRACE model of the FEBA facility

Training,
experimental design

In the training step, a metamodel was constructed (i.e. trained) based
on a training data set. The training data set consists of a set of training
inputs and its code output counterparts (from actual code runs). The
set of training inputs was generated using an experimental design



46 APPLICATION TO THE TRACE MODEL OF FEBA

algorithm (of which several of them were considered: simple random
sampling, latin hypercube, optimized latin hypercube, and Sobol” se-
quence). Following the recommendation in Ref. [187] the starting sam-
ple size was 120 (or 10 x D, with D the number of dimensions) and
increased in multiples of two (240, 480, and 960). Furthermore, to take
into account the effect of random variation in the training data set of
each design and size, five replications of each data set were generated
for training and five different metamodels were trained.

Metamodels predicting different types of outputs (i.e., clad tem-
perature, pressure drop, and liquid carryover) were constructed sep-
arately. These different outputs were themselves of a multivariate na-
ture: liquid carryover was a time-dependent quantity, while clad tem-
perature and pressure drop were time- and space-dependent quanti-
ties. As such, PCA was carried out on the raw outputs to reduce their
dimensionality and the metamodel was trained with respect to a few
retained PC scores.

Carrying out PCA for each type of outputs results in pairs of stan-
dardized PC scores and PC loadings (see Section 4.5). A GP meta-
model was then trained with respect to the standardized PC scores
for a selected number of retained PC loadings. Therefore, there were
multiple GP metamodels representing the standardized PC scores as-
sociated with each of the retained PC loadings for each of the output
types.

Several covariance kernel functions were considered for construct-
ing a metamodel: Gaussian, Matérn 3/2, Matérn 5/2, and power-
exponential kernels. The hyper-parameters associated with each ker-
nel were estimated (i.e., fitted) by MLE as implemented in the R pack-
age DiceKriging [170]. Following the hyper-parameters estimation
for each GP PC metamodel, a metamodel of the TRACE model was
fully trained and ready for making prediction in arbitrary inputs. To
make prediction back in the original physical space, the full out-
put space had to be first reconstructed using linear combinations
of the predicted standardized PC scores and the PC loadings (See
Eq. (4.52)).

A validation step was conducted to assess and compare the predic-
tive performance of different metamodels constructed with different
experimental designs and covariance functions, taking into account
the effects of randomness in the experimental design generation and
of training sample size. The validation step was conducted by means
of independent validation data sets, a separate set of TRACE out-
puts from actual runs (preferably large enough) for the metamod-
els to predict. The predictivity coefficient defined in Eq. (4.33) mea-
sured the discrepancy between the output from the validation data
set and from the prediction by the metamodel, and thus the qual-
ity of the metamodel. However, to have a more intuitive measure of
performance directly related to the output in the physical space (as
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opposed to the reduced space of the principal components), the root-
mean-square-error (RMSE) of the reconstructed prediction was also
used. It is defined below,

0.5
Nyatid

1 _ o \2
RMSEec. = W ; pZ_] (YTL,p _Yn,P>

}A’Tl = }_’+ (D*ng]((xn) = [}Aln,l" . "}A]n,'p" . "}A]n,P]

(4-53)

where N, q1iq is the number of validation data; P is the number of
dimension of the output space; ynp is the value of the output di-
mension p at validation input n; §, . is the predicted value of the
output dimension p at validation input n; and y,, is the mean of the
reconstructed multivariate output at validation input n predicted by
the GP PC metamodel (see the explanation of Eq. (4.52) for detail).
This error combined the error due to the misprediction of the stan-
dardized PC scores by the metamodel as well as the error due to the
truncation of the PCs. The best setting of the metamodel (the experi-
mental design and the covariance function) was then selected based
on the RMSE and one additional metamodel was trained using an
increased number of training samples.

Finally, the ultimate performance of the metamodel were assessed
in the testing step based on yet another large number of test data set,
separately generated. The purpose of this step was to further confirm
the previous results on another data set and to give a more robust
idea of the expected error of the metamodel in the application setting.

The settings used in the simulation experiment for constructing
and assessing the GP PC metamodel are summarized in Table 4.1.

4.6.2  Dimension Reduction by principal component analysis (PCA)

As mentioned, the different outputs considered in this study (i.e., clad
temperature, pressure drop, and liquid carryover) were of multivari-
ate nature. For instance, the clad temperature output was defined
both in time instance and axial location. Considering eight different
axial locations for the thermocouples and 17000 [s] transient (to ensure
that all runs were quenched) with time step size of 0.1 [s], the dimen-
sionality of this output amounted to 80’000. Fig. 4.18 shows three
different clad temperature outputs from three different TRACE runs.
It shows the contour plot of clad temperature as function of time and
axial location in the x- and y- axes, respectively. Though not shown
here, the other two types of output were of similar nature: pressure
drop was also defined in time instance and in four axial segments
(with dimensionality of the output amounting to 40’000), while lig-
uid carryover output was defined only in time (with dimensionality
amounting to 10'000).
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Table 4.1: Simulation experiment settings for constructing and assessing the
GP PC metamodel of the TRACE model of FEBA test No. 216

DESCRIPTION VALUE

Inputs/Outputs
Number of inputs 12

Number of outputs:

Clad temperature 8 (axial locations) x 10000 (time-steps) = 80’000
Pressure drop 4 (axial segments) x10/000 (time-steps) = 40’000
Liquid carryover 107000 (time-steps)

Dimension reduction  principal component analysis (PCA)

Training
Experimental Designs ~ Simple random (SRS), latin hypercube (LHS),
optimized latin hypercube (Opt. LHS), Sobol” sequence

Sample sizes 120,240,480, 960, 17920 (only for testing)
Replication 5

Covariance kernels Gaussian, Matérn 3/2, Matérn 5/2, power-exponential
Model fitting Maximum Likelihood Estimation (MLE)
Validation

Strategy Independent data set (holdout)
Experimental design Latin hypercube

Sample size 5000

Validation metric Q2 (Eq. (4.33)) and RMSE (Eq. (4.53))
Testing

Strategy Independent data set (holdout)

Experimental design Latin hypercube

Sample size 57000
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Figure 4.18: Examples of multivariate clad temperature output [K] at eight different locations as
function of time, presented as “images”, taken from three different training runs.
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PCA was used to reduce this significant number of output dimen-
sions. Fig. 4.19 shows the sample mean surface and the first two PCs
(loadings) estimated using 1/920 training samples. These two PCs ex-
plained about 83% of the output variance in training samples. This
implied that any realization of the training samples could be recon-
structed by using the mean surface added by linear combination of
the PC multiplied by a unique set of scalars (the standardized PC
scores) associated with that realization, such that on average (over
many realizations) the reconstruction would be 83% accurate with
respect to the RMSE. In other words, “images” in Fig. 4.18 can be
reconstructed by overlapping the mean surface and the multiples of
PCs “images” shown in Fig. 4.19.
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Figure 4.19: PCA results for the clad temperature output

Fig.4.20 summarizes the convergence behavior of the reconstruc-
tion error for the three types of output with increasing number of PCs
(up to the first 10, out of 80’000, 40’000, and 10’000 PCs obtained for
the respective outputs) used for the reconstruction. The plots were
obtained from reconstructing the outputs in the validation data set
(with sample size of 5'000) using a set of PCs derived from the train-
ing data set and by computing the average of the squared error over
all realizations in the validation data set.
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Figure 4.20: The reconstruction error, in terms of RMSE, as a function of the number of PCs used
in the reconstruction of the output space for three different output types.



46 APPLICATION TO THE TRACE MODEL OF FEBA 131

Because the PC scores used in the reconstruction were exact, the
plot shows the magnitude of error to be expected from the dimension
reduction procedure for each type of outputs. It also shows that the
benefit of using larger number of PC is increasingly marginal.

4.6.3 GP PC Metamodel Construction: Training, Validation, and Selection

Following the PCA of the multivariate output, GP metamodels were
constructed with respect to the standardized PC scores for each of
the output types. The effect of several factors potentially affecting the
predictive performance of the GP metamodels were also investigated,
including training sample size as well as the choice of experimental
design and covariance kernel function.

It was found that higher PCs tends to be harder to fit. That is, more GP PC metamodel,
and more training samples were required to have a GP metamodel of clad temperature
good predictive accuracy. Fig. 4.21 shows the predictivity coefficient output
Q2 as function of the training sample size for three different PCs GP
metamodels with respect to the clad temperature output. The Q; was
calculated based on the validation data set of 5000 data points (i.e.,
independent TRACE runs). The multiple points per training sample
size correspond to GP metamodels constructed using different experi-
mental designs, covariance kernel functions, and the five replications.
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Figure 4.21: Convergence of PC metamodel with increasing number of training samples with re-
spect to the PCs scores associated with the clad temperature output and the Q; vali-
dation metric. The number inside parentheses is the explained variance of the output
by the PC and the cumulative explained variance of the first 10 PCs is about 96%.

The leftmost panel of the plot shows that indeed the GP metamodel
for the first standardized PC score is the easiest to fit, requiring only
a small size of training sample. On the other hand, the rightmost
panel of the plot shows that not even the largest number of training
samples considered is enough to have a GP metamodel with decent
performance for the 10 PC. Furthermore, the plot also shows that
the variations in the performance tends to become smaller with in-
creasing sample size.
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Figure 4.22: The effect of training sample size, experimental design, and covariance function on the predictive performance (in terms of RMSE) of GP
PC metamodel with respect to the clad temperature output TC. 7 PCs were used for the reconstruction.
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Fig. 4.22 summarizes the effect of different training sample sizes,
types of experimental design, and types of covariance kernel function
on the performance of the constructed GP PC metamodels to predict
the clad temperature output. The training samples were replicated
five times for each size and for each design. The predictive perfor-
mance was assessed in terms of the RMSE which was computed by
retaining the first seven PCs and using the validation data set. There-
fore, the RMSE shown in the figure represents the combined error
due to PC truncation and misprediction of the PC scores.

The size of the training sample was the most important factor in
determining the predictive performance of a GP PC metamodel. The
choice of covariance function had some effects on the perfomance
especially between the smoother covariance functions (i.e., the Gaus-
sian and the Matefn 5/2) and the less smooth ones (i.e, the power
exponential and the Matefn 3/2). GP metamodel constructed using
the Gaussian covariance kernel function, in particular, exhibited sig-
nificant variation in the performance of training sample replications
compared to the other covariance kernel functions. Finally, the choice
of experimental design for the training sample had a negligible effect
on the predictive performance of the GP metamodel.

The GP PC metamodel to predict the pressure drop output showed
the same behavior of being more difficult to fit for the higher PCs
(See Fig. 4.23). The GP metamodel for the first standardized PC score GP PC metamodel,
remained the easiest to fit. However, the metamodel of the higher PC pressure drop output
better converged than that for the clad temperature output. That is,
a metamodel with decent predictive performance could be obtained
for all first 10 standardized PCs scores using the considered sample
sizes. Those 10 PCs carried close to 100% of the total output variance.
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Figure 4.23: Convergence of PC metamodel with increasing number of training samples with re-
spect to the PCs scores associated with the pressure drop output and the Q; validation
metric. The number inside parentheses is the explained variance of the output by the
PC and the cumulative explained variance of the first 10 PCs is about 99%.
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Finally, the liquid carryover output was found to be the easiest to
GP PC metamodel, ~ construct. While the predictive performance of the GP metamodel
liquid carryover  with respect to the pressure drop output converged faster across the
outpult first five PC scores (Fig. 4.23), those PCs of the liquid carryover output
contained almost all of the total output variance (Fig. 4.24).
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Figure 4.24: Convergence of GP metamodel with increasing number of training samples with re-
spect to the standardized PCs scores associated with liquid carryover output and the
Q; validation metric. The number inside parentheses is the explained variance of the
output by the PC and the cumulative explained variance of the first five PCs is about

99%.

The effect of different training sample sizes, types of experimen-
tal design, and types of covariance kernel function on the predictive
performance of the constructed GP PC were also investigated with re-
spect to the pressure drop and the liquid carryover outputs. Ten and
five PCs were used to compute the predicted reconstruction error for
the pressure drop and the liquid carryover outputs, respectively. The
findings for these two outputs were also similar to the ones for the
clad temperature output: the training sample size was the most im-
portant factor in determining the predictive performance, there was
a relatively minor effect of the choice of covariance kernel functions
especially in terms of the performance variation (with an exception
of the Gaussian kernel function which has the worst performance in
terms of consistency across replications), and the choice of experi-
mental design was relatively noninfluential. Figs. B.19 and B.20 in the
appendix summarize these effects for the two outputs.

4.6.4 GP PC Metamodel Testing

Based on the results presented above, a final set of GP metamodels
was constructed with a larger training set of 1’920 samples using a
power-exponential covariance kernel function based on a Sobol” se-
quence (the best options found). Furthermore, 7, 10, and 5 PCs were
used in the reconstruction of the clad temperature, pressure drop,
and liquid carryover outputs, respectively. As such there were 22 sep-
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arate GP PC metamodels. An additional (i.e., testing) data set of size
5’000 was then independently generated (with actual TRACE code
runs) and used as the basis for testing the predictive performance of
the final model. This additional step was done to avoid any possible
bias due to the fact that the validation data set was already used to
select the final metamodel.

The validation metric Q, of the metamodels with respect to the
standardized PCs scores computed on the testing data set converged
for all types of output (Fig. 4.25). In other words, the size of the test-
ing dataset was found to be (or more than) sufficient to assess the
predictive performance of the selected metamodel.

135

Clad Temperature Pressure Drop Liquid Carryover

1.00 { grem—mrmremrr e

0.754

L0504 ¢
[N

c

0.259 it

0.004

0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000 O 1000 2000 3000 4000 5000

Test Samples

Figure 4.25: Convergence of the predictive performance of the metamodel with respect to the stan-
dardized PCs scores for each output type. Shown above are the first 10 PCs for the
clad temperature and pressure drop outputs and the first five PCs for the liquid car-
ryover output. For the clad temperature output, the predictivity coefficient falls below

0.75 after the first seven PCs.

There were two main sources of error that dictated the predictive
performance of a GP PC metamodel. The first was due to the repre-
sentation of the full output dimension with only a few selected PCs
(i.e., the dimension reduction) and the second was due to the mis-
prediction of the standardized PC scores by the GP metamodel (i.e.,
the functional approximation). Fig. 4.26 illustrates these errors by pre-
senting the predicted and observed reconstruction error (in terms of
RMSE) for each realization in the testing data set. Note that the ob-
served reconstruction error was obtained using the reference standard-
ized PC scores of the testing data set, while the predicted reconstruc-
tion error was obtained using the standardized PC scores as predicted
by the GP metamodels.

The extend of the x-axis signifies the range of error due to the PC
truncation. The farther a data point is from the left, the larger the er-
ror is due to the dimension reduction. On the other hand, the extend
of the y-axis, specifically the vertical distance between the data points
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Figure 4.26: Errors, predicted and observed, due to the dimension reduction procedure (PCA) and
the functional approximation (GP) for the three types of output.

PCA as a dimension
reduction tool

and the line, signifies the error due to the misprediction of the stan-
dardized PCs scores by the GP metamodel. Data points which are
located along the line implied a perfect prediction by the GP meta-
model. The farther a data point is from the line, the larger the er-
ror is due to the metamodel approximation. As can be seen, no data
point is located below the line as the truncation error sets the limit of
the metamodel predictive performance. Furthermore, though some
data points (i.e., realizations) might be mispredicted and lie over a
wide range of value, the cloud of the data points is only concentrated
around a particular range of value. Table 4.2 numerically summarizes
the results of the testing step. For comparison the standard deviation
of the testing data set for each output is also given.

Table 4.2: Predictive performance of the selected GP PC metamodel on the
testing dataset of size 5’000

Output  PCra Predictivity Coefficient Reconstruction Error Test Data
Q> PCy Q2 PCrax RMSEqps  RMSEp eq Std. Dev.

TC 7 ~ 1.0 0.77 20.17 [K] 22.43[K] 254.0 [K]
DP 10 ~ 1.0 0.74 55.57 [Pa]  77.95[Pal  9200.0 [Pa]
co 5 ~ 1.0 0.77 0.16 [kd] 0.27 [kg] 30.4 [kq]

4.6.5 Discussion

The selection of the number of PCs to retain is usually done by justi-
fying the amount of total variance explained by the selected PCs. The
notion of reconstruction error more intuitively explains the notion of
explained variance. The error represents the difference between the
original data and reconstructed data using only a small number of
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PCs. The series of plots shown in Fig. 4.20 also illustrates the limit
of PCA as a dimension reduction tool. The method performs best for
the liquid carryover output and worst for the clad temperature out-
put. The latter is mostly due to the fact that the clad temperature out-
put includes a sharp discontinuity (i.e., quenching). PCA, being a lin-
ear transformation, deals with this strong non-linearity sub-optimally.
That is, a significantly large number of PCs are required to resolve the
discontinuity and bring the reconstruction error closer to 0.

However, as indicated in Figs. 4.21, 4.23, and 4.24, constructing a PC
metamodel is increasingly difficult for higher PCs for all output types.
In other words, as the relationship between model parameters and the
standardized PC scores becomes increasingly non-linear, large num-
ber of training samples are required to train the GP metamodel to
attain a decent predictive performance. At the same time, the benefit
of adding PCs becomes increasingly marginal (Fig. 4.20). In addition,
some degree of error should be expected in the prediction of the PC
scores by the metamodel, especially the higher ones. As such, unless
the score is perfectly predicted, this error might offset the potential
benefit of adding PCs for the reconstruction.

A pragmatic approach is thus to choose the number of retained PCs
based on some target error or number of TRACE runs that can be af-
forded. To put the error into context, the reconstruction error of an
output can be compared to the standard deviation of the output in the
test data itself. This standard deviation, in turn, serves as a measure
of the output variation due to the variation in the input parameters.
For the clad temperature output, retaining seven PCs for the GP PC
metamodel gives a reconstruction error of about 22 [K] (RMSE). This
value is small in comparison with the standard deviation of the out-
put in the test data, 254 [K] (less than 9%, Table 4.2). The same is true
for the two other outputs. For the pressure drop output, 10 PCs gives
a reconstruction error of about 78 [Pa], compared with the test data
standard deviation of 9200 [Pa] (less than 0.9%); for the liquid carry-
over output, five PCs gives a reconstruction error of about 0.27 [kg],
compared with the test data standard deviation of 30.4 [kg] (less than
0.9%). Note that those numbers are based on a training sample of
size 1’920 and a testing sample of size 5'000. As shown in Fig. 4.25,
the size of the testing sample is more than enough to obtain stable
estimates for these errors.

Another important finding in this study is the major importance of
the training sample size on the predictive performance of the GP PC
metamodel. The choice of covariance function has some effect in the
predictive performance and its variation across replications. Insofar
the choice is between the smoother functions (e.g., the Gaussian, the
Matefn 5/2) and the rougher ones (e.g., the power-exponential, the
Matefn 3/2), with the performance of the smoother kernels tending
to be more variable. The Gaussian covariance kernel showed a partic-
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ularly inconsistent predictive performance over multiple replications
for all types of output, and thus should be avoided. The choice of
experimental design, on the other hand, has a marginal effect on the
predictive performance.

It is also worth noting that a GP PC metamodel is a global statistical
metamodel. This implies that its predictive performance is defined
over all output space (such as through the use of Q, and RMSE as
the validation metrics.) and over many realizations. That is, a good
metamodel accurately predicts the output for an arbitrary input, on
average. This also means that the metamodel has to some extent a “hit-
and-miss” property: most realizations are accurately predicted, some
realizations can be mispredicted, and some small proportion of that
can be grossly mispredicted as was illustrated in Fig. 4.26. Fig. 4.27
illustrates this idea further for the clad temperature output.
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Figure 4.27: GP PC metamodel is a global statistical metamodel which gives
global accurate prediction on average. Some realizations are bet-
ter predicted than others, due to both the limitation in the
approximations incurred by using PC and GP (e.g., around
quenching). Solid and dashed lines are TRACE runs and GP
PC predictions, respectively.

A prediction made by a fully specified GP metamodel is, accord-
ing to Eq. (4.25), a straightforward matrix operation. In R through
the package DiceKriging, the operation to predict a standardized
PC score for an arbitrary input takes about 0.05[s]. For a full out-
put reconstruction, this operation has to be repeated for multiple PCs
scores before being multiplied with the PC loadings. The actual time
required for this full reconstruction is specific to a particular imple-
mentation and to a particular programming language. Though only
rudimentary investigations were carried out, the cost of evaluating
the metamodel for an arbitrary input is still expected to be much less
than running an actual TRACE simulation (6 — 14 [min]). For instance,
the most naive implementation in R takes, on average, less than 5 [s] to
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predict and reconstruct all outputs (clad temperature, pressure drop,
and liquid carryover) for a given input.

However, it is also important to take into account the computa-
tional cost required to train, validate, and test the metamodel. The
training, validation, and testing data sets have to be generated from
actual TRACE runs. As explained, the size of the training sample
data should be as large as the computational budget of running the
actual codes allowed. In this regard, it is also worth noting that the
model fitting step during training is an optimization problem that be-
comes computationally expensive for large training sample of large
dimensions (large number of input parameters). Again, further study
is required to have a more quantitative cost measure with respect to
this optimization.

Finally, for any given training sample size, the predictive perfor-
mance of the metamodel is assessed in the validation and testing
steps. The former is aimed for selecting the best metamodel (among
metamodels constructed with different settings), while the latter is
aimed for estimating the true error expected from using the selected
metamodel as a surrogate. The study used a large validation and test-
ing data sets (each with 5’000 data points), but according to Fig. 4.25,
that many points might not have been necessary. The size of valida-
tion/testing data set can be optimized by first making a plot similar
to the one in Fig. 4.25 but with an initial small number of samples
to first check the convergence of the error estimate before creating
unnecessarily large set upfront.

4.7 CHAPTER SUMMARY

The functional approximation part of the proposed statistical frame-
work has been presented in this chapter. The goal of such an approx-
imation was to evaluate the output of a computer simulation code
for an arbitrary input (much) faster. The approximation is based on
Gaussian stochastic process resulting in a statistical metamodel. As
the dimensionality of the output is large, in the order of tens of thou-
sands, a dimension reduction step is adopted by means of PCA (an
approach similar to what was adopted in Chapter 3).

The results obtained on the TRACE model of FEBA is reasonable.
Though the prediction error can at times be large, the metamodel
gives an overall good performance on average for the three types of
multivariate output (clad temperature, pressure drop, and liquid car-
ryover). The metamodels for both pressure drop and liquid carryover
outputs have less than 0.9% prediction error (RMSE), while the meta-
model for the clad temperature output has less than 9% prediction
error (RMSE); these errors are relative to the standard deviation of
the respective outputs in the testing data set. The larger error for pre-
dicting the clad temperature output highlights the limitation of the
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approach for outputs that exhibit strong non-linearity and disconti-
nuity (such as the quenching in the clad temperature transient). This,
in turn, is due to the use of PCA as the (linear) dimension reduction
tool. As such, a first step of improvement in this regard can be aimed
toward replacing PCA with another, more advanced dimension re-
duction tool.

Using the GP PC metamodel as the surrogate for TRACE run, the
prediction for arbitrary model parameters values can be made much
faster (< 5 [s] per metamodel evaluation vs. 6 — 15 [min] per TRACE
run). As such the metamodel constructed in this chapter can be used
as the basis for Bayesian model calibration which requires tens if
not hundreds of thousands function evaluations. However, it is also
important to note that the time required for the construction of the
metamodel as well as for its convergence study has to be taken into
account. The training, validation, and testing data have to be gene-
rated from actual code runs. Additionally, the model fitting step to
estimate GP metamodel hyper-parameters is an optimization prob-
lem that can easily become expensive for large training sample of
large dimensions (large number of input parameters).

On a different note, the study confirms that the size of the train-
ing data is the main factor in determining the predictive performance
of the metamodel. As a result, the size of the training data should
be as large as the computational budget allowed. At the same time,
the choice of covariance function has some impact especially in rela-
tion to the stability of the performance. Regarding this, the power-
exponential and Matérn covariance kernel functions are preferred,
while the Gaussian kernel should be avoided. Finally, the choice of
experimental design has a negligible impact on the predictive perfor-
mance of the metamodel.



BAYESIAN CALIBRATION OF COMPUTER MODEL:
BRIDGING MODEL & DATA UNDER UNCERTAINTY

In Chapter 3, a sensitivity analysis method was employed to better
understand the inputs/outputs relationship in a computer simulation
model with uncertain inputs. The method was also able to reduce the
size of the problem by screening out noninfluential inputs. Chapter 4
then developed a fast approximation to evaluate the output at any
given input point, in anticipation of the high cost of the calibration
approach presented in this chapter. The respective methods were ex-
emplified by their application to a TRACE reflood simulation model
whose inputs were uncertain, as assumed in Chapter 2.

This chapter deals with a statistical framework for calibrating the
inputs of a simulation model. The framework casts the calibration
problem as a statistical inverse problem where the initial (prior) un-
certainties of the inputs are updated based on available observed data.
It considers the a priori uncertainties in the inputs and in the exper-
imental data, as well as the possible bias of the model. The inputs
uncertainties are then coherently updated via the Bayes” theorem re-
sulting in an updated (posterior) probability density. The updated un-
certainty of the inputs can then be propagated through the simulation
model to quantify the prediction uncertainty.

Section 5.1 first presents the statistical framework for the problem
of computer model calibration, while Section 5.2 elaborates further
the formulation of the calibration problem through probabilistic mod-
eling of the data-generating process. This results in the formulation
of the posterior probability density. The posterior density is often a
complex highly multi-dimensional function, which makes it difficult
to work with. Section 5.3 presents a simulation method (i.e., Markov
Chain Monte Carlo (MCMC) simulation) to directly generates repre-
sentative samples from the posterior density. These samples can be
used to approximate the posterior density or for uncertainty propa-
gation. Important aspects of analyzing samples of a Markov chain are
presented in Section 5.4. Section 5.5 then discusses the application of
the approach to the FEBA TRACE reflood simulation model to con-
strain the prior uncertainty range of the model parameters based on
the available experimental data. To do so, different types of exper-
imental data (i.e.,, clad temperature, pressure drop, and liquid car-
ryover) are used and their ability to constrain the prior range is in-
vestigated. The resulting posterior uncertainty, derived from one set
of experimental condition, is verified by propagating it on the other
FEBA tests. Finally, Section 5.6 concludes the chapter.
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BAYESIAN CALIBRATION

5.1 STATISTICAL FRAMEWORK

The calibration framework in this thesis is in line with the seminal
work of Kennedy and O’Hagan [83], which is adapted by many in
the applied literature [81, 88, 92, 93, 205]. Meanwhile, the explicit for-
mulation here uses a set of notations adapted from different sources
[35, 83, 112, 205, 206]. Suppose an experiment on a physical system is
being conducted and, in parallel to that, a computer simulator of the
system is available. Let yg be the experimental observation of the sys-
tem response (i.e., the quantity of interest (Qol)) taken at controllable
inputs x., then its relationship to the true unknown response value yr
is given by

YE(Xe, A) = yT1(Xc,A) +€(A) (5.1)

where € is an observation error; and A is an element of an observa-
tion layout A detailed below. The true value, in turn, is linked to the
prediction made by the computer simulator ym by

UT(sz 7\) ZUM(xcﬂzm/A) +6(XCI }\) (52)

where & is the model bias, defined as the difference between the true re-
sponse value and the simulator prediction made by using X, the best
(“true”) value of the model parameters. This term, if any, represents
the discrepancy in the prediction due to missing physics, numerical
approximation, etc. Combining the two relationships yields,

Ye(Xe, A) = ym(Xe, Rm, A) +8(xc, A) + €(A) (5.3)

The goal of model calibration is, broadly speaking, to learn the true
(but unknown) model parameters such that the agreement between
the simulator prediction and the experimental observation is improved
[83, 86]. The parameters involved in the representations above are con-
trollable inputs x., the best value of model parameters X.,,, and an ele-
ment A of an observation layout A. The relationship between elements
of Eq. (5.3) is depicted in Fig. 5.1 below.

An observation layout A is an ordered set and it defines which of
the different types of Qol are observed (or predicted) as well as their
locations and time points. In this manner, multivariate Qols can be
represented using vectors [205]. For instance, the observation layout
A ={(A,z1,t1),(B,z1,t1), (A, z1,12)} might be used to signify Qols
(observed or predicted) of type A at time t;, type B at time t;, and
type A at time t;; all are taken at location z;. The vectors ym (o, A)
and yg (o, A) for A € A then refer to the model prediction and experi-
mental data given by the element A of the set A, respectively.

Departing from the previous chapters, this chapter categorically
distinguishes two types of input parameters: controllable inputs x. and
model parameters X.. Controllable inputs (or design variables) are pa-
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Figure 5.1: Relationships between elements of the calibration formulation
(adapted from [206]).

rameters that, in the context of a controlled experiment, can be varied
by the experimentalist. Being controllable also implies that the param-
eters can be observed in the actual experiment. Both in the physical
experiment and in the simulation their values are often varied either
to investigate the system (respectively, the simulated system) behav-
ior under the change or to find the setting that gives the best system
performance. An example of such parameters is the parameters re-
lated to boundary conditions of an experiment.

Model parameters refer to parameters that are specific to a particu-
lar parametrization of the model in the simulator. As such, they only
appear in the term yn of Eq. (5.3). Model parameters might or might
not have a physical meaning; that is, the parameters have interpreta-
tion outside the context of the physical model in which the parame-
ters reside, or the parameters are simply used to tune the model such
that the prediction agrees better with the observed data (thus become
a measure for model inadequacy of a particular model). The param-
eters are referred to as physical parameters in the former case, and as
tuning parameters in the latter. In the following, however, such distinc-
tion is merely conceptual; these parameters are in practice not known
a priori and not directly observable with respect to the experiment.
The generic goal of model calibration is then to obtain an optimal
value of the model parameters X,,, based on a set of experimental
data taken at particular values of x. and A. This distinction will be re-
visited in Section 5.2.1. The notion of the true value is usually reserved
for the optimal value of a physical parameter [207] and the term best
or best-fitting value is for a tuning parameter [93]. Contrary to the
controllable inputs, calibrated model parameters should in principle
be applicable for all instances of the simulator application.

The formulation given in Eq. (5.3) contains two unknowns, namely
the best value of the model parameters X,,, and the model bias 8. In
the Bayesian statistical framework, any unknown is considered uncer-
tain and assigned a prior probability distribution. This prior probabil-
ity assignment also applies for other terms that might also not be per-
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fectly known, such as the controllable inputs x. or the observation er-
ror €. The goal of calibration is then to update the prior uncertainties
on the model parameters based on a comparison between experimen-
tal data and simulator predictions. As such, the calibration process
becomes a Bayesian inference. Consequently, the process takes into
account multiple sources of uncertainty in the result. Appropriately
acknowledging multiple sources of uncertainty in the calibration pro-
cess can provide a hedge against overfitting, where the calibrated pa-
rameters are overly specific to the data used for the calibration and
not applicable in a different setting of controllable inputs.
Two steps are involved in conducting a Bayesian inference. The first
is a formulation of a probabilistic model for all the terms in Eq. (5.3).
Bayesian inference In essence, the resulting model represents a data-generating process
of the observed experimental data, incorporating the elements of Eq. (5.3)
into it. An approach to formulate a probabilistic model is presented in
Section 5.2. The probabilistic model is then conditioned on the given
experimental data to obtain an updated (posterior) probability distri-
bution of the model parameters. Dealing with a high-dimensional
arbitrary probability distribution is difficult and most of the computa-
tions involving the posterior probability distribution resort to directly
generating samples from it. Indeed, the computation of the posterior
distribution or any transformation of it (e.g., variance of a function)
is the second step of the inference and is presented in Section 5.3.

5.2 BAYESIAN FORMULATION OF CALIBRATION PROBLEM

The Bayesian framework for model calibration begins by construct-
ing a probabilistic model of yg given in an additive formulation of
Eq. (5.3). That is, it aims at formulating the data generating process
Ye(xc;A). This model implies that the experimental data yg taken
at particular x. observed at A is a realization of a stochastic process.
Furthermore, this probabilistic modeling entails casting any uncertain
element in Eq. (5.3) either as random variable or stochastic process.

5.2.1 Probabilistic Model for the Model Bias Term

Recall the relationship between the true system response and its pre-
diction by a simulator (Eq. (5.2)) rearranged below:

5(XCIA) = yT(XC/A) _UM(XC/)}ZTTL/ A)

where the prediction yn is made using the best but unknown value

of the model parameters. As such, the model bias function & rep-

resents a possible systematic difference between the true system re-

Model bias, possible sponse and the simulator prediction that still remains, even from us-
origins ing a simulator with the best set of model parameter values. Possi-

ble sources for this bias are missing physics in the physical models,
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numerical approximations, or any other simplifications in the simu-
lator whose effects on the prediction are unknown a priori. As such,
the bias term tends to be systematic and dependent on the control-
lable inputs x. and the observation layout A [205]. Note that, strictly
speaking, there is a dependence of %, on 9, but this dependence is
suppress from the notation; %, though unknown, should in princi-
ple be a unique set of values valid for all x. [92, 93].

The unknown model bias function & can be represented as a ran-
dom function D(o),

(U1 —ym(xe,Xm,A)) = D(xc, A) (5-4)

Casting the unknown model bias term as a stochastic process is the

salient feature of Bayesian calibration framework proposed by Kennedy

and O’Hagan [83]. In particular, a stationary Gaussian process (GP)  Gaussian process
D(xc,A) on X¢ € RP¢ and on A is used to represent the term: formulation

D(o,0) ~ §P(ms(o,0;1s), Ks((o,0), (0,0);Ps)) (5.5)

where ms and Kg are the mean function and the covariance function
of the GP, respectively; and s is the hyper-parameters associated
with the specification of the GP for the model bias function (e.g., its
covariance kernel, {o, 6, p}, see Chapter 4). Under a GP formulation,
the notion of systematic bias mentioned previously is described statis-
tically in terms of the mean and the covariance of the GP [205].

For a selected values of x. and A, the GP becomes a Gaussian ran-
dom variable,

D(xc,A) ~ N(ms(xe, A Ps), s3(xc, A Ps)) (5.6)

where s% is the standard deviation at controllable input x. observed
at A, under the parametrization W5 of the GP. Finally, for observations
on multiple combinations of the controllable inputs or the complete
observation layout A, the GP becomes a multivariate Gaussian ran-
dom variable, taking into account correlations of the bias at different
elements of the observation layout,

D(XC/A) ~ N(m6 (Xc//\}lpé)/zé(xc//\;lpé)) (57)

where X is the (symmetric) covariance matrix of the bias at control-
lable input x. observed on A, under the parametrization W5 of the
GP. The size of the matrix is P x P, with P the product of the number
of different combinations of the controllable inputs and the number
of elements in the observation layout.
Incorporating a bias term in the calibration procedure is important
to avoid overfitting in the model parameters estimates. To illustrate ~ Model with
this idea, consider a calibration process for a simulator whose bias negligible bias,
is negligible, with a single uncertain model parameter and a single illustrated
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controllable input x. as shown in Fig. 5.2a. The thin black lines be-
tween the two bounding thick black lines indicate the simulator pre-
dictions at different values of the model parameter. As can be seen,
the range of the model parameter values can in principle be con-
strained to match the observed data (crosses) within the observation
uncertainty. Furthermore, the range of the model parameters will in-
creasingly become smaller with increasing number of data (such that
the associated observation uncertainty becomes increasingly narrow
as well). In other words, the calibrated model parameter converges to
the “true” value [93, 207, 208]. This parameter value will be valid for
prediction outside the calibration domain (i.e., extrapolation at differ-
ent values of controllable inputs where no data has been observed).

(a) Simulator with negligible bias and (b) Simulator with non-negligible bias
calibrated simulator. and calibrated simulator.

Figure 5.2: Illustration of predictions made by computer simulator with and
without non-negligible bias, both with an uncertain model pa-
rameter and a controllable input x.. Crosses are the observed
data along with the associated uncertainty taken at different con-
trollable inputs x.. Bold lines are the simulator prediction using
the maximum and minimum of the uncertain model parameter,
thin lines are the prediction with different values of the model
parameter, and dotted lines are the prediction outside the cali-
bration domain using model parameter calibrated without a bias
term. The scales in the axes are arbitrary.

On the other hand, some simulators would have an apparent bias
such that their predictions would remain inconsistent with the ob-
served data, regardless of the choice of the model parameter values
(Fig. 5.2b). Calibration can still be conducted such that the discrep-
ancy between data and prediction is minimized in some sense (i.e.,
some kind of best-fitting model parameter value). The calibrated pa-
rameter would be able to predict calibration data well, but not for pre-
diction outside the calibration domain. The situation becomes more
problematic when more precise data becomes available such that un-
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certainty associated with the observed data becomes narrower. In that
situation, the uncertainty associated with the calibrated model param-
eter will also become narrower up to a point value (in this particular
example). This illustrates the two symptoms of overfitting the model
parameter: the calibrated model parameter is biased (i.e., having a
wrong value) and its uncertainty is degenerate (i.e., increasingly sure
on the wrong value with higher precision of the observed data). The
latter symptom is particularly troublesome as it inflates the degree of
confidence one has on the prediction.

The situation of a biased model is prevalent in complex physics-
based simulators, whose constituent physical models were developed
using scientific theory and supported by experimental data. This ap-
proach forms the scientific basis for making prediction, especially
in the region outside the calibration domain [209]. It is hoped that
such an approach would be more robust than using purely statistical
model of observed data [93, 205]. However, certain degree of simpli-
fications from numerical approximation to ignored physical process
due to a lack of knowledge are expected to persist [2]. Furthermore,
the strong scientific foundation and the experimental data support of
physical models often only apply to the separate constituent models
of a complex simulator [48]. In practice, the simulator consolidates nu-
merous models to simulate the behavior of a (more) complex system
outside the calibration domain. As such, it can also be expected that
the predictions from such simulators would exhibit certain degree of
bias (from the true value) that is unknown a priori.

One might argue that if a model is known to be biased it simply
requires more developmental effort to correct the bias by putting ad-
ditional models for the missing physical processes. However, as ar-
gued in [11, 209], this approach might not be the best solution as
additional models often require even more model parameters to be
calibrated and thus call for even more supporting data that cannot
be met. Additionally, as noted in [48, 93, 208], it is often impractical
(nor realistic) for an analyst to revise the inner workings of a large
complex simulator. Yet, to wait until a better simulator is available
before making any prediction is simply not constructive.

In a Bayesian framework, the statistical description of the model
bias term can potentially alleviate the problem of overfitting. Because
the model parameters and the model bias are not fully identifiable
according to Eq. (5.2)", having more precise data will not make the
uncertainty associated with the calibrated model parameters to col-
lapse (i.e., its distribution becomes degenerate) [93, 208]. Whether the
calibrated model parameters and the associated uncertainties are ap-
plicable for extrapolation outside the calibration domain, however,
depends on whether the bias term is modeled properly [86, 92, 93,

that is, without further prior information, arbitrary choice of Xy, fits the data per-
fectly well for arbitrary choice of 6. In other words, the two terms are confounds.
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207-209]. Thus, such a statistical description of the model bias is not
a magic bullet in the calibration of a biased model. It does, however,
provides additional flexibility in incorporating either prior knowl-
edge or a prior expectation regarding model deficiency.

At this point, it is worth revisiting the meaning of calibrated pa-
rameters in a simulator with bias. In a simulator without bias it is
straightforward to justify that the calibrated model parameters as
the “true” parameter values of the specified model. If the model is
physics-based then they also correspond to physical parameters. As
argued in [207, 208], physical parameters often have meaning outside
the world described by the model where the parameters reside. More-
over, having a true value, such physical parameters would generally
be applicable to extrapolation outside the calibration domain.

On the contrary, as illustrated in one of the examples above, cali-
brated model parameters in a simulator with bias act as best-fitting
parameters that allow the simulator to fit, in some sense, the calibra-
tion data. Incorporating model bias term might help in alleviating the
problem of overfitting, but the a priori arbitrariness of the model bias
term confounds with the model parameters itself, making the result-
ing calibrated model parameters more difficult to interpret [210]. As
such, in practice, it is important to emphasize that calibrated model
parameters in a simulator with bias will simply be optimal under
particular assumptions (e.g., criteria, model bias term) [48]. Ref. [208]
went further by arguing that such model parameters (tuning) had
limited scientific values and would not help for extrapolation.

Regarding this dichotomy, the present thesis takes a more prag-
matic view: the distinction is rather irrelevant. It is awkward to dis-
cuss the true and wrong values of model parameters if the model it-
self is considered biased (i.e., to a certain extent wrong). In such cases,
the notion of true parameter values is hard to justify, the model pa-
rameters might not have strict physical meaning and may not be of
interest in their own right. And yet, in a complex physics-based sim-
ulator (where possible systematic bias cannot be excluded), many of
these model parameters are being used in conditions different from
their calibration domain, regardless of the conceptual distinction (e.g.,
Refs. [28, 92]). Thus, the calibration of model parameters based on
the available experimental data should be aimed at guaranteeing that
the simulator remains applicable outside its calibration domain®. The
Bayesian framework accommodates this aim of calibration in a flex-
ible manner by taking into account multiple sources of uncertainty
through selection of prior uncertainties both for the model param-
eters and for the model bias term, which eventually results in the
associated posterior uncertainties.

or more eloquently in the words of Leamer [40], the resulting posterior uncertainty
associated with the calibrated model parameters is:”...wide enough to be credible
and the corresponding interval of inferences is narrow enough to be useful”.
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5.2.2  Probabilistic Model for the Observation error

Now recall the relationship between the true system response and its
observation through a measurement given in Eq. (5.1),

UE(XC/A) = UT(XC/A) +€

The observation error term e represents any possible error during the
measurement process, either from the imprecision of the instrument
or any other residual variability of the experiment. This variability, in
turn, might be due to the inherently stochastic nature of the physi-
cal process (irreducible) or unrecognized and uncontrolled variables
(reducible) [83].

Because this term is considered unknown, a stochastic process is
defined on the observation layout,

E(A) ~ plelbe, A) (5.8)

where 1. is the parametrization of the PDF describing the observa-
tion error e at A. That is, it depends on which response is observed,
as well as where and when it is observed.

An important assumption made on the distribution of the observa-
tion error is that it is independent conditional on the true value of the
system response. One can argue that the measurement data points
taken from a spatio-temporal physical process would have (perhaps
complicated) correlation structure among them. But intuitively, as ar-
gued in [211], this structure becomes much simplified once the true
value is known; it can mainly be attributed to the residual variability
and instrument precision with a simpler description. The true system
response itself is already separately formulated in terms of the simu-
lator prediction and a model bias term (Eq. (5.2)). As such, any pos-
sible complicated structure of the error (either bias or correlation) is
already assigned to the model bias formulation and assuming a sim-
pler measurement error model (i.e., independent) is sufficient [211].
In any case, as noted in [83, 93], it will be difficult to distinguish two
correlation structures separately for the model bias term and obser-
vation error based on the data alone.

The particular distribution of the observation error is often assumed
to be a Gaussian in the applied literature [83, 93, 209, 211, 212],

& ~N(0,0%,(A) (5.9)

or equivalently following the conditional independence assumption
explained above,

(Yel9r = y7(xe,A) ~ N(yT(Xc, A), 055 (A)) (5.10)
where 02, _ is the variance of the Gaussian distribution and is the only

hyper-parameter of this observation error specification. The value of
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the variance depends on the element of the observation layout A.
Eq. (5.9) implies that the observation is taken without bias and the
error is independent (but need not be identically distributed) Gaus-
sian random variable.

5.2.3 Probabilistic Model for the Simulator

For a deterministic simulator yns, the probabilistic modeling of the
bias term & and the observation error term € are enough to formulate
a probabilistic model for the experimental observation Yg. However,
following the development taken in Chapter 4, a Gaussian process
(GP) can also be used to represent a deterministic simulator using an
explicit formulation of a stochastic process. The prediction made by
the simulator at particular values of x., Xm, and A is then given by,

1Z;Z\/l(xcﬂznux) ~ N(m(xmﬁm/ A}Il)m)/ SZ(XC,)ACm, }\;q’m)) (5-11)

where m and s? is the kriging mean and the kriging variance, respec-
tively (see Section 4.3); and 1, is the hyper-parameters associated
with the specification of the GP (e.g., its covariance kernel).

This step is taken especially if the simulator is computationally ex-
pensive to evaluate and only a limited number of simulator runs can
be afforded [83, 92, 93]. The probabilistic model in Eq. (5.11) then
becomes an approximation to the actual simulator (i.e., a GP meta-
model). Furthermore, as explained in Chapter 4, the uncertainty asso-
ciated with a prediction by the metamodel at an arbitrary input point
stems from the fact that the simulator itself was not run at that input.
This prediction is based on the outputs of which the simulator was
run (i.e., the training data)3.

5.2.4 Posterior of the Model Parameters

Summarizing the above discussions for a deterministic simulator ym,

‘ZJM = yM ~ P(UM |72m/xc/7\) = 6d(UM _HM(*m;Xc/A))
(gT _HM) = D(XC/7\) ~ p(6|1p51xC/7\) (5'12)
(Ye —Y1) = EA) ~ plelpe,A)

where b4 is the Dirac delta function indicating that the simulator
prediction is exact (i.e., a degenerate density).

Suppose that the form of the densities in Eq. (5.12) are already
given, then the stochastic process Y is obtained by adding the terms
on the right hand side of Eq. (5.2). Assuming that they are indepen-

3 The statement “conditional on the training data” in Eq. (5.11), ie,
Ym (X, Xm; A)|Y(DM) has been implicitly assumed.
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dent, the PDF of Y is defined as the convolution of the terms [213],

P(thbéﬂbe,?zm,Xc,?\) — e

(P, e A)) P8 s X A) 5 ple e, AN )

where * is the symbol for the convolution operation. This formula-
tion implies that the deterministic simulator is embedded into the
probabilistic model Y.

Following the Gaussian distribution formulations for the model
bias, the observation error, and the simulator approximation, a nor-
mal likelihood for the calibration problem can be obtained as follows,

Ye=Ym+D+¢

Y (xe, &m, A) ~ N(mpm (Xe, Km, A Pm), s74 (Xe, Km, A Pm))
D(xe; A) ~ N(ms (xe, A s), 53 (xc, A bs))

E(A) ~ N(0,055(A))

obs

(5.14)

As such, the data generating process Y under the Gaussian formula-
tion above is

yE ~ N(m*/ Si)

My (xC/Qm/ Alll)m/ II)(S) = mM(xC/Qm/ }\/ll)m) + mé (XC/ AIII)(S)

Si(xcﬂzm/ AP, s, O%bs) = S%A(xcﬂzm/ A;lpm) + S%(Xc, APs) + O%bs(h)

(5.15)

where m, and s2 are the mean and the standard deviation of the ex-
perimental data generating process under the Gaussian formulation,
respectively.

Given a set of experimental data y taken at x. and observed on
an observation layout A, the likelihood function is then defined as
follows

L(*mr‘bér‘pe;)’/x(ﬂ/\) = ‘P(HE = Y|Xc — XCI)zmlll"élll)elA) (516)

Under the Gaussian formulation, the likelihood function is obtained
by using the Gaussian density of Eq. (5.15) for p. Note that if the
set of experimental data is simultaneously given on the observation
layout A then the covariance matrix X, is used instead of the standard

deviation s2,

. (xcﬂzm/ AP, 1l)5,lbe) :ZM(XCI X, A/q)m) +...

Zé(xc,/\;ll)é) + ZObS(A;Il)e) (5~17)

where Xz, L5, and X, ps are the P x P covariance matrices of the
simulator approximation, the model bias term, and the observation
error, with P the dimension of the experimental data.
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According to the Bayes’ theorem, the joint posterior probability of
the model parameters x,, and the hyper-parameters associated with
the model bias and the observation error is given as,

p(’zmzlpérlpey |Y/XC/A) = ..
L(lelbﬁlq)ey;y/XC/A) p(’zm) p(1b5 |A) p(lbeg |A) (518)
PYE =y Ixc =xc, A)

where p(Xm), p(Ws; A), and p(Pe,; A) are the prior probabilities for
the model parameters, the model bias hyper-parameters, and the ob-
servation error parameters, respectively.

The denominator of the Eq. (5.18) is a normalizing constant with
respect to the model parameters and the hyper-parameters such that
Eq. (5.18) is a valid probability density (i.e., integration over the do-
main yields the value 1.0). As such, it is defined as a multidimen-
sional integral of the following,

P(UE ZY|xc :XC;A) JL(Qm/ll)élll)e;YIxC/A) T

PXm) - p(We [A) - p(Ws|A) dXmdedips
(5.19)

The specifications of the likelihood and the associated priors com-
pletely specify the Bayesian statistical calibration framework for the
model parameters. The full Bayesian formulation for the model pa-
rameters calibration given in Eq. (5.18) involves numerous parame-
ters. Besides the model parameters and controllable inputs, the com-
plete formulation above also involves additional parameters associ-
ated with the statistical models: P 5, Pobs, and P, the (hyper-)para-
meters for the model bias, the observation error, and the simulator ap-
proximation, respectively. By simultaneously calibrating them against
experimental data, the uncertainties due to the specifications of the
model bias, the observation error, and the simulator approximation
up to their (hyper-)parametrization are taken into account. In princi-
ple, the hyper-parameters are now also part of the calibration prob-
lem, increasing the size (in dimension) and the complexity of it. Be-
fore presenting a simulation method to make inference on the model
parameters, a modularized approach [186] to simplify the problem
is introduced beforehand in the following, assuming the Gaussian
formulation.

5.2.5 Modularization of the Bayesian Framework

The formulation presented above is naturally compartmentalized into
three distinct modules: the GP metamodels for the simulator approx-
imation and the model bias term, and a multivariate Gaussian dis-
tribution for the observation error. In a modularized approach, in-
stead of simultaneously calibrating all the parameters involved with
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experimental data, the hyper-parameters associated with each of the
modules are separately estimated and then fixed in the downstream
analysis. The main reason for this simplification is the concern that
the parameters involved might be poorly identifiable with respect
to the experimental data, especially between parameters (and hyper-
parameters) in the different modules. This, in turn, causes difficulty
in making inference about the model parameters [186]. Moreover,
there is a computational incentive in limiting the number of hyper-
parameters in the calibration. Though the simulation method of Sec-
tion 5.3 tends to have less severe dependence on the problem dimen-
sion, more parameters often also increases the complexity of the prob-
lem and causes the method to converge slowly. A lack of identifiabil-
ity is an example of such an increase in complexity not present in the
calibration problem of a lower dimension.

Consider first the modularization of the metamodel for the sim-
ulator approximation. It is natural to consider the outputs of actual
simulator runs (and not the experimental data) to be the basis of meta-
model construction. Moreover, experimental data tends to be scarce,
while the simulator runs would be relatively easier to generate across
the range of inputs. Indeed, this what was done in Chapter 4, where
the training of the metamodel was separated from the calibration of
the model parameters. The training step, where the hyper-parameters
associated with the metamodel were estimated using Maximum Like-
lihood Estimation (MLE), was done only on the basis of simulator
runs (i.e., the training data). Afterward, the metamodel was required
to accurately predict the simulator outputs for arbitrary inputs (both
model parameters and controllable inputs) within a predefined range
via an independent validation step using additional simulator runs.
The estimated hyper-parameters of the GP metamodel was kept con-
stant during the validation step and the performance of the meta-
model was not assessed with respect to the experimental data.

Modularizing the model bias term is more intricate due to inherent
confounding between this term and the unknown best model param-
eters. Model bias is defined as the difference between true response
value and the simulator prediction using best, but unknown model
parameters (Eq. (5.2)). The model bias itself is unknown (uncertain) a
priori. As such, without further information, experimental data alone
cannot be used to distinguish between the model bias term and the
model parameters. When GP is used to represent the uncertain model
bias, this problem typically becomes worse as it introduces multiple
hyper-parameters associated with the GP specification.

Due to this confounding, modularizing the model bias term is com-
monly carried out such that the hyper-parameters associated with
the GP of the bias term can be fixed prior to the calibration of the
model parameters. There are no consensus in the literature on how
exactly such fixed values of the hyper-parameters are obtained. How-
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ever, Refs. [83, 92, 93, 214] provide a common theme in the modular-
ization of the model bias term through MLE of the hyper-parameters
based on an initial fitting the difference between the simulator pre-
diction (evaluated using selected value, or values, from the prior of
the model parameters) and the experimental data. Refs. [93, 214], for
instance, adopt a pragmatic approach where a GP for the model bias
term is fitted (and their corresponding hyper-parameters estimated)
based on the differences between simulator prediction using the prior
mean of the model parameters and the experimental data across con-
trollable inputs and on the observation layout. This provides an initial
estimate of the bias. Afterward, depending on what expectation or
assumption are put on the bias term, the estimated associated hyper-
parameters can still be allowed to vary in the downstream analysis.

Lastly, one of the main sources for estimating the parameters of
the experimental observation error model (i.e., the variance under
Gaussian formulation) is the replications under the same experimen-
tal condition. If those are not available then alternative sources must
be consulted. For instance, experimentalist would have an idea on
the extent of the observation error and often, these figures can be
found in the experiment report. If these are not to be found and point
estimate of these parameters cannot be justified, then prior distribu-
tion on the parameters should be assigned. In this case, many analy-
sis in the applied literature assume prior distribution with different
degree of informativeness for the scale parameter (e.g., exponential,
half-Cauchy, inverse-Gamma, etc.) [88, 93, 209].

The modularization approach represents a series of compromises
between having a full uncertainty analysis and having a more tractable
formulation of the model parameters calibration problem [83]. Such
compromises then become part of the modeling decision in order to
simplify a particular calibration problem: fixing the hyper-parameters
associated with the GP metamodel ¥, at estimated values implies
that the uncertainty in the simulator approximation is not taken into
account completely; fixing the hyper-parameters associated with the
GP model for the bias term W5 at estimated values implies that the
uncertainty in the bias is not taken into account completely; and fix-
ing the parameters associated with the Gaussian distribution of the
observation error W, at estimated values implies that the uncertainty
in the observation error is not taken into account completely.

Meanwhile, completely taking into account all sources of uncer-
tainty up to their level of hyper-parameters (and parameters for the
observation error model), at the cost of increasing model complexity,
might not be necessary. Indeed, as it was reported in Refs. [83, 92, 93,
186, 205], the effect of the additional sources of uncertainty at that
level were relatively minor on the calibration results. This is due to
the fact that the variation in the simulator prediction is largely deter-
mined by the uncertainty about the model parameters and the control-
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lable inputs rather than the uncertainty about the hyper-parameters.
Hence, it is more important in the simplified analysis to recognize
what is being compromised above and to recognize properly the
sources of uncertainty in the calibration at the level of metamodel
(i.e., simulator approximation), model bias, and observation error in
the first place.

53 MARKOV CHAIN MONTE CARLO (MCMC) SIMULATION

The formulation of the Bayesian calibration of a computer model
presented above results in a joint posterior PDF for all the param-
eters involved in the resulting probability model p(x|y) (Eq. (5.18)
in Section 5.2.4). This density contains all the information (and con-
sequently, the uncertainties) regarding the model parameters condi-
tioned on the observed data and the assumed data-generating pro-
cess. The uncertainties associated with the model parameters can then
be represented using different summary statistics, many of which in-
volve integration.

For example, the uncertainties associated with a model parameter
Xa can be represented by its variance, which is defined as

VX4l = E[X3] — E?[X4]

= JXﬁP(Xd,&d ly) dx — JXdP(Xd,X~d ly) dx
X X

where x = {x4,x.q} stands for the the set of model parameters x,

in Sections 5.1 and 5.2; and the integrations are carried out over the

domain X. An alternative way to summarize the uncertainties of a

model parameter is through its 0-quantile QY, which for parameter
xq is defined as

0

0 . ]P(x < G) — Qi

QY : P(Xa < QY) =

J p(xa,x-qly) dx.qdxq =0
iand

~d

In this manner, the 95% confidence interval of the parameter is writ-
ten as Q3'°25 < Xg < Q%975.

Though these summaries might be of interest, in an application set-
ting, the model parameters uncertainties are often propagated through
the simulation model to obtain the uncertainty in the prediction. Hence,
the output from a simulation model y = f(x) is expressed as a ran-
dom variable Y from the transformation of a random variable X |y by
the function f

Y =1(X1y); pxjylx) =plxly)

where the PDF of X|y is the posterior density p(x|y). The actual
PDF of Y follows the rule of transformation of random variable and it

155

Posterior
uncertainty of the
model parameters

Posterior
uncertainty of the
model prediction



156

Challenges in
dealing with
posterior density

Problem statement

BAYESIAN CALIBRATION

represents the uncertainty in the output due to the uncertainty in the
input parameters conditioned on the data. This uncertainty can also
be summarized with various statistics and, as before, many of these
involve integration. For instance, the variance of the output:

00 00 2
Vil = [ Peptey)ax - ( | f(x)p(x|y)dx>

The posterior density p(x|y) and the function f(x), however, are
in practice highly multidimensional functions and performing their
integration numerically is harder with an increasing number of input
parameters. At the same time, conducting MC simulation for estimat-
ing the integrals (as was done in Chapter 3 in the estimation of the
Sobol” indices) is not straightforward in this case. The multiplication
of likelihood p(y|x) and prior density p(x) will, in general, yield
an arbitrary posterior density not available in a closed-form expres-
sion ready to be sampled from. As a result, generating independent
samples from the posterior density required for the MC estimation
becomes a difficult task.

This section presents an approach, the so-called MCMC simulation,
to directly generate samples from an arbitrary PDF. These samples
are useful for estimating various quantities given as examples above.
This technique works with less severe dependence on the dimension
of the input parameter space.

Although in the context of Bayesian data analysis the PDF of inter-
est is the posterior PDF [215], generating samples from an arbitrary
PDF is a general problem. As such, in the following, a generic nota-
tion for an arbitrary PDF p(x) is used instead of p(x|y).

5.3.1 Motivation

Consider the following problem: Generate a set of samples {x}\_;
from a random variable X, given the PDF p : X C RP — R>o. It is
assumed that the PDF can be evaluated at any given x € X, at least
up to a proportionality constant. That is,

p*(x) = Cp(x) (5.20)

The proportionality constant in the above equation is the normalizing
constant such that p is a valid PDF, [p(x)dx =1 & C = [p*(x)dx.
Carrying out the integration of p* can be problematic in its own right
especially for a highly multidimensional function (such as the nor-
malizing constant of a posterior density given in Eq. (5.19)). There-
fore, generating a set of samples simply by knowing p* instead of p
is advantageous.

The generated samples can then be used, among other things, to
evaluate different summary statistics (such as expectation, variance,
etc.) of x itself or of any function under the PDF.
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In the rest of the section, the term model input parameter space X
is replaced by the term state space, the range of possible values of the
random variable X; a more appropriate term in the context of generic
problem of generating samples from a distribution.

Generating samples from an arbitrary multidimensional density
function is generally a difficult task. Intuitively, for a given sample
size, correctly generating samples from a density means that the sam-
ple values have to be distributed proportionally to its PDF. There
should be more samples in the region where the PDF value is high,
and less in the the region where the PDF value is low. For a complex
multidimensional density function, these locations are not known a
priori and might have to be identified exhaustively [98].

In one dimension, the most common way of generating sample
from a given density is by inverse transform sampling coupled with a
random number generator. The approach requires the quantile func-
tion of the PDF. To obtain the quantile function, the density has to
be integrated and its normalizing constant has to be computed. Ap-
pendix D.4 provides a more detail account on the topic. Many univari-
ate random variables are widely studied and the analytical solutions
to their quantile functions are available [216]. However, the method is
not readily extendable to distributions of higher dimension. Addition-
ally, though sampling algorithms exist for several multivariate densi-
ties (notably, the multivariate normal density — See Appendix D.5),
this will not be the case for an arbitrary PDF of higher dimension.

To illustrate the difficulty to generate samples from an arbitrary
multivariate probability distribution, consider the following unnor-
malized bivariate PDF parametrized by the location parameters 1, u
and the scale parameters o1, 02 [217]:

exp (—(x1 —u1)/o1) exp (—(x2 —u2)/02)
+exp (—(x1 —w1)/01) +exp (—(x2 — p2)/02))3
x1,%2 € R;pu1, n2 € R; and oy, 0, € RY

p*(X],XZ) = (1

(5.21)

Fig. 5.3 shows the contour plot of the joint density as well as the
marginal density for each of the variate, for selected range of values
of its parameters.

A straightforward approach to generate samples from a given mul-
tivariate density is done by first discretizing the state space of the den-
sity function and evaluate the density at the discretized points. Sup-
posed the domain of the density has been discretized uniformly in
each dimension with a level A resulting in {(x1,1, x25); 1,j =1,..., 1}
with I the number of discretized points. At the discretized levels, the

probability for each value of (x1,;, x2,;) is approximated by p(x1,1, x2,5)
=p*(x1,1,%25)/ 21, P (%11, x2,5)* Theset{p(x1,i, x25); L,i =1,..., 1)}

4 strictly speaking, each density value has to be multiplied by the hypervolume of the
grid to obtain the probability mass, but the term cancels out in computing p.
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(a) Joint density p*(x1,x2) (b) Marginal densities p*(x7) and
p*(x2)

Figure 5.3: Joint and marginal densities plots of the unnormalized PDF in
the example. The parameters used in the example are: u; =
5,]42 = 2,0‘] =1.25, and 0) = 3.

constitute a complete discrete probability distributions. Generating
samples from such a probability distribution is straightforward in a
modern computing environment [98].

Fig. 5.4 illustrates this procedure for the example given above. First,
the state is windowed in X € [—25,25]2 before being discretized in
A = 50 levels. This results in 2’601 discretized points at which the
density is evaluated (Fig. 5.4a). Next, the density values are taken to
be the probability for each of the 2’601 discretized points. Together
they make up a complete discrete probability distribution from which
samples can be readily generated.

Fig. 5.4a shows 5’000 samples generated from the discrete distribu-
tion. Darker points indicate that the values have been sampled mul-
tiple times following the actual underlying PDF (the contour of the
analytical joint density is overlaid). Figs. 5.4b and 5.4c show the his-
tograms for each of the marginals. The figure shows that the gener-
ated samples are indeed approximately distributed as the given PDF.

The main issue with the discretized grid approach, conceptually
simple as it is, is the curse of dimensionality similar to the one men-
tioned in the previous chapters. The number of density evaluations
grows exponentially with the number of dimension. As a rule, for a
given discretization level A and a given dimension D, the number of
density evaluations is (A + 1)P.

Moreover, many of the evaluations on the grid exemplified above
are potentially wasteful for carrying out an integration over the den-
sity, especially if the cost for evaluating the density is non-negligible.
Assuming a well-behaved function of interest inside the integral, some
regions of the state space will contribute more to the integration than
the others. In fact, this “region of space where it matters” is related
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Figure 5.4: Sampling from a multivariate density by discretizing the state space in grids. Each
dimension of the state space is discretized into A = 50 levels. The density is then
evaluated at the discretized points. (Left) 5000 samples are generated following the
resulting discrete probability distribution; (Center and Right) The histograms of the
marginals approximately follow the shape of the respective analytical marginal density.
The marginal densities have been normalized to match the peak of the histogram.

to the mathematical notion of the typical set of a distribution [98].
Loosely speaking, it can be thought of as the region of state space
where the probability mass (density times volume) is concentrated.
Consequently, any integration over the whole state space of a density
can be approximated by an integration over this typical set [98]. Al-
though the location of the typical set for the example above is rather
trivial (the region around the center of the density), it will not be
the case for an arbitrary high-dimensional PDF (such as a posterior
density)>. Having samples that are representative of a typical set is a
particularly challenging task in conducting MC integration over an ar-
bitrary high-dimensional PDF°. At the same time, if such samples can
be obtained then the performance of MC integration in high dimen-
sion would potentially be more efficient, requiring less function eval-
uations for the same accuracy level, than that of the grid approach?.
To circumvent these issues, a sampling technique based on the the-
ory of stochastic process is adopted [215, 218]. Specifically, by con-  Markov Chain
structing a Markov chain of the input parameters values, the resulting ~ Monte Carlo
process will eventually converge to a stationary distribution which
coincides with the distribution according to the given density (i.e.,
target density). Instead of blindly evaluating the density at every cor-

5 And in fact, the region around the mode of a distribution becomes less representative
of the typical set in high-dimension as it becomes smaller in comparison to other part
of the state space where the density value, albeit small, is non-negligible. This is yet
another example of the curse of dimensionality.

6 Recall that in Chapter 3, the MC integrations for Sobol” indices estimation were
conducted over a uniform density thus it was only the property of the function of
interest that mattered.

7 Deterministic numerical integration is either based on or and improvement of the
discretized grid approach.
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ner of the state space, such a Markov chain will be directed to explore
the typical set of the distribution. As such, this family of techniques
potentially has less severe dependence to the dimension of the state
space. Generating such samples for the purpose of Monte Carlo (MC)
simulation by simulating a Markov chain is termed Markov Chain
Monte Carlo (MCMCQ).

The following briefly presents the basics of Markov chain and its
importance in solving the problem of generating samples from an ar-
b