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Abstract

Anthropogenic emissions of greenhouse gases due to human activity is causing global warm-
ing and inducing climate change. A major implication of global warming is the decreasing ice
mass in the polar regions resulting in sea-level rise. It is now known that sublimation of drifting
and blowing snow is one of the dominant terms of the mass balance of Antarctica. There
are various efforts underway to curtail greenhouse gas emissions and mitigate the impact of
global warming. One of the most promising solutions involves using non-polluting renewable
sources of electricity. Global wind energy estimates have been shown to be far in excess of
current and projected energy requirements. From a fluid dynamics perspective, turbulence in
the lowest region of the atmosphere, known as the Atmospheric boundary layer (ABL) exerts
significant control on both wind energy extraction systems as well as drifting and blowing
snow particles, both of which can be considered as distributed drag elements that act as a sink
of momentum.

The first part of the thesis is concerned with large-eddy simulations (LES) of the turbulent,
time-varying ABL with an immersed wind farm. First, a new time-adaptive wind turbine model
for LES is introduced that enables the wind turbines to yaw and realign with the incoming
wind vector, similar to real wind turbines. The performance of the new model is tested with
in a neutrally-stratified ABL forced with a time varying geostrophic wind as well as a syn-
thetic time-changing thermal ABL. Next, the effect of extensive terrestrial wind farms on the
spatio-temporal structure of the diurnally-evolving ABL is explored. It is shown that extensive
wind farms substantially perturb the vertical structure of the stable boundary layer and the
dynamics of the ‘morning’ transition. The effect of these perturbations on the potential power
output of an extensive wind farm output is also analysed. Finally, flow characteristics through
finite-sized wind farms and the influence of the wind-farm configuration on modulating this
evolution is explored using LES. The principal aim for this part of the thesis is to identify
regions of flow-adjustment and flow equilibrium within the wind farm. Three diagnostic
variables, namely, the wind-farm induced effective surface roughness, the wake viscosity and
the wake-expansion coefficient are also computed using the LES-generated database and are
used to characterize the flow.
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Abstract

In the second part of the thesis, LES of drifting and blowing snow are performed with the aim
of calculating sublimation of saltating snow grains. The Thorpe and Mason [1966] model for
calculating the mass lost from a sublimating snow grain is the basis of all existing estimates of
drifting snow sublimation. This model is revisited to test its validity for saltating snow grains.
It is shown that residence times for saltating snow grains are such that using the steady-state
model of sublimation losses by the Thorpe and Mason (TM) approach is questionable. Fur-
thermore, the residence times were found to be independent of the imposed pressure gradient
and buoyancy. The relaxation time needed for the unsteady mass loss rate to reconcile with
the TM solution is found to be comparable to typical residence times for saltating grains and
the resulting errors due to use of the TM approach are quantified.

Keywords: Atmospheric Boundary Layer; Large-eddy Simulation; Wind Energy; Drifting and
Blowing Snow; Sublimation
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Résumé

Les émissions de gaz a effet de serre dues a I’activité humaine sont responsables de profonds
changements climatiques, notamment du réchauffement de la planéte. Une des conséquences
majeures de ce réchauffement est la fonte des glaces polaires et 'augmentation du niveau de la
mer que cela cause. Il est aujourd’hui établi qu'une partie importante de I’érosion de la couche
neigeuse de ’Antarctique provient de la sublimation des particules de neige en saltation ou en
suspension turbulente. De nombreuses initiatives existent cherchant a réduire les émissions de
gaz a effet de serre et a limiter le réchauffement climatique, notamment en augmentant la part
d’électricité produite par des énergies renouvelables et non-polluantes. Dans cette optique, les
ressources potentielles d’énergie éolienne dépassent de loin les besoins énergétiques actuels
et futurs. Les deux processus discutés ici, 'extraction d’énergie éolienne et la sublimation de
la neige en suspension ou saltation, sont fortement influencés par les échanges turbulents
de la région la plus basse de 'atmospheére, la couche limite atmosphérique (CLA). Du point
de vue mécanique aussi bien les champs d’éoliennes que les particules de neige peuvent étre
considérés comme des sources discretes de trainée, donc des puits de quantité de mouvement.

La premiere partie de cette theése s’intéresse aux simulations numériques Large-Eddy Si-
mulations (LES) des échanges turbulents de la CLA ainsi que de ses variations temporelles
au-dessus d'un champ d’éoliennes. J’introduis dans un premier temps un nouveau modele
adaptatif de turbine éolienne pour les LES qui permet un réalignement dynamique des tur-
bines avec la direction incidente du vent, et 'ajustement de I'angle de lacet, comme dans les
turbines réelles. Ce modele est testé dans un flux atmosphérique stratifié de facon neutre, avec
un vecteur de vent géostrophique ainsi qu'une couche limite atmosphérique artificielle qui
varient dans le temps. J’étudie ensuite les effets de champs d’éoliennes terrestres extensifs
sur la structure spatio-temporelle des cycles diurnes de la CLA. Je montre en particulier que
de trés grands champs d’éoliennes perturbent la structure verticale d'une CLA stable ainsi
que la dynamique des transitions matinales. Les effets de ces perturbations sur la puissance
potentielle générée par ces champs étendus d’éoliennes sont ensuite analysés. Pour finir,
j’explore les caractéristiques du flux a travers de champs d’éolienne finis, et 'influence de
la configuration de ces champs sur son évolution avec des LES. L'objectif principal de cette
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Résumé

partie du travail est d’identifier les régions d’ajustement et d’équilibrage du flux dans les
champs d’éolienne. Trois variables sont utilisées pour cela : la rugosité de surface effective,
la viscosité de sillage, et le coefficient d’expansion de sillage, tous trois calculés a partir des
données générées par les LES.

La seconde partie de la these traite de la sublimation de particules de neige en saltation et en
suspension a partir de LES. Actuellement, le modele le plus répandu pour calculer la masse
de neige en suspension perdue par sublimation est celui de Thorpe et Mason [1966]. 11 est
utilisé pour des prédictions a petite et grande échelle de la perte de masse neigeuse dans
les régions polaires et alpines. Je revisite ce modéle et teste sa validité pour les particules
de neige en saltation. Je montre que les temps de résidence des particules de neige dans un
flux turbulent sont tels, que cela remet en cause I’hypothése de pertes stationnaires lors de
la sublimation, comme supposé dans le modéle de Thorpe et Mason (TM). Les temps de
relaxation qui seraient nécessaires pour permettre au taux de perte de masse de retomber aux
valeurs trouvées par la solution TM sont du méme ordre que les temps de résidence typiques
pour des particules en saltation. Lerreur due a I’approche TM est quantifiée a la fin de cette
partie.

Mots Clés : Couche limite atmosphérique ; Simulation des Grandes Echelles ; Energie éolienne;
Transport éolien de la neige; Sublimation
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Introduction

Climate Change - from implications to mitigation

There is currently an extraordinary churning in the scientific, economical and political spheres
of our lives as we take cognizance of the changing climate of our planet, its causes, wide ranging
implications in agriculture, energy and ecology, and the possible solutions for adaptation and
mitigation of the emerging challenges. There is over all, broad agreement in the scientific
community that climate change is attributable to human activity, and is occurring at such a
rapid pace that possible solutions to mitigate its impact can potentially upend the established
systems of economic activity and progress that commenced with the Industrial Revolution two
centuries ago. The Intergovernmental Panel on Climate Change (IPCC), in its Fifth Assessment
Synthesis Report [Pachauri et al., 2014], unequivocally states: “Human influence on the climate
system is clear and recent anthropogenic emissions of greenhouse gases are the highest in

y

history. Recent climate changes have had widespread impacts on human and natural systems.’

In the sphere of energy production, curtailing emissions of greenhouse gases due to generation
of electricity is seen as highly promising with non-polluting, renewable sources of electricity
becoming increasingly widespread in the past three decades. Wind energy in particular has
been identified as a bountiful resource that is sufficient in meeting a large fraction of the global
electricity requirements [Jacobson and Archer, 2012]. Wind energy extraction systems are
advancing rapidly due to innovation in multiple domains, ranging from better turbine blade
design [Serensen, 2011, Schubel and Crossley, 2012] and improved rotor systems [Chalmers
and Spooner, 1999] to new materials allowing for ever larger turbines [Brondsted et al., 2005]
and offshore construction technology to extend wind farms farther away from the coasts
[Roddier et al., 2010]. Experience from the first generation of wind farms built in the North
Sea in the 1970s highlighted the meteorological and fluid-dynamical controls on wind farm
efficiency and present-day efforts benefit greatly from improved wind farm design based on
high-fidelity simulation tools available both for fluid-structure interaction [Churchfield et al.,
2012] and weather forecasting [Roulston et al., 2003].

With regards to the implications of climate change, the IPCC report [Pachauri et al., 2014]
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further states: “Warming of the climate system is unequivocal, and since the 1950s, many of
the observed changes are unprecedented over decades to millennia. The atmosphere and
ocean have warmed, the amounts of snow and ice have diminished, and sea level has risen.”
The sea level rise in particular is attributed to loss of snow and ice content particularly from
Antarctica, which contains the largest stockpile of freshwater in the world. It has been shown
comprehensively that the mass loss from Antarctica is intimately linked to sea-level rise in the
past century [Rignot et al., 2011]. Upon further analysis, drifting and blowing snow has, in the
past decade been identified as one of the dominant terms of the mass balance of Antarctica,
particularly in the coastal plains and the adjoining slopes that connect to the high plateau
[Van den Broeke et al., 2004, van den Broeke et al., 2006]. This is true at hourly, daily, monthly

and yearly time-scales.

Understanding and predicting atmospheric motions is at the core of tackling global warming
and climate change. This is particularly true of the lowest region of the atmosphere, which is
also of most consequence to our lives. It is here that we carry out most of our economic activity,
grow crops that sustain our population, inhabit and use vast human-built infrastructures.
This region is also where all of the anthropogenic emissions and pollutants originate and are
transported, wind farms operate to generate electricity and drifting and blowing snow occur.
The defining feature of this layer is the ubiquitous presence of turbulence at scales ranging
from a few millimetres to a few kilometres at the tropics. This is reflected by its name as the
Atmospheric Boundary Layer (ABL). Turbulence in the ABL is essentially an interplay between
shear in the flow and buoyancy forces. Shear in the flow principally comes from friction at
earth’s surface and creates instabilities that propagate throughout the ABL. Buoyancy forces
are driven by the heating and cooling of the earth’s surface, which acts as a lower boundary
of the ABL. The highly turbulent nature of the ABL implies fast mixing and rapid transport of
heat, moisture and other scalars. This fact also makes it imperative for researchers studying
transport processes in the ABL to have a firm grasp over the origin and nature of turbulence.

Wind turbines with dimensions ¢ (100 m) and snow particles being transported by the air
with dimensions (100 pm) can both be considered as distributed drag elements that act as a
sink of momentum and increase the friction in the ABL. Snow particles additionally exchange
heat and mass with the surrounding air. The perturbations induced by the presence of wind
turbines and particles in the flow interact non-linearly with background shear and buoyancy
and these perturbations can either be damped or amplified to result in large-scale effects with
important consequences.

Numerical weather prediction and climate modelling has often been considered as the holy
grail of scientific computing since the advent of computers and their utilization for scientific
research. Work on numerical methods, global atmospheric measurement systems and global
warming and climate change have had a deep symbiotic relationship with challenges and
improvements in one area often spurring development in the others. It is remarkable for
example to note that simulating the weather was one of the earliest tasks given to the first
general-purpose ‘computer’ [see Charney et al., 1950, who used the ENIAC at the United States
Army’s Ballistic Research Laboratory]. Relatively soon after the pioneering work of Phillips
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[1956] who performed the first General Circulation Model (GCM) simulation, Manabe and
Wetherald [1975] and Hansen et al. [1981] showed that doubling carbon dioxide levels results
in 1.5-4 degree centigrade rise in mean global temperatures. Discovery of global warming
and improved understand of its implications are a result of continual development and use of
GCM models in the past five decades.

The development of the GCM models inspired the earliest large-eddy simulation (LES) models
which had its advent for the purpose of meteorological applications [Deardorff, 1970c] and
has since revolutionized fluid dynamics research in many different domains. While both
the LES and the GCMs solve the Navier-Stokes equations, they utilize different formulations
relevant to the scales being simulated. Furthermore, the GCM is typically used to solve a
boundary-value problem while the LES is used to solve initial-value problems. The largest
scales simulated by a typical LES, @ (1000 m), are usually an order of magnitude smaller that
the smallest scales resolved by a typical GCM ¢(10 km). The LES is able to make use of the
scale-invariance property of turbulence in the inertial sub-range to parametrize small-scale
(subgrid-scale) motions and is thus used for micro-meteorological problems in the ABL. On
the other hand, GCMs employ semi-empirical formulations for subgrid-scale mixing and
are used for simulating much longer time scales covering the entire globe. Thus, due to the
scale separation, GCMs and LESs have been quite independent in their development and
utilization.

This thesis uses state-of-the art LES models for understanding the interaction between the
turbulent ABL and wind farms on one hand and simulating the sublimation of drifting and
blowing snow on the other. The former is crucial for mitigation of the implications due to
global warming and climate change, while the latter is a critical process in the mass balance of
Antarctica and the associated sea-level rise. In the following section, the state of the research
of three topics, namely, large-eddy simulations of atmospheric flows, wind energy extraction
in the atmospheric boundary layer and sublimation of drifting and blowing snow, is described.

State of Research

Large-eddy simulations of Atmospheric Flows

The main principle of the large-eddy simulation (LES) technique is that one explicitly solves
for the large scales of the flow while the small scales are modelled using what are known
as subgrid-scale (SGS) or subfilter-scale models. The theoretical foundations of the LES are
based on two hypotheses of Kolmogorov [1941b,a], which state the universality of small-scale
motions and the existence of a cascade of energy from large scales to the small scales through
an inertial subrange. The larger scales of motion are responsible for production of energy as
well as for transport of momentum, temperature and moisture across the ABL. Furthermore,
it is the larger scales that show variation depending upon the boundary conditions, such as
geometry of the boundaries, fluxes of heat and moisture and surface drag. The smallest scales,
that is scales beyond the inertial subrange are considered to be isotropic in nature. They are
universal in all turbulent flows and are not affected by the boundary conditions.
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LES is accomplished by low-pass filtering of the Navier-Stokes equations and using resolved-
scale flow quantities to parametrize the effect of the filtered smaller scales. The distinguishing
features of an LES model for the ABL are the assumptions of hydrostatic balance, incompress-
ibility of the flow and use of similarity solutions as boundary conditions for the lower boundary.
The first ever LES model is attributed to the work of Deardorff [1970a,b,c] in simulating the
ABL. An important improvement was that by Moeng [1984],Albertson and Parlange [1999a]
and Albertson and Parlange [1999b] who introduced the pseudospectral collocation approach
of Orszag [1969] to LES. Following these pioneering efforts, the LES-based methodology has
been successfully applied to study a wide range of ABL phenomena from flow over internal
boundary layers [Albertson and Parlange, 1999b], stratified boundary layer problems [Kumar
etal., 2009], flows around vegetation canopies [Yue et al., 2007], pollen transport [Chamecki
et al., 2009], flow in urban and sub-urban environments [Giometto et al., 2016] and many
others. The LES methodology has thus become a mainstay of research of the ABL in the past
two decades.

The SGS model, which lies at the heart of any LES technique has seen tremendous improve-
ment from the first closure scheme by Smagorinsky [1963], which used the concept of constant
turbulent eddy viscosity, to the development of scale-aware dynamic eddy-viscosity mod-
els that make use of the Germano Identity [Germano, 1992]. In this thesis, the Lagrangian
scale-dependent dynamic Smagorinsky (LASD) model of Bou-Zeid et al. [2005] is used. This
model essentially applies the Germano Identity to Lagrangian parcels of fluid. There exist
a wide variety of SGS models apart from those based on the eddy-viscosity concept such as
the similarity models [Bardina et al., 1980, Stolz and Adams, 1999], the classic approach of
Deardorff [1973] in solving a SGS TKE equation and vorticity based methods [Misra and Pullin,
1997]. A completely different approach that uses only numerical dissipation to represent
molecular viscous dissipation is known as the implicit LES [Grinstein et al., 2007].

Wind Energy Extraction in the Atmospheric Boundary Layer

The most widespread technology for extracting and producing large-scale energy from atmo-
spheric flows is the use of arrays of horizontal axis wind turbines. Understanding the interac-
tion between wind farms and the background turbulent flow has advanced through a variety
of different approaches - wind tunnel experiments with scaled models, mast-measurements
in existing wind farms, development of analytical models as well as numerical simulations.
These studies have been motivated and targeted towards different goals and end-users, pri-
marily wind energy companies aiming to maximize electricity generation from wind farm
installations and meteorologists attempting to understand the effect of wind farms on the
climate at micro- and meso- scales.

Beginning with the classic work of Betz [see Snel, 2003, Vermeer et al., 2003, for review] on
general single rotor aerodynamics, and the seminal contributions of Jensen [1983] towards
applying those principles to wind turbines, initial studies focused on modelling the mean-flow
of the wake downstream of a single wind turbine. These so called ‘wake-models’ were extended
and applied to the complicated scenario of multi-turbine wind farms where nonlinear wake-
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turbine and wake-wake interactions dominate the flow. These models, though being semi-
empirical, with a multitude of tuning parameters, remain extremely popular within the wind-
energy industry, due to their simplicity and low computation development and cost. A notable
improvement in the tools employed by the wind-energy industry in the past decade is the
use of Reynolds-averaged Navier-Stokes (RANS) solvers. A majority of these solvers utilize
eddy-viscosity closure models suitably tuned to account for the presence of the wind turbines,
following the pioneering study of Ainslie [1988]. Further development of these models remains
an important area of research, an example of which, is the development of the dynamic wake
meandering model of Larsen et al. [2008]. These developments have helped wind farm owners
in identifying profitable sites for wind farm installation, optimizing the spacing of wind
turbines and predict maintenance costs on account of turbulence.

Another branch of research is aimed at computing the global wind-power potential and the
possible effects of large-scale wind-farm deployment on climate dynamics. Studies such as
Keith et al. [2004], Barrie and Kirk-Davidoff [2010] and Wang and Prinn [2010] used general
circulation models (GCMs) and used the concept of enhanced surface roughness to model
the effect of large wind farms [Frandsen, 1992, Calaf et al., 2010, Meneveau, 2012]. Numerical
studies at similar scales have also focussed on understanding the perturbations induced by
wind farms on weather and climate. The goal of these studies was to understand potential
impact of wind farms on the surface energy budgets and the local hydro-meteorology. Studies
by Roy et al. [2004], Kirk-Davidoff and Keith [2008] and Roy and Traiteur [2010] found that
large wind farms modify the surface sensible and latent heat fluxes resulting in lower air
temperatures during daytime and warmer air temperatures at nighttime.

Differences in the aim and scope of each of such studies has required different research
methodologies. For example, the earliest wake models were tested and calibrated using
limited point-measurements from offshore wind farms and wind tunnel experiments. On
the other hand, in the numerical studies mentioned above, mesoscale and global circulation
models have been used wherein wind farms have been parametrized either as elevated sinks of
mean kinetic energy and sources of turbulence or as enhanced surface roughness. A common
feature of all these different approaches has been the low fidelity of the the turbulent flow-field
information, either due to the lack of sufficient experimental data, limitations of measurement
techniques, or simplified turbulence representation in numerical models.

Within this context, the introduction of the LES as a tool to study wind farm-ABL interaction
is a comparatively new and major development and is rapidly being applied to the whole
spectrum of problems discussed above, i.e, from single blade aerodynamics to influence of
wind turbines at atmospheric mesoscales. Improvements in SGS modelling discussed in the
previous section have played a major role in allowing for accurate simulations of wind farms
immersed in the ABL. Validation of the LES results with detailed wind tunnel experiments
has proven to be extremely successful [Cal et al., 2010, Wu and Porté-Agel, 2011] and given
credence to its suitability as an wind farm design tool [Goit and Meyers, 2015]. However, LES
is a computationally expensive technique with current use limited to academia and research
groups. Initially, LES-based work was performed in the idealized setting of an ‘infinite’ wind
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farm [Calaf et al., 2010]. More recently, LES of finite-sized wind farms have also been performed
[Stevens et al., 2015, Abkar et al., 2016, Allaerts and Meyers, 2017].

Sublimation of Drifting and Blowing Snow

The earliest studies on understanding the causes and implications of drifting and blowing
snow were motivated by it’s influence on the hydrology in latitudes which receive significant
precipitation in the form of snow. It was discovered that sublimation losses were responsible
for taking away vast quantities of precipitating snow [Tabler, 1975]. Schmidt [1972] put forth
perhaps the first model for sublimation of drifting and blowing snow based on an earlier study
of sublimation of solitary ice grains by Thorpe and Mason [1966]. Over time, studies uncovered
various aspects of sublimation rates from drifting and blowing snow and its dependence on
the effect of air speed, temperature and relative humidity and grain size distribution. Lee
[1975] introduced the concept of ventilation to account for turbulent exchange of heat and
mass. Since the time of the earliest polar explorers, scientists have noticed the ubiquitous,
unidirectional wind with large drifting and blowing snow. Beginning with the pioneering study
by Budd [1966] who measured the particle size distributions of drifting and blowing snow in
Antarctica, the continent has served as a vast laboratory for understanding mechanisms of
aeolian transport of snow, with study by Mann et al. [2000] being perhaps the most compre-
hensive field experiment till date on computing sublimation from snow in transport. Due to
increasing concerns of climate change, there is an increased interest in computing sublimation
in Antarctica. Large-scale modelling studies have shown the importance of sublimation of
blowing snow on the mass balance [Gallée et al., 2001, van den Broeke et al., 2006, Lenaerts
etal., 2012, Barral et al., 2014].

Understanding the mechanics of the aeolian transport of snow have benefited greatly from
research in allied subjects such as sand transport in deserts and sediment transport in river
beds. Turbulent transport of granular material originating at the surface can be classified
into two modes, namely, saltation and suspension. Saltation consists of the heavier particles
being transported along the surface via short, ballistic trajectories with heights less than 10
cm and involves mechanisms of rebound and splashing of grains [Doorschot and Lehning,
2002, Comola and Lehning, 2017]. Suspension on the other hand refers to transport of lighter
grains at higher elevations and over large distances without contact with the surface, As a
first-order approximation, particles in suspension follow the turbulent air flow and this fact
makes modelling of suspension far easier than saltation.

Both saltation as well as suspension of grains commence with aerodynamic entrainment of
these particles when the shear stress at the surface exceeds a threshold value. Bagnold [1941]
provided an early model for aerodynamic entrainment by linking the threshold shear stress
with the particle diameter and density and the fluid density. The empirical coefficients in this
model have since been adjusted for snow by Clifton et al. [2006]. Anderson and Haff [1991]
developed a model for rebound entrainment using extensive computer simulations. For a long
time, the parametrizations for splash entrainment were purely empirical [Anderson and Haff,
1991, Shao and Li, 1999, Sugiura and Maeno, 2000] that were deduced from a large number
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of wind tunnel and computational experiments. Finally, Kok and Renno [2009] developed a
physically based model based on conservation of mass and momentum and using principles
of statistical mechanics. Snow surface erosion is distinct from that of sand due to greater
heterogeneity of the particle diameters and strong cohesion forces between the snow particles.
Schmidt [1980] modified the formulation by Bagnold [1941] for snow to account for cohesion
and elasticity of snow grains. A major improvement in splash entrainment for heterogeneous
granular surfaces with cohesive grains and particularly snow was put forth recently by Comola
and Lehning [2017].

The earliest simulations of sublimation of drifting and blowing snow extended the models
of Thorpe and Mason [1966] and Schmidt [1972] and combined these with boundary layer
flow solvers based on RANS and surface-flow coupling as described in the previous paragraph.
Notable examples are the Prairie Blowing Snow Model (PBSM) by Pomeroy et al. [1993] and
the PIEKTUK by Déry and Yau [1999]. An updated version of the PIEKTUK that formulates a
double-moment Eulerian transport scheme of snow [Déry and Yau, 2001] is the foundation of
blowing snow models in popular large-scale models such as RACMO [Lenaerts et al., 2012]
and Meso-NH [Vionnet et al., 2014]. These models have been used extensively to compute the
mass balance of Antarctica at regional and continental scales.

The first fully-coupled simulations of saltation in an turbulent flow were performed using
Reynolds-averaged flow solvers (RANS) [Shao and Li, 1999, Nemoto and Nishimura, 2004,
Almeida et al., 2007] that simulated only the mean velocity and used statistical models to
characterize turbulence. Groot Zwaaftink et al. [2011] coupled a thermodynamic snowpack
model with a RANS-type flow solver to calculate snowdrift sublimation in complex terrain and
found a 10% reduction in snow deposition on leeward slopes due to sublimation. Following
the work of Vinkovic et al. [2006], Dupont et al. [2013] in formulating LES models for sand
saltation, Groot Zwaaftink et al. [2014] implemented the first LES-saltation model for snow
using an Eulerian-Lagrangian, two-way coupled flow-snow particle transport solver which
included advanced stochastic models of aerodynamic, rebound and splash entrainment.
Recent studies by Dai and Huang [2014], Huang et al. [2016], Huang and Wang [2016] have
extended Groot Zwaaftink et al. [2014]’s model in an attempt to compute sublimation losses in
the snow saltation layer.

Objectives and Organization of the thesis

The objectives of the thesis are to perform very high resolution large-eddy simulations of
the atmospheric boundary layer for two distinct scenarios, both involving distributed drag
elements in the presence of buoyancy forces. In the first scenario, simulations of very-large (or
infinite) wind farms immersed in a transient ABL are performed and analysed. Quasi-steady
flow scenarios for different stable [Lu and Porté-Agel, 2011, Aitken et al., 2014, Abkar and Porté-
Agel, 2015, Bhaganagar and Debnath, 2015] and unstable conditions [Lu and Porté-Agel, 2015]
for wind farms have been explored recently using LES. Atmospheric flow is however by nature,
transient and thus one of the main focus of the thesis is to study the impact of wind farms on
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the diurnal cycle, which is a continual process of formation, growth, quasi-stationarity and
ultimately decay of the convective boundary layer (CBL) followed by a similar cycle for the
stable boundary layer (SBL). During the course of a diurnal cycle, winds change both their
magnitude and direction substantially. Thus, before performing simulations of a diurnally-
varying ABL, a new wind turbine model for LES was developed that allowed for the yawing of
the plane of rotation to accurately capture the interaction between such a time-varying ABL
flow and the immersed wind turbines. Additional work was done to simulate a neutral ABL
flow over a finite-sized wind farm to study the formation and growth of the internal boundary
layer due to the drag imposed by the turbines and to ultimately compare the results with those
from flows over infinite wind farms.

In the second scenario, simulations of sublimation drifting and blowing snow are performed
with a focus on saltating ice grains. Most modelling studies of sublimation of snow in motion
have been done using mesoscale models that are too coarse to resolve the length and time
scales required to simulate saltating snow grains. Infact, in these studies, only sublimation of
grains in suspension is computed and it is assumed that the saltation layer is saturated and
thus there is no sublimation from grains in saltation. Recently, this view has been challenged
using LES [Dai and Huang, 2014, Huang and Wang, 2016] who showed that sublimation losses
in the saltation layer are not negligible, particularly for wind speeds close to the threshold
velocities for aeolian transport, wherein a majority of aeolian snow transport occurs via
saltation rather than suspension.However, these LES studies use the classic equilibrium model
of Thorpe and Mason [1966] to compute mass loss from a snow grain, similar to the mesoscale
models mentioned earlier. The objective in this thesis is to question the use of the Thorpe and
Mason formulation for sublimation from saltating ice grain.

The thesis is organized into two parts, with the Part I consisting of three chapters pertaining
to LES of wind farms while Part II consists of two chapters regarding the LES of drifting and
blowing snow undergoing sublimation. The chapters are organized as below:

e Chapter 1: In this chapter, a new large eddy simulation model for time-adaptive wind
turbines is introduced. The new algorithm enables the wind turbines to dynamically
realign with the incoming wind vector and self-adjust the yaw orientation with the
incoming wind vector similar to real wind turbines. The performance of the new model
is tested, firstly with a neutrally stratified atmospheric flow forced with a time varying
geostrophic wind vector and secondly with a synthetic time-changing thermal atmo-
spheric boundary layer.

e Chapter 2: The effect of extensive terrestrial wind farms on the spatio-temporal struc-
ture and dynamics of the diurnally-evolving atmospheric boundary layer is explored
in this chapter. High-resolution large-eddy simulations of a realistic diurnal cycle with
an embedded wind farm are performed using the time-adaptive wind turbine model
developed in Chapter 1. Simulations are forced by a constant geostrophic velocity
with time-varying surface boundary conditions derived from a selected period of the
CASES-99 field campaign.
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e Chapter 3: Evolution of flow characteristics through finite-sized wind farms and the
influence of the wind-farm configuration on modulating this evolution is explored
through numerical simulations. The principal aim for the study is to identify regions
of flow-adjustment and flow equilibrium within the wind farm. Towards this aim, a
suite of five large-eddy simulations (LES) of the neutral atmospheric boundary layer
with extremely long streamwise domains are performed with embedded finite-sized
wind farms of different streamwise and spanwise spacing. Three diagnostic variables,
namely, the wind-farm induced effective surface roughness, the wake viscosity and the
wake-expansion coefficient are computed using the LES-generated database and are
used to characterize the flow.

* Chapter 4: A detailed description of the LES model for simulating sublimation of drifting
and blowing snow is provided in this chapter. The Navier-Stokes equations are solved
in the Eulerian frame of reference along with Lagrangian particles that enter the flow
due to aerodynamic, rebound and splash entrainment. The entrainment mechanisms
are modelled using stochastic parametrizations derived from theory. Two models for
sublimation of ice grains are implemented with one being the classic model of Thorpe
and Mason [1966] while the other is the heat and mass balance equations of individual
ice grains.

* Chapter 5: The Thorpe and Mason (TM) model for calculating the mass lost from a sub-
limating snow grain is the basis of all existing small and large-scale estimates of drifting
snow sublimation and the associated snow mass balance of polar and alpine regions.
This model is revisited in this chapter to test its validity for calculating sublimation from
saltating snow grains.

In addition to the above chapters, there are two additional appendices at the end of the thesis.
Appendix A described preliminary results of an LES study to uncover perturbations induced
in a stratocumulus-topped boundary layer due to wind farms and is inspired by the results
in Chapter 2. Appendix B describes a mean kinetic energy budget (MKE) of the ABL flows
simulated in Chapter 3 and is an extension of the analysis presented in that chapter.
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1.1 Introduction

Studies in wind energy have developed rapidly over the past few years, with works investigating
a wide range of problems, such as wind turbine aerodynamics [Snel, 1998, Burton et al., 2001],
wake interactions [Voutsinas et al., 1990, Frandsen, 1992, Gonzalez-Longatt et al., 2011] or
large-scale wind farm and atmosphere interaction [Roy et al., 2004, Keith et al., 2004, Kirk-
Davidoff and Keith, 2008, Barrie and Kirk-Davidoff, 2010]. The Large Eddy Simulation (LES)
technique has increasingly been implemented to gain insight into the wind energy question.
Its inherent high spatio-temporal resolution, together with its capacity for resolving the large
scale flow phenomena, has allowed for a wide variety of LES-Wind Energy studies. In most
works, the flow is forced with a pressure gradient to better control the mean wind direction
of the turbulent flow. While this procedure is simple and has provided great insight into the
study of wake structures, harvesting of wind power in large wind farms, or farm layout effects,
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it is a limiting factor for more realistic scenarios.

A new generation of atmospheric LES codes have been proven to accurately reproduce time
changing atmospheric flows when forced with close to realistic conditions, including Coriolis
effects [Kumar et al., 2006]. Yet, it hasn't been possible to study wind turbine characteristics
under such changing conditions because of the limited flexibility of the wind turbine models
used within the LES simulations. Current turbine models don’t allow for automatic rotation
and alignment of the turbine’s nacelle with the changing wind conditions, hence the current
need to properly prescribe the incoming flow such that it is perpendicular to the turbines’
rotor disk. Porté-Agel et al. [2013] investigated the effect of wind direction change and the
wind farm layout on wake interaction. This work required a large set of numerical simulations,
each one forced with a fixed pressure gradient corresponding to a new wind vector orientation.
Recent studies such as Sescu and Meneveau [2014] utilize a ‘proportional-integral’ control
algorithm that artificially constrains the mean flow to be in the streamwise direction while
maintaining statistical stationarity.

Coupled mesoscale-microscale simulation methods are being explored for wind resource
estimation and for guiding wind farm siting and operational decisions [Gopalan et al., 2014].
The increasinly popular WRF-LES techinque, especially useful for studying flows in complex
terrain and non-idealized settings, is being adopted for wind energy research as well. Notable
works include Mirocha et al. [2013, 2014], where nested LES simulations with wind turbines
modelled using the generalized actuator disk model have been used to study the ABL-WT
interaction in realistic forcing conditions and compared with field and turbine data.

At the other end of the research spectrum is the development of high-fidelity aero-elastic
models such as FAST [Jonkman and Buhl Jr, 2005] at NREL with additional capabilities for
wind turbine control mechanisms such as yaw-correction, pitch control [Fleming et al., 2013].
These models provide a very detailed description of real-world wind turbines, but require
high spatial and temporal resolution of the flow to compute the WT forces, power output and
loads. Thus, to be best of our knowledge, such models have not been used to parametrize
wind turbines in simulations of large wind farms embedded in a full ABL simulation.

Previous works also show an increasing interest in better understanding the changes induced
by the interaction of turbine wakes with the underlying land-surface - e.g changes in evapo-
transpiration, land surface temperature and crop growth [Calaf et al., 2011, Lu and Porté-Agel,
2011, Roy, 2011, Yang et al., 2012, Zhang et al., 2013]. Assessing these changes experimentally
would require large and expensive field experiments [Rajewski et al., 2013]. In addition, ex-
perimental conditions are sometimes so complex that fully decomposing the effects of the
multiple elements in play becomes an almost impossible task. Numerical simulations are a
valuable tool to independently asses the effects of turbines, and for these numerical simula-
tions to reproduce more realistic conditions, the simulations need to partly capture the time
evolution of the atmospheric flow. Thus, for studying the behaviour of wind turbines, their
corresponding wakes, and the interaction with the surrounding flow and land-surface, a time-
adaptive wind turbine algorithm is needed. At present, wind turbines timely-synchronize their
aerodynamic profile and yaw-alignment with the changing mean wind conditions according
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to pre-established power curves and configured operational schemes. The time varying flow
conditions are extracted using wind vanes and cup anemometers installed at the nacelle and
the wind turbine adjusts to pre-established configuration setups.

It is well known that wind conditions under convective conditions are radically different
than those encountered under stably stratified regimes. Wind direction changes happen
regularly under convective regimes with elevated turbulent intensity periods, while under
stably stratified periods the flow tends to be less turbulent.

In this work a numerical algorithm that permits for the wind turbine to automatically readjust
its yaw alignment with the local incoming wind conditions is presented. The wind turbine
algorithm is equipped with a flexible time averaging function that allows to compute the
averaged incoming wind vector, and dynamically adjust the turbine’s yaw. At present, the
incoming wind vector is measured at hub height as with traditional wind vanes and cup
anemometers installed behind the rotor blades. The new algorithm uses the actuator disk
model with additional rotation similar to that used in Wu and Porté-Agel [2011], and a LES
code based on pseudo-spectral numerics and dynamic subgrid-scale model, similar to the
one presented in past works [Porté-Agel et al., 2013, Bou-Zeid et al., 2005, Kumar et al., 2006,
Calaf et al., 2011] is implemented.

In Sect. 1.2, the LES code is presented in detail together with the sub-grid model and the
boundary conditions. Section 1.3 introduces the new time adaptive wind turbine algorithm
and Sect. 1.4 introduces the study cases considered. Sections 1.5 and 1.6 describe two specific
examples in which the new algorithm has been applied. Results are presented with respect to
power availability at different daytime periods with the corresponding properties associated
to this available power.

1.2 The Large Eddy Simulation approach

The numerical code solves for the non-dimensional, filtered Navier-Stokes equations for an
incompressible flow in hydrostatic equilibrium, together with the continuity equation. The
rotational form of the filtered Navier-Stokes equations is used in order to ensure conservation
of mass and energy of the inertial terms [Orzag and Pao, 1974]. The effect of temperature is
introduced into the momentum equations using a thermal buoyancy term as a result of using
the Boussinesq approximation. The full set of equations being solved is therefore,

01;
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where 0 is the filtered potential temperature, ii; represents the LES filtered velocity component
in the i direction (i = 1, 2, 3), and p is the resolved dynamic pressure term formulated so as to
satisfy the divergence-free condition. The deviatoric part of the momentum sub-grid stress
term, 7;; is modelled with the Lagrangian scale dependent model from Bou-Zeid et al. [2005],
and the corresponding sub-grid scalar flux of potential temperature is modelled using the
adaptation of the Lagrangian scale dependent model for scalars introduced in Calaf et al.
[2011]. The f term represents the Coriolis factor and u¢ and v represent the streamwise and
cross-streamwise components of the geostrophic wind. Here the tilde (*) represents the LES
filtering at the grid size (A), and (") represents a secondary filtering operation at a spacing
two times the grid size (2A). In equation 1.2, §;; is the Kronecker delta (6;; =1 fori=j, 0
otherwise).

The effect of atmospheric stratification is introduced by the potential temperature acting as an
active scalar to modify the buoyancy of the air enhancing vertical displacements of air parcels,
and thus the momentum equation. This is introduced in equation 1.2 using the Boussinesq
approximation for the potential temperature. The effect of the wind turbines is introduced by
a combination of a drag force and a tangential force, both acting into the momentum equation
through the f; term (see Sect. 1.3 for extended details). Because the simulations are done for
large Reynolds numbers and the bottom surface as well as the wind turbines are parametrised,
the viscous effects and the molecular diffusive effects are neglected.

The numerical discretisation of the equations follows the one introduced by Moeng [1984] and
Albertson and Parlange [1999a,b]. This means that a pseudo-spectral discretisation is used,
with second order finite-differences in the vertical direction and Fourier transforms in the
horizontal directions. Because of the Fourier based methods in both horizontal directions, the
domain is fully periodic and no lateral boundary conditions are needed: hence, the domain
size tends to infinity in practical effects. A second order Adams-Bashforth scheme is used for
the time integration. In addition, the non-linear convective terms are de-aliased with the 3/2
rule [Canuto et al., 1988].

The code is fully parallelised using Message Passing Interface (MPI), and the FFTW library
[Frigo and Johnson, 2005] is employed for the Fourier transforms. The pressure solver for
parallel runs is based on the pipeline Thomas algorithm [Povitsky and Morris, 2000]. A zero
vertical velocity and a zero shear stress are imposed as top boundary conditions for the
momentum equations. For the surface boundary conditions, a non-slip condition is imposed
for the vertical velocity and for the horizontal components of the momentum equation an
equivalent shear stress is imposed using the log-law with atmospheric stability correction
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[Parlange and Brutsaert, 1993, Bou-Zeid et al., 2005, Hultmark et al., 2013],

52 L £2
k (u1+u2) 2

Ti3(x,¥,21) = — (1.4)

In(z1/z0) + Y m(z1/L)

Here, iis the specific direction in the plane parallel to the surface (i = 1, 2), and n; is a unitary
directional vector defined as: n; = ii;/ 1/ ﬁf + ft% The shear stress is imposed at z; = Az/2
because of the staggered grid, thus the velocities used are evaluated at that same height (first
numerical grid point with values of u;, i = 1, 2 available). The #i; represents a double filtering
operation (at 2A grid spacing) on horizontal components of the flow, which is equivalent to
a local average (see Bou-Zeid et al. [2005], Hultmark et al. [2013] for further details in this
filtering).

The surface roughness is constant over the entire numerical domain and has a value of z; =
0.1 m which corresponds to a ground surface with low crops [Stull, 1988]. For the numerical
integration of the momentum equation, the vertical derivatives of the horizontal velocity
components are also needed. These are parametrised at the first grid point also using Monin-
Obukhov similarity theory [Brutsaert and Parlance, 1992],

0311;(x,y,21) = (g)nl (1.5)

with 7 =, /T% 5t T% 5- In a similar fashion as for the momentum, the kinematic sensible heat
flux is computed at the first staggered grid point using Monin-Obukhov similarity theory,

k%[0 —0(x,y, zl)](\/ ﬁ% + ﬁ%)

[1n(2) + ymiziD] [in( 2] + i/ D] '

Hi(x,y,z1) = (1.6)

where the surface temperature (6;) is imposed as bottom boundary condition for (see Sect.
1.4 for the specific values used). The stability correction functions () implemented are
those from Brutsaert [2005]. Different formulations exist depending upon stability and the
appropriate choice of functions is made based upon the Obukhov length (L) defined as,
-
-u, 0
L=—2F—, (1.7)
Kkguwo
where u, is the friction velocity, 6 is the mean potential temperature, x the Von Karman
constant (x = 0.4), and w'0’ the surface sensible heat flux. For the unstable scenario the
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stability correction functions are given by,

In(a-2z/L)-3b(z/1)'3 + 242 |p [ (ﬁ;f);z) +
1/3 -1 _ -3
Wm(zlL) =< V3bal"®tan™![2x - D/V3] + o forz/L<b (1.8)
V(™) for z/L> b3
and,
win=1A-d)/nlnlc+yMicl (1.9)

In the above equation, a = 0.33, b = 0.41, ¢ = 0.33, d = 0.057, n = 0.78 and x = (—z/La)'3.
Vo = (—lna+v/3ba'’3m/6). For the stable scenario, the stability correction functions are

Wm(z/D) =—aln|z/L+ 1+ (z/L)")V?]
(1.10)
wn(z/L) = —cln|z/L+ 1+ (z/ D)%)V 9]

where a = 6.1, b = 2.5, ¢ = 5.3 and d = 1.1. The scalar surface roughness has been taken
to be one tenth of the momentum surface roughness (zy ;, = z9/10) [Brutsaert et al., 1989].
The stability correction functions were initially developed from experimental studies on
statistically homogeneous surfaces. It is understood that the wind turbines might have an
effect on the precise parametrisation of the stability correction functions, but lack of new
experimental data on this precise matter doesn't allow for a better numerical approach at the
present time.

1.3 The time-adaptive wind turbine algorithm

Wind turbines are introduced as an additional body force in the Navier-Stokes equations
similar to previous studies [Jimenez et al., 2007, 2008, Calaf et al., 2010, Wu and Porté-Agel,
2011, Yang et al., 2012]. The force exerted by the turbine onto the fluid is computed using
the classical actuator disk (AD) concept [Burton et al., 2001], which states that a wind turbine
induces an equivalent drag force proportional to the square of the unperturbed incoming
wind velocity (u2,), the frontal area swept by the rotor blades A and the thrust coefficient (C7),

1
th—EpCTugoA. (1.11)

The total area swept by the blades is treated as a circular disk as illustrated in 1.1(a). In a large
wind farm with many turbines where the corresponding wakes interact with each other, it is
not possible to define an unperturbed incoming velocity (u.,). Instead, a local velocity in front
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of the turbine’s rotor disk (u,) is used. This is related to the upstream unperturbed velocity
through the induction factor (a) as ux = ugq/(1 - a).

The AD model is as a first-order approach to parameterizing wind turbines in LES, which does
not capture blade-scale fluid motions such as tip vortices. However, a detailed numerical study
from Wu and Porté-Agel [2011] showed that the AD model is sufficient to reproduce the far
wake characteristics. By introducing additional tangential forces, the near wake characteristics
can also be well reproduced without the need of numerically resolving the wind turbine blades.
The model used in the present study is adopted from Meyers and Meneveau [2010], which is
similar to the AD with rotation model proposed by Wu and Porté-Agel [2011], but with further
simplifications regarding geometry and operation of the wind turbine blades. The forces
introduced by the model as described as follows

fi=-3pCrw?
(1.12)
fo = 3pCp@3 G

where f; is the standard drag force per unit area and fp is the tangential force per unit area at
distance r from the centre. The actual force can be found by multiplying Equation 1.12 with
an area element rdrd6. These parameterizations use ‘modified’ thrust and power coefficients,
C’ and C}, respectively. To avoid the local heterogeneities in the velocity field and because
the turbine disk is composed of many LES grid points, a disk averaged velocity is used to
compute the thrust on the flow due to the spinning blades. Additionally, the disk-averaged
velocity is averaged in time using an exponential weighted moving average to secure the
numerical stability of the LES code by avoiding shocks and discontinuities. In Equation 1.12,
()4 represents disk averaging and the overline () represents time averaging. For the complete
derivation of the above expressions, the reader may refer to Meyers and Meneveau [2010].
Only a brief summary of the assumptions used to derive Equation 1.12 are provided here for
the sake of brevity.

The derivation begins using the blade element-momentum (BEM) theory, which combines the
concept of conservation of linear and angular momentum with the blade element forces. This
is based on the premise that these forces are solely responsible for the change in momentum
of air passing through an annular disc [Burton et al., 2001]. It is assumed that the blades are
‘optimally adapted’ to the time-averaged incoming velocity (V) such that the tip-speed ratio
(A = wR/V) remains constant. It is also assumed that the ratio of lift and drag coefficients of
the blades are kept constant using active pitch control. These optimality conditions imply
that a detailed description of the blade geometry is no longer necessary. Balancing the lift and
drag forces with the change in momentum and recasting the resulting equations in standard
expressions for thrust and drag forces results in new coefficients C}, and C7.. These are related
to standard coefficients as Cj, = Cp/(1 — @)* and C/. = Cr/(1 — a)* respectively. In this work,
values for C},,C’, and a are chosen as 0.8, 1.334 and 0.25 respectively. Angular velocity (Q) is
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fixed at 1.5 rad/sec or 3.33 x 103 dimensionless units. These values are similar to the values in
Meyers and Meneveau [2010].

Numerical implementation of the wind turbine model requires that the local forces described
in Equation 1.12 are distributed onto the LES grid points. In this context, two mutually
exclusive and exhaustive scenarios arise based on the orientation of the disk with respect to
the LES mesh - the ‘perfectly-aligned’ case where the WT disk is coplanar with one of the two
vertical Cartesian coordinate surfaces and the more general ‘mis-aligned’ case. Before these
cases are analysed, consider (x,y,z) to be the streamwise, cross-stream and vertical directions
respectively of the LES mesh. Figure 1.1(b) presents an example of the ‘perfectly-aligned’
case where the WT is aligned with the y-z plane. The points represent the LES grid points
and the associated ‘cell’ for each point is created by a mesh with spacing of Ay and Az in the
horizontal and vertical directions respectively. Local forces computed using Equation 1.12
on a fine, disk-attached, Cartesian 1000x 1000 mesh with a resolution of 0.1m. These forces
are then ‘up-scaled’ to LES grid points by a filtering operation. The upscaled normal and
tangential forces (F; and Fy respectively) at any LES grid point (y, z) = (i, j) in Fig. 1.1(b) can
be computed as,

F(ir ) / ! / /
t P = D(ﬁxﬁyﬁz)ﬂfl ker(y’z )d.y dZ )

(i,))
FHZJ = mfffg ker(y',z)dy'dz,

where ker(y, z) is the kernel of the filter used for upscaling. In this work, the filter has a kernel,
ker; j(y',z') = BOX(y') x BOX(2") x HR - (', 2) ), where

BOX(y') = (1.14)
0 elsewhere

with analogous formulation for BOX(z'). The heavyside function (H) is used to restrict the
upscaling operation to within the WT disk. This kernel implies that all local forces within a
cell are upscaled to it’s associated LES grid point. A common kernel used in other studies is
the Gaussian kernel [Wu and Porté-Agel, 2011, 2013]. The Gaussian filter however requires
a width parameter as input. Additionally it is not conservative when applied numerically.
Note that the upscaled forces are normalized by density (p) and volume (AxAyAz) such that
they can be directly added to the filtered LES equations which are solved per unit mass. The
integration is computed numerically on the fine mesh. Since the local drag force term (f) is
equal throughout the disc, the expression for the upscaled drag force (F;) can be reduced to

28



1.3. The time-adaptive wind turbine algorithm

1

X

(d) () (f)

Figure 1.1 — Computational details of the new wind turbine algorithm. Subplot (@) shows a
scheme of the classic actuator disk, and subplot (b) shows the numerical decomposition of the
actuator disk on a regular LES grid.The cells near the boundary of the disk (for e.g, light grey
coloured cells) have area overlap coefficient (y; ;) < 1.0. Inner cells (for e.g. cells coloured dark
gray) have y; j = 1.0. Subplot (c) illustrates the misalignment of a wind turbine with respect to
the LES grid, due to the changing incoming wind conditions. Subplot (d) is a top view of the
wind turbine rotor disk (solid black line), the surrounding LES grid points (coloured black)
and ‘pseudo-LES’ grid points (coloured white). Subplot (e) illustrates the ‘pseudo-LES’ grid
point (&) and the closest LES grid points (e). Subplot (f) illustrates the final distribution of
forces due to a misaligned wind turbine.

2 Yij

p) __lc' a2 Tt (1.15)
t - 2 T dAx’ :

where overlap coefficient y; ; is the fraction of area of the cell associated to point (i, j) that lies
within the disk. In Fig. 1.1(b), for example, the interior cells with dark shading have y; ; = 1.
For the boundary cells y; ; <1, the precise value can be computed by using the relationship
I ker; j(y',2)dy'dz' =y; jAyAz.

It is clear that the ‘perfectly-aligned’ case is an idealized scenario. Indeed, the majority of
previous works used a mean pressure gradient in the streamwise direction to enforce the
mean flow direction in order to model the WTs as being perfectly aligned. In this study, a
new WT model is developed that allows treatment of non-idealized cases of misaligned WTs
with respect to the Cartesian LES grid. This is needed to study the interaction of WTs with
time changing ABL conditions. A novel methodology to suitably model the generic ‘mis-
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aligned’ scenario is described as follows. Figure 1.1(c) shows a WT disk ‘out-of-plane’ of the y-z
coordinate surface unlike Fig. 1.1(b). The essential problem with the ‘mis-aligned’ scenario
is that in most cases, the LES grid points lying along the vertical diameter are the only LES
points on the disk. This is better illustrated by looking at a horizontal plane cutting through
the WT disk at hub-height, as shown in Fig. 1.1(d). In this figure, the shaded circular region
marks the horizontal extent of the WT disk in all possible orientations. The inclined black
line corresponds to the projection of the disk in the orientation shown in Fig. 1.1(c). Here, the
Cartesian grid represents the LES grid lines.

It can be seen that, besides the center point, there are no other LES grid points within the
disk. To solve this problem, a two-step process is followed. First, local forces are computed
using the disk-attached fine mesh and upscaled to ‘pseudo-LES’ grid points as it was done in
the ‘perfectly-aligned’ case. The ‘pseudo-LES’ grid points are identified as follows. Consider
the normal to the WT disk to be oriented along the direction of the incoming horizontal
velocity. Let the angle made by the normal with the x-axis be denoted by ¢. If ¢ < 45, LES grid
lines parallel to x-axis are chosen, else those parallel to y-axis are chosen. The corresponding
intersection of the chosen grid lines with the WT disk are identified as ‘pseudo-LES’ grid points.
As an illustration, in Fig. 1.1(d), ¢ is slightly less than 45°. Thus, grid lines parallel to x-axis
are chosen and their intersection with the disk are considered as the ‘pseudo-LES’ grid points
(shown in Fig. 1.1(d) and (f) as white grid points).

The next step involves distributing the upscaled forces from the ‘pseudo-LES’ points to the
nearest LES grid points in the same horizontal plane using the inverse distance weighting
(IDW) technique [Shepard, 1968]. In Fig. 1.1(d), a region surrounding one of the pseudo-LES
grid points is demarcated by a dotted square. This region is zoomed into in Fig. 1.1(e), which
shows a nine point stencil of LES grid points (e) containing a single ‘pseudo-LES’ grid point
(®). Let the upscaled force at this point be Fg. Then the resulting force at the i LES grid
point, F; is computed as follows

-1

Fj=Fp—t— (1.16)
: Yid;!

where d; is the distance between the ‘pseudo-LES’ grid point and the i;; LES grid point. An
example of the resulting force field in a ‘mis-aligned’ scenario is presented in Fig. 1.1(f). The
arrows are scaled according to magnitude of force. Tangential forces have been neglected for
sake of clarity and hence all force lines are normal to plane of the WT. The error induced in
the above approximation is that the forces are no longer originating at the same plane but are
distributed in a 3D ‘cloud’ of LES grid points surrounding the ‘mis-aligned’ WT disk.

To summarize the parametrizations in the two scenarios, in the ‘perfectly-aligned’ case, local
forces from Equation 1.12 are upscaled directly to the LES grid points using Equation 1.13
whereas in the ‘mis-aligned’ scenario, the local forces are first upscaled to the ‘pseudo-LES’
grid points, which are further distributed onto the LES grid points using IDW. (Note that in
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the very exceptional case of £ = 45, the ‘pseudo-LES’ grid points coincide with the LES grid
points.)

1.4 Study Cases

A standard simulation under neutral atmospheric conditions is developed to test the perfor-
mance of the new wind turbine model (A), and a synthetic diurnal cycle (B) is used to explore
the changes occurring within a large wind farm due to thermal variations in the flow. Simula-
tions are performed in a computational domain of size (7 x 7 x 2) z;, where z; is the height of the
initial boundary layer, set at 1000m. The numerical domain is decomposed in Ny = N, = 128
and N, = 256 grid points in the corresponding Cartesian directions. The time-step for the
simulations is fixed to 0.2 s physical time, or equivalently 1.2 x 10~3 of non-dimensional time
units (time is normalised with ug and z; ).

Initially, a warm-up simulation was run to obtain fully developed velocity and scalar fields,
which were a posteriori used to initialise the two performance tests. The warm-up simulation
was developed by considering a neutrally stratified atmospheric boundary layer (ABL) with
an imposed constant surface temperature of 290 K. The ABL was forced using a constant
geostrophic wind (ug, vg) = (6, 0) m/s. The potential temperature was initialised with a con-
stant value of 290 K uptil z; (ensuring the neutral stratification also close to the surface), along
with a capping inversion of 0.012 K/m from z; to the top of the domain. For the top boundary,
Neumann condition was used for potential temperature, with % =0.005 K/m. This value
was chosen to provide ventilation for the upper atmosphere. However, upon performing
simulations with different flux values, it was found to be inconsequential to much of the
boundary layer apart from the top of the computational domain.

The implemented wind turbines had a hub height (zj) of 100 m, with a diameter (D) fixed at
100 m. A total of 24 wind turbines were placed in a rectilinear grid pattern, with 4 rows and
6 columns, such that the spacing in the x and y directions is 8D and 5D, respectively. Note
that the LES code uses periodic boundary conditions, thus the wind farm is essentially infinite.
The warm-up simulation was run for 17 h of physical time (367.2 units of non-dimensional
time) such that the flow is fully developed and a Wind Turbine Array Boundary Layer (WTABL)
is established. The velocity and scalar fields at the end of this simulation were stored and
re-used as initial conditions for the following two study cases (A and B).

With the aim of testing the performance of the new wind turbine algorithm, the warm-up
simulation was continued for an extra 18 h. During the initial 6 h of physical time, the
geostrophic wind was progressively rotated up to 30° around the vertical axis. Next, the
simulation was continued for an additional twelve hours after the rotation was completed,
until a new equilibrium was established. The absolute magnitude of the geostrophic wind
vector was kept constant during the course of the simulation. The wind turbines progressively
corrected their yaw orientation every ten minutes based on the time averaged orientation of
the velocity at the turbine rotor disk. For this specific study case, the time averaging was done
over a time period of 10 minutes; however this is an adjustable variable. Results will show how

31



Chapter 1. An LES model for a time-adaptive wind turbine

the wind turbines’ yaw orientation progressively follows the mean incoming wind.

The second study case consists of a synthetic ABL diurnal cycle also with wind turbines. To
simulate the diurnal cycle, a sinusoidal function with a 24 h time period and an amplitude
of 8.7 K (which is 3% of the fixed surface temperature of 290 K) was imposed as a time-
varying surface boundary condition. Figure 3(a) shows the change in surface temperature,
AB (AO = 0,(1) — O5(1p) with O5(fp) = 290 K). The simulation was run for 50 h of physical time,
executing two complete diurnal cycles within that time period. The computational time for
such simulations was 3,600 and 10,000 CPU hours for study case A and B respectively. The
simulations exhibit some of the main characteristics of the flow in a large wind farm under a
highly temporally and spatially variable atmospheric flow. This analysis has only been possible
thanks to the flexibility of the new numerical algorithm that permits the wind turbines to
dynamically adapt to the changing surrounding conditions.

1.5 Study case (A): Imposed time varying geostrophic wind under a
neutral atmospheric stratification

The aim of the first study case is to check whether the new wind turbine model is able to
adapt to the time changing incoming wind vector. Towards this aim, the mean flow of the ABL
was progressively rotated in time, by linearly rotating the geostrophic wind. For the sake of
simplicity and to be able to only focus on the performance of the wind turbines in readjusting
to an ABL with rotating mean flow, an atmospheric neutral stratification was considered.

The simulation was initialised with the velocity and scalar fields from the warm-up simulation
(see Sect. 1.4 for further details). Initially, the wind turbines had a mean orientation of 25
degrees. The geostrophic wind was made to rotate by an additional 30° in the following 6 h,
and later it was kept fixed for the final 12 h. The wind turbines’ configuration is set-up such
that wind turbines’ correct their orientation every 10 minutes, based on the time averaged

orientation of the rotor disk averaged velocity (tan~! ((v)4/{(u) ).

Figure 1.2 shows the change in orientation of the mean flow at hub height, with respect to the
streamwise direction (x) (represented by the dashed line), together with the time adapting
orientation of the wind turbines (solid line). The turbines’ orientation has been averaged over
the 24 WTs, and the shaded region presents the corresponding standard deviation between
the different wind turbines in the farm. The staircase shape of the turbine’s curve is due to
the 10 min averaging step. Results show how the WTs are capable of tracking the changing
mean flow direction and correcting their own orientation accordingly. Note that the mean
flow at the hub region experiences inertia to rotation. Thus the rotation is slower than the
rotation of the forcing geostrophic wind. The simulation should be rotationally invariant,
which means that in the limiting case of a fully developed flow with the rotated geostrophic
wind, results should be statistically similar to the warm-up simulation. However, the limiting
case is approached through oscillations in velocity magnitude and orientation. In Fig. 1.2 the
orientation of the mean flow initially overshoots the theoretically enforced flow orientation,
reaching a maximum orientation of 65°, opposed to the 55° expected. However by the end
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Figure 1.2 — Time changing mean horizontal wind orientation at hub-height(dashed line) and
time readjustment of the wind turbine’s averaged yaw (solid line). The gray shaded region
represents the standard deviation of the yaw orientation between the different wind turbines.
The run-time for this test is 18 h, where the geostrophic wind is constantly rotated over the
first 6 h, and kept fixed for the following 12 h.

of the simulation, the flow recovers from its own inertia and becomes consistent with the
enforced orientation with the flow as well as wind turbines having orientation of 55°.

The flow inertia, in terms of magnitude, can be observed in Fig. 1.3(a), where the magnitude of
the horizontal velocity at hub-height decelerates in the first 6 h, coinciding with the period of
rotation of the geostrophic wind. Once the enforced rotation stops, the simulation proceeds
towards the new equilibrium stage, which under rotational invariance should bear statistical
similarity to the conditions at the start of simulation (A). It can be seen that horizontal velocity
at the hub indeed accelerates to finally reach a similar value by the end of the simulation (at
18 h) to the one from the beginning.

The power extracted from the ABL by the WTs can be computed by considering all the points in
the domain that are imparted volume forces arising due to the wind turbines and the velocities
at those corresponding points. Thus for any wind turbine i, the power available is computed
as follows,

Pi=Y Fij-ii;;, (1.17)
j

where the summation index runs over all the LES points imparted with force due to the
i-th WT. Initially, the corresponding WTs power is time averaged every 10 min (Fi), and a
posteriori, averaging is also done over all the WTs ((P)y 7). Note that the power computed
using Equation 1.17 is not the power extracted by the rotor, and to be converted to electricity,
but reflects the mean kinetic energy lost from the ABL due to presence of wind turbines. In Fig.
3(a), the normalized mean velocity at hub-height and its standard deviation is presented. The
resultant wind farm averaged power, together with the corresponding standard deviation, is
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Figure 1.3 — Time evolution of magnitude of mean velocity at hub-height (a) and the extracted
power (b). The shaded gray area represents the corresponding standard deviation of the mean
wind velocity and extracted power between the 24 wind turbines.

shown in Fig. 1.3(b).

Note that the mean averaged velocity is non-dimensionalized with the geostrophic wind and
the wind farm averaged power with the boundary layer height and the geostrophic wind
as well. Following the same trend as the mean velocity, the power decreases up to the 6 h
threshold, on account of decreasing hub velocity, and then increases between 6 h and 14 h,
after which it decreases again at the end of the simulation, at 18h.

1.6 Study Case (B): A diurnal cycle

In the previous section, it has been shown that the new numerical algorithm performs well for
modelling time-adaptive wind turbines, with the wind turbines adjusting to the time varying
wind vector. Therefore, the new wind turbine algorithm allows for the modelling of wind
turbines within a realistic time varying diurnal cycle flow, where the wind conditions dramat-
ically change with the change in atmospheric stratification. Taking advantage of this new
flexibility, a synthetic diurnal cycle is used to begin exploring in a first order approximation,
the interaction between a large wind farm and a characteristic thermal ABL. To simulate a
synthetic diurnal cycle, a time varying boundary condition for the surface temperature was
enforced. For ease of analysis, a sinusoidal function with a time period of 24 h of physical time
and an amplitude of 8.7 K (which is 3% of the fixed surface temperature of 290K) was imposed
as shown in Fig. 1.4(a). The additional simulation parameters were kept equal to the warm-up
simulation, from which the present study case was initialised.

Figure 1.4(a) shows the variation of the imposed surface temperature (A0 = 05 ; —05,1=0), and
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Figure 1.4 — Represents the thermal forcing conditions for two synthetic diurnal cycles (50h
of physical time). Plot (a) shows the variation of the imposed surface temperature (A8 =
05— 05 1=0) as a sinusoidal function of time with an amplitude of 8.7K. Plot (b) illustrates the
time evolution of the atmospheric stability with z/L, being z = Az/2. The vertical dashed lines
identify the time stamps where the atmospheric stability changes (10.25, 22.25, 33.83, 46.83 h).
The horizontal dashed line identifies the change in sign.

Fig. 1.4(b) illustrates the corresponding change in atmospheric stratification, represented as
z/ L, with z = Az/2 (physical height of the first numerical grid point). In both figures the x-axis
represents the 50 h of real time numerically simulated.

Based on the change of sign in the stability parameter (z/L) from Fig. 1.4(b), the simulation
can be divided into 5 regions of alternating stability conditions, with the first region being
unstably stratified. The 5 regions are marked with 4 vertical dotted lines at 10.25, 22.25, 33.83
and 46.83 h, respectively. While the manner in which the diurnal cycle is artificially enforced is
not very realistic, the stratification regimes illustrate the typical diurnal scenarios. As it would
be expected, large differences are encountered on the wind vector both in magnitude and in
direction.

Figure 1.5(a) shows the temporal variation of the wind turbine yaw alignment (solid line).
The shaded region represents the standard deviation between the different wind turbines.
It is very important to notice the difference in the standard deviation between the stably
stratified regimes and the unstable ones. Also note how the orientation linearly increases
during the stable regimes. The rate of change in the turbine’s yaw alignment is better visualised
in Fig. 1.5(b), which shows the magnitude of correction of the WTs every 10 minutes, averaged
over the 24 WTs, together with the corresponding standard deviation. Overall, the correction
in yaw during the unstable periods is an order of magnitude greater than that of the stably
stratified periods. The standard deviation is also much higher during the unstable regimes as
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Figure 1.5 — Temporal variation of the wind turbines’ averaged yaw alignment (a), as the
atmospheric stability changes (vertical dashed lines). The magnitude of correction of the WTs
yaw alignment every 10 minutes is presented in Plot (b). It better illustrates the rate of change
in the turbine’s yaw alignment. The shaded regions represent the corresponding standard
deviations.

compared to the stable periods.

Similar to study case (A) (see Sect. 1.5), the corresponding hub height measured wind is now
explored through the different stratification regimes. Figure 1.5(a) shows the corresponding
velocity averaged over the 24 wind turbines (solid line) and the corresponding standard de-
viation associated with the variability between different turbines. The mean and standard
deviation are greater during the unstable regimes compared to the stable periods. Correspond-
ingly, the power extracted by the WTs from the ABL is shown with it’s mean and standard
deviation in Fig. 1.5(b). It is very important to realise that, contrary to the standard belief,
there is much more power available during day time. However, this comes with an associated
high cost given by the high spatial and temporal variance. Therefore, in order to be able to
harvest the wind resources available, it is necessary that wind turbines can cope with the high
temporal variability. Note that the power extracted during the diurnal cycle is normalized
using the overall time-averaged power extracted from study case A (in kinematic units), shown
in Fig. 1.3(b). Because both study cases are driven by the same geostrophic forcing, this
normalization provides an easy way to observe the differences in power extraction due to
changes in stratification.

Further, it is interesting to look at the change in wind shear throughout the turbine’s rotor disk
according to the different stability regimes. During the convective periods, the flow is largely
dominated by large convective plumes and enhanced turbulence intensity, thus inducing
a more mixed ABL. In contrast, nights are characterised by shallower boundary layers with
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Figure 1.6 — Time evolution of the mean velocity (a) and the extracted power (b) for the diurnal
cycle study case. The shaded gray area represents the corresponding standard deviation of the
mean wind velocity and extracted power between the 24 wind turbines.

much less turbulence, and hence a completely different velocity profile. In this case, the effect
of surface roughness and enhanced drag due to the turbines is felt in a much different manner
compared to the unstable stratification. At night, velocity gradients are greater indirectly
inducing a larger change of wind orientation with height. Not only is the shear enhanced
during night time due to the vertical gradient of the velocity profile, but also a lateral shear
is enhanced due to an increased change in wind direction throughout the rotor disk. This
phenomena is well represented in Fig. 1.7(a).

Each shaded region represents a different vertical sector of the turbine’s rotor disk area. It can
be observed that while during the convective regimes the vertical variability of the direction
of the incoming wind vector (with respect to the Cartesian x-direction) is negligible, for the
stable regimes there exists a change of even 20° throughout the turbine rotor dimensions.
This enhanced vertical variability in the direction of the incoming wind vector induces a
lateral shear on the turbine’s rotor disk. Figure 1.7(b) shows the associated standard deviation
in the orientation of mean horizontal velocity for the same vertical sectors as in the above
figure. It can be observed that there is larger variance during the unstable regimes, however,
it can also be observed that larger vertical differences exist during the stable periods. For
the sake of clarity, figure 1.7(c) represents the mean wind orientation at top (z = z, + D/2),
bottom (z = z;, — D/2) and center (z = zp,) of the rotor disk along with the average wind turbine
orientation.

It is interesting to note that the wind turbine orientation follows the horizontal velocity
orientation at hub height even in the stable regime inspite of the fact that the magnitude of
horizontal velocity increases along the disk region while it’s inclination decreases. This shows
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Figure 1.7 — It shows the mean angle of the incoming wind with respect to the stream-wise
direction as a function of height (Plots (a) and (c)). Plot (c) shows the mean angle for z =
zp + D/2 (dot-dashed), z = z;, — D/2 (dashed) and z = z; (dotted with square markers) along
with orientation of the wind turbines (solid) averaged over the 24 wind turbines. Plot (a) shows
with a gray scale the progressive change in the angle of the mean horizontal velocity (time and
planar average) as a function of height. Plot (b) illustrates the associated standard deviation.

the strength of the present algorithm for wind turbines where the WTs’ orientation is based
on the disk-averaged velocity. Vertical variability of the angle of attack of the incoming wind
vector is much more apparent from plots in Fig. 1.7 and strongly suggests that reorienting
the WTs according to a single measure taken at hub height might be far from ideal, and more
advanced methods using wind Lidar technology [Mikkelsen et al., 2013] should be rapidly
developed.

1.7 Conclusions

Until now, most LES studies related to wind energy were done either using a fixed pressure
gradient to ensure the mean wind direction to be perpendicular to the wind turbine rotor
disk, or by forcing the flow with a geostrophic wind and timely readjusting the turbines
orientation. In the cases studied here, it was possible to study wind farm conditions under
close to realistic conditions with time varying wind directions. In this work a new LES model
for a time-adaptive wind turbine has been introduced. The new algorithm enables the wind
turbines to dynamically realign with the incoming wind vector. Therefore the modelled wind
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turbines time-adjust the yaw orientation similar to a real wind turbine.

The performance of the new model was first tested under a simulation with controlled condi-
tions. An ABL flow under neutral stratification was forced with a time changing geostrophic
wind. The dynamical yaw-realignment of the wind turbines has been shown to accurately
follow the orientation of the incoming wind vector. A posteriori, the new model was used to
further explore the interaction between an idealized thermal ABL and an embedded wind
farm. A close-to-realistic diurnal cycle was enforced with a changing surface temperature
and a constant geostrophic forcing. Under these idealized ABL conditions, results show that
contrary to popular understanding, there is a larger potential power to be harvested during
the unstable time periods, but at the cost of designing wind turbines capable of adapting to
the enhanced variance of these periods. On the contrary, stable periods provide less power,
but are more constant over time.

Results also show that stable regimes are also characterised by an enhanced lateral shear
induced by an increased change in wind direction with height. Therefore, the validity of tradi-
tional methods measuring methods measuring incoming wind conditions through devices
installed at the turbine’s nacelle is called into question. The new LES model for time-adaptive
wind turbines opens the potential for studies of a large array of real problems related to wind
energy and their interaction with the surrounding atmospheric flow that previously couldn’t
be explored.

In the next chapter, a similar scenario with more realistic ABL forcing conditions coming
from field experiments is considered, with corresponding time-changing surface boundary
conditions, to further explore the power distribution and variability through a real ABL diurnal
flow. Note that the aim of the work presented in this chapter was to introduce a new, more
flexible, wind turbine model for being able to study more realistic ABL conditions. The two
cases presented illustrate the performance of the model and show the potential use to further
explore the interaction between WTs and realistic ABL flows.
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