Dislocation Cross-Slip in Face-Centered Cubic Solid
Solution Alloys

THESE N° 8383 (2018)

PRESENTEE LE 12 FEVRIER 2018
A LA FACULTE DES SCIENCES ET TECHNIQUES DE L'INGENIEUR
LABORATOIRE DE MODELISATION MECANIQUE MULTI-ECHELLE
PROGRAMME DOCTORAL EN MECANIQUE

ECOLE POLYTECHNIQUE FEDERALE DE LAUSANNE

POUR L'OBTENTION DU GRADE DE DOCTEUR ES SCIENCES

PAR

Wolfram Georg NOHRING

acceptée sur proposition du jury:

Prof. J. Botsis, président du jury
Prof. W. Curtin, directeur de thése
Prof. D. Rodney, rapporteur
Prof. K. Albe, rapporteur
Dr P. Derlet, rapporteur

(PH

ECOLE POLYTECHNIQUE
FEDERALE DE LAUSANNE

Suisse
2018






Whence, in order to discover ores, I think it better to abandon the way of bestial
and fearless men and to choose the way of using the signs that are exhibited to us
through the benignity of Nature, founded on truth and approved by all experts
because of their experience, which, as is evident, does not consist of words or
promises of incomprehensible and vain things.

— Vannoccio Biringuccio, De la pirotechnia (1540)
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Abstract

The mechanical strength of metals depends on their resistance against various microscopic
deformation processes. In ductile metals, the most important process is shearing of the crystal
lattice by dislocations. One of the fundamental aspects of dislocation motion is cross-slip of
screw dislocations, the process by which they change their glide plane. In Face-Centered
Cubic (FCC) metals, cross-slip is supposed to play a role in dislocation structuring, work
hardening, recovery, fatigue, etc. Most prior studies on cross-slip in FCC metals focused on
pure metals. There have been few studies of solute effects on cross-slip, which are important
for engineering alloys. Here, the effects of substitutional solutes are studied using atomistic
simulations and statistical modeling.

In the first part of the thesis, the mechanism and energy of cross-slip of short (40 Burgers
vectors long) dislocations in Ni-Al, Al-Mg and Cu-Ni alloys are determined using atomistic
calculations. These calculations are carried out with real random alloys and with “average”
alloys, where the real atom types are replaced by a single average type. By comparison, it
is shown that cross-slip is controlled by fluctuations in the solute concentration, i.e. the
activation energy for cross-slip is a distributed variable with a large variance around the mean
value. The latter changes only little with concentration. Most importantly, activation energies
that are significantly lower than the mean value can be observed in random alloys. A linear
correlation between the activation energy and the energy difference between the state of the
dislocation before and after cross-slip is observed. An analytical, parameter-free model of
this energy difference is developed, which takes random changes in solute-dislocation and
solute-solute binding energies into account. Thus, it is possible to predict the distribution of
activation energies for nucleation of cross-slip.

In the second part, cross-slip of long (102-10° Burgers vectors) dislocations is studied using a
random walk model. Cross-slip is seen as a discrete process, where one Burgers vector long
subsegments of the dislocation cross-slip one after another. Associated with each step is a
random energy due to random changes in solute binding energies, as well as a deterministic
energy change due to constriction formation and stress effects. The random walk model
allows the calculation of the activation energy distribution for arbitrary dislocation lengths
and stresses. Cross-slip of long dislocations is unlikely at zero stress, due to increasing
frequency of high activation energies with increasing length. However, an external stress
eliminates these high barriers. Cross-slip then becomes a weakest-link problem. Like in the
case of short dislocations, activation energies that are significantly lower than average-alloy
estimates can be observed in real random alloys.

Keywords: screw dislocation, cross-slip, face-centered cubic crystals, solid solution, atomistic
simulation, transition path calculation, random walk, modeling

iii






Zusammenfassung

Die Festigkeit der Metalle ist abhidngig von ihrem Widerstand gegen verschiedene
mikroskopische Verformungsmechanismen. Der wichtigste Mechanismus in duktilen
Metallen ist die Abscherung des Kristallgitters durch Versetzungen. Ein wichtiger Aspekt der
Versetzungsbewegung ist die Quergleitung von Schraubenversetzungen, also die Anderung
ihrer Gleitebene. Im Falle der kubisch-flichenzentrierten (kfz-) Metalle nimmt man an,
dass die Quergleitung bei der Bildung von Versetzungsstrukturen, der Kaltverfestigung,
der Ermiidung, etc. eine Rolle spielt. Bei fritheren Untersuchungen von Quergleitung in
kfz-Metallen standen zumeist die reinen Metalle im Mittelpunkt. Es liegen nur wenige
Studien zum Einfluss von Fremdatomen auf die Quergleitung vor. Dieser spielt in
technischen Legierungen eine wichtige Rolle. In der vorliegenden Arbeit wird der Einfluss
von substitutionellen Fremdatomen mittels atomistischer Simulationen und statistischer
Modellierung untersucht.

Im ersten Teil der Arbeit werden der Mechanismus und die Energie der Quergleitung kurzer
(40 Burgersvektoren langer) Versetzungen in Ni-Al, Al-Mg und Cu-Ni mit atomistischen
Simulationen bestimmt. Diese Berechnungen werden mit echten und “gemittelten”
Mischkristallen durchgefiihrt. Bei letzteren werden die verschiedenen echten Atomtypen
durch einen einzigen durchschnittlichen Typ ersetzt. Im Vergleich zeigt sich, dass die
Quergleitung stark von Schwankungen in der Konzentration der Fremdatome abhingt, das
heilst die Aktivierungsenergie der Quergleitung ist eine Zufallsvariable mit erheblicher
Streuung um den Mittelwert. Letzterer dndert sich nur geringfiigig mit der Konzentration.
Am wichtigsten ist jedoch, dass in den echten Mischkristallen Aktivierungsenergien
vorkommen, die erheblich unterhalb des Mittelwertes liegen. Es wird festgestellt, dass die
Aktivierungsenergie linear mit der Energiedifferenz zwischen Anfangs- und Endzustand der
Versetzung korreliert. Ein analytisches, parameterfreies Modell dieser Energiedifferenz wird
vorgestellt. Erfasst werden Anderungen der Bindungsenergien zwischen Fremdatomen und
Versetzungen, sowie der Bindungsenergie von Fremdatom-Paaren. Somit ist es moglich, die
Verteilung der Aktivierungsenergie fiir die Nukleation der Quergleitung vorherzusagen.

Im zweiten Teil der Arbeit wird die Quergleitung langer (10°-10° Burgersvektoren)
Versetzungen mit einem Random-Walk-Modell untersucht. Die Quergleitung wird als
diskreter Prozess aufgefasst, bei dem einen Burgersvektor lange Subsegmente der
Versetzung nacheinander quergleiten. Verbunden mit jedem Schritt ist sowohl eine zuféllige
Energieinderung, welche zufilligen Anderungen der Bindungsenergien geschuldet ist als auch
eine deterministische Energieinderung, aufgrund von Spannungseffekten und der Bildung
einer Einschniirung. Das Random-Walk-Modell erlaubt die Berechnung der Verteilung
der Aktivierungsenergie fiir beliebige Versetzungsldngen und dullere Spannungen. Im
spannungsfreien Zustand ist die Quergleitung langer Versetzungen wegen der zunehmenden
Haufigkeit hoher Aktivierungsenergien unwahrscheinlich. AuBere Spannungen eliminieren
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diese Barrieren jedoch. Die Quergleitung wird dann zu einem Problem des schwéchsten Glieds.
Wie im Falle der kurzen Versetzungen werden in echten Mischkristallen Aktivierungsenergien
beobachtet, die weit unterhalb des mit einem gemittelten Mischkristall bestimmten Wertes
liegen.

Stichwérter: Schraubenversetzung, Quergleitung, kubisch-flichenzentrierter Kristall,
Mischkristall, atomistische Simulation, Reaktionspfad-Berechnung, Zufallsbewegung,
Modellierung
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Résumé

La résistance mécanique de métaux dépends de leur résistance a différents processus de
déformation microscopiques. Dans le cas des métaux ductiles, le processus le plus important
est le cisaillement du réseau cristallin par des dislocations. Le glissement dévié forme un
aspect fondamental du mouvement de dislocations. C’est le mécanisme par lequel elles
changent de plan de glissement. Le glissement dévié est censé jouer un role dans la
structuration des réseaux de dislocations, I’écrouissage, le rétablissement, la fatigue, e.t.c.,
pour les métaux a réseau cubique a faces centrées (CFC). La plupart des études existantes du
glissement dévié en métaux CFC se concentre sur les métaux pures. Seulement quelques peu
de travaux ont étudié les effets de solutés sur le glissement dévié, effets qui sont importants
pour les alliages utilisés en ingénierie. Ici, 'effet des solutés substitutionnels est étudié en
utilisant des simulations atomiques et la modélisation statistique.

La premiére partie de cette theése détermine, en utilisant des calculs atomiques, le mécanisme
et]’énergie du glissement dévié de dislocations courtes (40 vecteurs Burgers de longs) dans
des alliages Ni-Al, Al-Mg et Cu-Ni. Ces calculs sont exécutés avec des vrais alliages aléatoires et
des alliages "moyens", dans lesquels les vrais types d’atomes ont été remplacés par un seul
type moyen. En comparant les résultats, on peut montrer que le glissement dévié est controlé
par des fluctuations de la concentration de solutés, c’est-a-dire que I'énergie d’activation du
glissement dévié est une variable distribuée qui a une forte variance autour de sa valeur
moyenne. Cette moyenne ne dépend que faiblement de la concentration. Surtout, on peut
observer des énergies d’activation qui sont significativement plus basses que la moyenne dans
les alliages aléatoires. On observe une corrélation linéaire entre 1’énergie d’activation et la
différence d’énergie entre 1'état d'une dislocation avant et aprés un glissement dévié. Un
modele analytique et sans parametres de cette différence d’énergie est développé. 1l tient
compte des variations aléatoires des énergies de liaisons dislocation-soluté et soluté-soluté.
Ainsi, il est possible de prédire la distribution des énergies d’activation pour la nucléation de
glissement dévié.

La deuxieme partie étudie le glissement dévié de longues dislocations (de 100 a 1000
vecteurs Burgers de long) en utilisant un modele de marche aléatoire. Le glissement est
interprété comme un processus discret, ou des sous-segments de dislocation d'une longueur
d’un vecteur Burgers sont déviés I'un apres 'autre. Chaque pas est associé a une énergie
aléatoire due aux variations aléatoires d’énergie de liaison de solutés, ainsi qu'une variation
déterministe d’énergie due a la formation d'une constriction et des effets de contrainte.
Le modele de marche aléatoire permet de calculer la distribution d’énergie d’activation
pour de longueurs de dislocations et états de contrainte arbitraires. Le glissement dévié est
peu probable a contrainte nulle a cause de la fréquence élevée dés énergies d’activations
hautes pour les dislocations longues. Par contre, une contrainte appliquée élimine ces hautes
barriéres. Le glissement dévié devient un probléme de maillon faible. Comme dans le cas des

vii



Acknowledgements

dislocations courtes, on peut observer des énergies d’activation significativement plus basses
que dans les alliages moyens dans les vrais alliages aléatoires.

Mots clés : dislocation vis, glissement dévié, cristaux a réseau cubique a faces centrées,

solution solide, calcul atomique, calcul te chemin de transition, marche aléatoire,
modélisation
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Introduction

Alloys are the most important class of materials for load bearing structural components in
machines, vehicles, aircraft, etc. The purpose of alloying is to achieve superior mechanical
properties relative to those of the corresponding pure metal. One of the underlying principles
is that alloying elements influence the microscopic deformation mechanisms that govern
the macroscopic mechanical behavior. A thorough understanding of this influence is
indispensable for designing new, improved alloys.

In ductile metals, movement of dislocations is the most important atomic-scale deformation
mechanism. Dislocations are line-like lattice defects, whose movement shears off one part of
the crystal with respect to the other. Due to distortion of the lattice, dislocations create a stress
field, through which they interact with solute atoms. These interactions and their effects on
dislocation motion must be understood in order to make alloy strength predictable.

The principle of dislocations is that the crystal is not sheared off at once, by a relative
displacement of the two parts over the whole dividing surface. Such a displacement would
require very high applied stresses [41]. Instead, the shear is localized. Only a small portion of
the crystal is sheared off initially. The line separating sheared and not yet sheared parts of the
crystal is the dislocation line, see Fig. 1a) and b). The dislocation is therefore a line-like
lattice defect. As it moves through the lattice, a greater portion of the crystal is sheared off.
Dislocations are characterized by the line direction & and the Burgers vector b, which indicates
the relative displacement of the two parts of the crystal. Based on the relative orientation
between & and b, two principal types of dislocations can be distinguished, with different
constraints concerning their movement, see Fig. 1a). Edge dislocations with & - b = 0 can
move conservatively, i.e. without addition or subtraction of mass, only on the lattice plane that
is spanned by £ and the b. Screw dislocations with £ || b, on the other hand, can move on any
lattice plane that contains b. The process by which dislocations change between planes is
referred to as cross-slip.

Cross-slip is important in several ways. A new dislocation source can be generated by double
cross-slip [84]. On the other hand, cross-slip can reduce the total dislocation length because it
enables mutual annihilation of pairs of opposite dislocations on nearby planes [63]. These two
processes are illustrated in Fig. 1b). Furthermore, cross-slip enables dislocations to overcome
obstacles, such as precipitates [51, 128]. Recently, the importance of cross-slip for dislocation
network formation has been demonstrated using computer simulations [54, 159].

This thesis deals with cross-slip in substitutional alloys of Face-Centered Cubic (FCC) metals.
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Figure 1: a) Differences between edge and screw dislocations; the line direction & and the
Burgers vector b of an edge dislocation are perpendicular and it can move only on the lattice
plane spanned by these vectors (red); screw dislocations with & X b = 0 can move on any plane
that contains b; cross-slip is the process by which they change between planes; b) edge and
screw dislocations in a simple cubic lattice; c) cross-slip as a dislocation source or sink
mechanism; left: screw part (red) of a Frank-Read source [40] cross-slips twice and generates a
source on an adjacent plane; right: screw parts (red) of two dislocation loops on adjacent
planes cross-slip towards each other and mutually annihilate; d) in FCC metals, cross-slip is
complicated by the splitting of perfect dislocations into Shockley partial dislocations, which
have mixed edge/screw character and create a stacking fault

In FCC metals, cross-slip has been invoked to explain observed dislocation network structures,
like sheets [55] or persistent slip bands [34], which are formed during cyclical deformation.
Mutual annihilation of screw dislocations by cross-slip may explain why the microstructure in
the first stage of FCC single crystal deformation consists mainly of edge dislocation dipoles [5,
33, 132]. Furthermore, mutual annihilation by cross-slip has been incorporated into models of
work hardening and dynamic recovery [61, 62, 87] and creep at intermediate homologous
temperatures [24, 42, 76, 97]. A more controversial issue is whether cross-slip can also explain
the transition between the second and third stage of deformation, from linear to parabolic
hardening, see e.g. Refs. [3, 32, 66, 125] and Ref. [14, p. 154]. Finally, cross-slip has also been
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invoked to explain the copper-brass texture transition [22, 68, 69, 129].

FCC cross-slip is a thermally activated process with an energy barrier. The cause for this energy
barrier is the splitting of complete dislocations, whose Burgers vector is a translation vector of
the lattice, into pairs of Shockley partial dislocations, see Fig. 1¢). The partial dislocations have
mixed character and therefore cannot readily cross-slip, but must merge again or undergo
some other transformation first. Additionally, a stacking fault, i.e. two atomic planes with
Hexagonal Close-Packed (HCP) coordination, is created between the partial dislocations.

Different cross-slip mechanism have been discussed in the literature [39, 43, 125] and the
required energy or stress has been calculated using elastic or atomistic models [27, 31, 32, 78,
99, 101, 102, 112, 117, 124, 153, 154], see also Ref. [100] or [14, Ch. 5]. The most frequently
discussed mechanism for cross-slip in FCC is the Friedel-Escaig [32, 43] (F-E) mechanism,
where cross-slip starts with formation of a point constriction. More recently, cross-slip at
heterogeneities, such as jogs or forest dislocations, has been subject of research [103, 104,
106-109, 142]. However, most studies to date have considered cross-slip in pure metals. There
are only few dedicated studies of alloying effects on cross-slip. Previous studies considered
specific alloys [25] and solute arrangements [151, 152]. In other models, solute effects were
reduced to a simple friction term acting on the dislocation [53], or it was assumed that solutes
are fully segregated to the dislocation, which is unlikely during deformation at moderate
temperatures. In any case, prior studies considered only solute effects on cross-slip nucleation
in short (~10! Burgers vectors) dislocations segments. To the best of our knowledge, cross-slip
oflong (10%-10° Burgers vectors) dislocations has not been studied before.

This thesis is motivated by the lack of comprehensive studies of solute effects on dislocation
cross-slip in FCC alloys. The following important questions are addressed in this work.

* What is the effect of substitutional solute atoms on the cross-slip activation energy?

e How does the activation energy change with solute concentration?

e How to model solute effects on cross-slip analytically?

* How to predict the activation energy as a function of matrix and solute properties, and
concentration?

* How does cross-slip of long dislocations differ from cross-slip of shorter ones? How does
the barrier scale with nucleus size?

* How to predict the activation energy distribution for cross-slip of long dislocations?

To answer these questions, the activation energy of cross-slip was calculated for various solid
solutions using atomistic methods. Guided by these calculations, which cover various possible
solute effects, we developed statistical models of the distribution of activation energies
for cross-slip nucleation in short (40b) dislocations, and full cross-slip of long (102-10°b)
dislocations. We restrict our attention to the important case of random distributions of
substitutional solutes, because in many alloys of practical interest, a fraction of the alloying
elements remains in solution. A random distribution of solute atoms is a fair assumption
when there is no strong preference for short range ordering, and at intermediate temperatures,
where segregation is slow. Finally, this work is also relevant for High Entropy Alloys [162],
which are highly-concentrated, multi-component random solid solutions.
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This thesis is structured as follows. Ch. 1 gives a more detailed introduction into the relevant
topics. In addition, the existing literature on cross-slip in FCC is reviewed. The atomistic
simulation methods used to study cross-slip are explained in Ch. 2. Ch. 3 deals with nucleation
of cross-slip in short (40b) dislocation segments. The activation energy for cross-slip in
various Ni-Al, Al-Mg and Cu-Ni alloys is determined using atomistic simulations and a model
of this distribution is proposed. It is shown that cross-slip is controlled by fluctuations in the
solute concentration and that the activation energy in random alloys can be much lower than
expected based on models of average alloying effects. Cross-slip of long dislocations is studied
in Ch. 4. A random walk model is developed, which allows to predict the cross-slip activation
energy distribution for dislocations of arbitrary length. The results are summarized in Ch. 5.
Finally, open questions and directions for future research are discussed in Ch. 6.
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Disclaimer

Parts of this chapter are adapted from the following article, with permission from the
coauthor and the publisher.

W. G. Nohring and W. A. Curtin. “Dislocation Cross-Slip in FCC Solid Solution
Alloys”. In: Acta Materialia 128 (Apr. 2017), pp. 135-148. 1ssN: 13596454. DoI:
10.1016/j.actamat.2017.02.027

This chapter gives an overview of the theoretical background for the current work. In the first
section, important properties of dislocations in FCC crystals are reviewed. For more details
about FCC dislocations and dislocation theory in general, the reader is referred to Ref. [1].
Sec. 1.2 deals with cross-slip in FCC. The Friedel-Escaig (F-E) mechanism is explained and
other proposed mechanism are reviewed. Furthermore, we review approaches to calculate the
required energy or stress, as well as the literature on cross-slip at heterogeneities and alloying
effects. Finally, Sec. 1.3 introduces some elements of transition state theory which are relevant
for this work.

1.1 Dislocations in Face-Centered Cubic Crystals

Dislocation theory predicts that slip preferentially takes place on close packed planes and
along close-packed directions. In the face-centered cubic (FCC) lattice, these are the families
of {111} planes and (110) directions, respectively. Indeed, the twelve possible pairings
among these families are the most important slip systems in FCC. The corresponding perfect
dislocations have Burgers vector a/2(110).

However, perfect dislocations are typically unstable. It is energetically favorable for them to
split up into pairs of Shockley [46] partial dislocations with Burgers vector of type a/6(112). A
simple argument to this effect is Frank’s rule [85, see Frank’s comment]: Since the energy of a
dislocation depends on the square of the magnitude of its Burgers vector, it will tend to split up
if this value is greater than the sum of the magnitudes of the resulting partial Burgers vectors.
The magnitude b of a a/2(110) dislocations is /v, whereas the magnitude b, of the Burgers
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vector of a Schockley partial dislocation is 4/v6. Since b? > 2bp2, a/2(110) dislocations are
expected to dissociate. Perfect and partial dislocations in FCC are sketched in Fig. 1.1.

yIL11]

w21k} , Aol

perfect dislocation

.o oo .o ° ° 'O o 13 i Iﬁ e Iﬁ b Iﬁ
o o o o o ° I IE ij
e o 13 1! ‘ 11 g 1!
. 'fn[wuol." S ij Iﬁ 1! : !
o e e o ® d @ I ji I j[ IE jf —
° o e . ' I E I jf I Aol
‘o ° ‘o ° o © ‘q 3 I 1ji IA fji i ]IxH[lEl]‘_T
b gﬁon
pirti.al dislotiations . “5 v ?’ 1" t 1y
e o ° . b Q %t § 1 ﬁ Ii
o ® o ® 1Y %i ﬁ I ji
° o ® [} * b Q Q’l % I ﬁ 1
° * grofy l Ve, b thog
o § I 1
o ® ° ® ® Q; ' %t ﬁ Iﬁ
e o @ ° » b Q Q,i § I Iﬁ tﬁ
-o ° ‘o L4 . % g %x 5 . 1i - tﬂ
by 7[2111 by, gmz]

Figure 1.1: Dissociation of perfect dislocations into Shockley partial dislocations in FCC;
left: perfect and partial dislocations in a cylindrical body; red: plane across which the
displacement is discontinuous (cut plane); green: stacking fault; right: displacements of atoms
in the two lattice planes above (dark gray) and below (light gray) the red plane in the left figure;
arrows indicate the displacement with respect to the dislocation-free reference configuration;
a stacking fault (green) is created between the two partial dislocations

Each a/2(110) dislocation can split up into two different pairs of a/6(112) partial dislocations,
which correspond to different {111} slip planes. For example, a/2[110] can split up into
a/6[121] and a/6[211] on the (111) plane, or into @/6[211] and a/6[121] on the (111) plane.
The Burgers vector of a Shockley partial dislocation is not a full translation vector of the FCC
lattice. As a consequence, the stacking sequence of {111} lattice planes, which is A-B-C-A-B-C
in FCC, changes to A-B-C-B-C-A in the region between the two partial dislocations. Note that
B-C-B-C is the {111} stacking sequence of the hexagonal close-packed HCP lattice. Thus,
there are two planes of HCP coordinated atoms, an intrinsic stacking fault. Associated with
this fault is a surface tension (energy per area) ysg, which is typically on the order of several
tens to hundreds of mJ m~2 in FCC metals.

sk is one of the factors that control the equilibrium separation d between the partial
dislocation cores. Two other factors are the interaction between the elastic fields of the
dislocations, and, if applicable, their interaction with an external stress field. For analysis of
the fields, it is useful to consider the edge and screw components of the partial dislocation
separately. Within the framework of isotropic elasticity, such separation is always possible
because there is no interaction between pure edge and screw dislocations. Within anisotropic
elasticity, separation is possible in special cases, see p. 360 in [1] and references therein.
Among them is the present case of interest, where the perfect dislocation is a pure screw
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dislocation. The Burgers vectors of the corresponding partial dislocations have the same screw
components, but oppositely aligned edge components. The former repel each other, whereas
the latter attract each other. An external stress that interacts with the screw components will
cause a bow-out. This kind of stress is referred to as Schmid! stress. An external stress that
interacts with the edge components, on the other hand, will change the splitting width and is
referred to as Escaig? stress.

The equilibrium splitting width d can be obtained by requiring that the forces resulting from
the stacking fault and the internal and external fields are balanced. Within the framework of
isotropic® elasticity, the solution for an originally pure screw dislocation is [12, 114]

4= 1 “_bz(l__l ) (1.1)
YSF+Teb/(2/\/§) 87 3(1-v)) .

where p is the shear modulus and v is Poisson’s ratio. Within anisotropic elasticity, the solution
is [1, p. 361-362]

1 b? 1
d= — (K -2k, (1.2)
Ysk + Teb/(Z/\/g) n

where

K = (CiyCls = Cle) %,

’ ~7 ’ 1/2
Css (Cu - C12) (1.3)
Cy, (G, + Cf, +2C5)

1 C/ ~/ /7
K, == (2 + _—2/2) (Cl, +C1y)
Cll

are the energy prefactors of the edge and screw components of an a/6(112) partial dislocation,
respectively, and the primed coefficients are functions of the cubic elastic constants Cy1, Ci2,
and C44,

Ci1 =Cn Cip = Cr2 Css = Cas

1 1 1
Céz =Cn + EH C2,3 =Cis — EH C4;4 = Cyy — EH (1.4)

C-l,l = ‘,CI/ICZ,Z H =2Cyy + Cy2 — Cy;.

1.2 Cross-Slip in Face-Centered Cubic Crystals

Dissociation of perfect dislocations into Shockley partial dislocations complicates cross-slip.
The two partials lie in only one of the four preferred {111} planes and have mixed screw-edge
character. Thus, cross-slip requires recombination of the partial dislocations or some other
core transformation. Over the years, several cross-slip mechanisms and methods for
calculating the required energy have been proposed, see Piischl’s review [100] and chapter 5 in
Caillard and Martin’s book [14]. The present study focuses on a mechanism proposed by

1. Named after Erich Schmid (1896-1983)
2. Named after Bertrand Escaig
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Friedel [43]. The associated activation energy was first calculated by Escaig [31, 32], using a
line tension model. Therefore, this mechanism is referred to as the Friedel-Escaig (F-E)
mechanism. Atomistic calculations of the cross-slip transition path in Cu [112, 143], Ni [143],
and Al [57] indicate that the F-E mechanism is the operative mechanism for cross-slip if the
dislocation line is sufficiently long.

Cross-slip can nucleate at heterogeneities like jogs or forest dislocations.  Such
“heterogeneous” cross-slip has received considerable attention in recent years, because the
associated activation energy may be significantly lower than that of homogeneously nucleated
cross-slip. Here, we are concerned with only one type of heterogeneity, namely solute atoms.
Solute effects on cross-slip involving additional heterogeneities will be left for further study.

The rest of this section is structured as follows. The F-E mechanism is explained in the next
subsection. In Sec. 1.2.2 and Sec. 1.2.3, continuum and atomistic models for calculation of
the cross-slip activation energy are reviewed. Other mechanisms for homogeneous and
heterogeneous cross-slip are discussed briefly in Sec. 1.2.4 and Sec. 1.2.5. The section
concludes with a review of the literature about alloying effects on FCC cross-slip.

1.2.1 Friedel-Escaig Mechanism

Fig. 1.2 shows the Friedel-Escaig cross-slip mechanism. The perfect screw dislocation is
initially dissociated into a pair of Shockley partial dislocations on the (111) glide plane (Fig.
1.2a)). The first step of cross-slip is the formation of a point constriction (Fig. 1.2b)). Starting
from there, the dislocation re-dissociates into a pair of Shockley partial dislocations on the
(111) cross-slip plane (Fig. 1.2c)). Since the dislocation line must be closed, the left and right
end of the cross-slipped segment are constricted, hence there are now two point constrictions
in total. Subsequently, these constrictions move laterally and the cross-slipped segment grows.

1/6a[211]

Figure 1.2: Friedel-Escaig cross-slip mechanism
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Note that the partial dislocations are close to edge orientation near the left constriction, and
close to screw orientation near the right one. Atomistic models show that the screw-like
constriction has a negative energy relative to the fully dissociated state, thus it could form
spontaneously at a free surface [102, 110].

1.2.2 Continuum Models

Cross-slip costs energy. Initially, energy must be spent to change the splitting width. Some of it
is regained later, when the dislocation re-dissociates on the cross-slip plane. Other energy
changes are caused by dislocation curvature. First of all, the total line length increases, and
therefore the total energy as well. Furthermore, the local character of the dislocation changes,
which affects the energy per length, the interaction energy between the partial dislocation,
and their self-interaction energy. The sum of these energy changes is positive, thus an energy
barrier must be overcome to cross-slip. The required energy must be supplied by an external
stress or thermal fluctuations. Stroh [133] calculated the energy of a point constriction using
an isotropic elastic line tension model. Similarly, Escaig [31, 32] used a line tension model to
calculate the activation energy of cross-slip. The derivation of this model can be found
elsewhere [14, 31, 32, 60]. Here, only some important assumptions are summarized.

For the purpose of calculating the interaction energy between infinitesimal segments with the
same z-coordinate (see Fig. 1.2), it is assumed that both segments are straight. The interaction
energy between segments with different z-coordinate is neglected, as is self-interaction. The
only way in which curvature enters the calculation is through a line tension term, which
penalizes the increase in length. Furthermore, three ill-defined parameters appear in the
calculation: an inner and an outer core cutoff radius, and a minimum splitting width. The
latter is the distance below which the two partial dislocations are considered to have
combined into a perfect screw dislocation.

These approximations make the F-E model quantitatively inaccurate. However, it provides
some qualitative information. At zero applied stress, the barrier energy tends to two times the
constriction energy. According to Stroh?, the latter scales as

o\ (o1 ) R
Ecocd(gﬂ_)(l 3(1—v)) logro, (1.5)

where ry and R are the inner and outer core cutoff radius, respectively. For a discussion of
stress effects, Escaig and Schmid components must be considered separately. An Escaig stress
on the glide plane has a stronger effect on the barrier than an Escaig stress on the cross-slip
plane. A Schmid stress on the cross-slip plane is even less effective. A Schmid stress on the
glide plane can be ignored, since it causes only normal slip. These differences in effectiveness
of the stress components have recently been confirmed by direct atomistic calculations of
cross-slip under stress [60].

Using Escaig’s low stress approximation [32], Bonneville et al. [10] calculated a barrier energy
of 1.6 £ 0.2 eV for Cu. Saada [117] obtained (single) constriction energies of 0.7 eV, 0.55 eV and
0.32 eV in Cu for minimum dissociation widths of 2b, 1b and b /2. For other metals, a similarly

4. The dependence on Poisson’s ratio, which was neglected by Stroh, has been included here.
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strong dependence on this parameter was observed. Thus, Saada argues that the F-E model
permits only order of magnitude estimates.

Several groups developed more elaborate models, which avoid some of the aforementioned
approximations. In the model by Duesbery et al. [27], dislocation self-interactions are
calculated explicitly using isotropic elasticity, thus eliminating the line tension approximation.
For this purpose, the dislocation lines are discretized into piecewise linear curves. The
estimated barrier energy of Cu is® 3.7eV. Piischl and Schéck [99] also described the
dislocations as piecewise linear curves, but calculated segment interactions using anisotropic
elasticity. In addition, the authors physically motivated their choice of minimum splitting
width. It was chosen such that the energy required to reach this width equals the dissociation
energy calculated with a Peierls-Nabarro [86, 95] model of the slip distribution in the
dislocation core. According to this model, the constriction energy, which is approximately half
the activation energy of cross-slip, follows the trend [100]

Ee 12x 10_2€log (ﬁ) (1.6)
K;b3 ' b b '
Using elastic constants from Ref. [1], and the experimentally measured splitting widths listed
in Saada’s publication [117], see Refs. [16, 17, 56, 82, 123], one obtains the barrier energies
listed in Tab. 1.1. Finally, the arguably most elaborate continuum model to date was proposed
by Ramirez et al. [101]. Here, the dislocation lines are approximated as cubic splines, thus
avoiding discontinuities at the nodes where segments meet. The screw dislocation is actually
modeled as a group of fractional dislocations, whose interactions are computed using Cai'’s
[13] isotropic nonsingular solution for the elastic fields. Like in a Peierls-Nabarro model, the
fractional dislocations are subject to a lattice restoring force, which in this case is obtained
from ab-initio calculations. For Cu, Ramirez et al. obtain a barrier energy of 1.43 eV.

Table 1.1: Energy required for cross-slip at zero stress according to Piischl and Schéck [99]

Element Ni Al Cu Ag Au
Energy(eV) 1.0 0.2 1.6 1.8 0.8

1.2.3 Atomistic Models

In the past two decades, atomistic calculations have increasingly been used to study cross-slip.
Rasmussen et al. [110, 113] were the first to estimate the energy barrier using an atomistic
technique. By separately calculating the formation energy of the two constrictions involved in
the process, they arrived at an estimate of 2.7 eV for Cu. Using a similar technique, Rao et al.
[102] obtained a value of 4.85 eV and 2.35 eV for two Ni potentials [148]. Note that the first
potential underestimates ysg. This difference shows that an appropriate interatomic potential
must be used to obtain an accurate energy estimate. Based on Eq. 1.1 and Eq. 1.5, one would
require that the potential gives the correct lattice parameter, elastic constants, and stacking
fault energy. Piischl [121] has argued that the whole y-surface should be correct. Calculations
with an anisotropic-elastic Peierls-Nabarro model by Szajewski et al. [137] indicate that the

5. Note that the authors use the Voigt average [147] of u for calculation, which is an upper bound.
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dissociation energy is mainly determined by the difference between ysr and yr, the maximum
energy for a stacking fault displacement along the (110) direction.

Several groups have used atomistic transition path calculations to determine the cross-slip
activation energy and pathway. The cross-slip mechanism does not need to be known a priori.
Nudged Elastic Band (NEB) [59, 81] calculations with Cu [112, 143], Ni [143], and Al [57]
showed that the Friedel-Escaig mechanism is the operative mechanism for cross-slip if the
dislocation line is sufficiently long.

1.2.4 Other Mechanisms

Besides the F-E mechanism, two other mechanisms for homogeneous cross-slip have been
discussed in the literature. Schéck and Seeger [120, 124] assumed that the dislocation first
constricts over a certain length, before it bows out into the cross-slip plane, see Fig. 1.3a). In
contrast to the F-E mechanism it does not redissociate immediately®. The predicted activation
energies for Aland Cu are 1.05 eV and 10 eV, respectively [124]. Wolf [153, 154] calculated the
activation energy for the case where cross-slip by this mechanism takes place at the tip of a
dislocation pile-up. For a pile-up of 20 dislocations under low external stress (t/u ~ 3 x 1074),
the activation energy is approximately 0.6 eV in Al and 2.4 eV in Cu’. Considering that the
Schock-Seeger-Wolf mechanism has a high activation barrier if there are no pile-ups, and that
the F-E mechanism is typically observed in transition path calculations, the latter seems to be
the more likely mechanism for homogeneous cross-slip in FCC. However, a combination of
the two mechanisms has recently been observed in molecular dynamics simulations [92].
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Figure 1.3: a) Schock-Seeger-Wolf cross-slip mechanism; b) Fleischer mechanism

6. Seeger et al. [126] argued that a process with immediate redissociation would require strongly correlated
movement of atoms, and would therefore have low statistical weight.

7. Using Equ. 5.1 and Equ. 5.3 in Ref. [153], with material parameters from Ref. [1], and an effective shear
modulus u = 1/(C11 — C12)Ca4/2, where C11, C12 and Cyy4 are the cubic elastic constants.

11



Chapter 1. Theoretical Background

A constriction-free mechanism was proposed by Fleischer [39], see Fig. 1.3. He suggested
that the leading Shockley partial dislocation first decomposes into another Shockley partial
dislocation on the cross-slip plane and a sessile dislocation with Burgers vector of type
a/3(010) or a/6(101), depending on whether the cross-slip plane makes an obtuse or acute
angle with the glide plane. In a second step, the trailing Shockley partial dislocation on the
glide plane merges with the sessile dislocation to form the trailing dislocation on the cross-slip
plane. Fleischer argued that according to Frank’s [85] rule, the product of the first step should
have a lower energy than a perfect screw dislocation, hence this mechanism should be
preferred to cross-slip involving a line constriction. Marcinkowski et al. [78] calculated
the required energy and the critical stress for both mechanisms using a two-dimensional
isotropic-elastic model. The critical stress of Fleischer cross-slip is found to be on the
order of Gigapascals and to decrease with decreasing stacking fault energy. In a metal with
vse = 20 mJ m~2 at an applied stress of 500 MPa, the required energies per dislocation length
are0.27eVA " and 0.2eVA ™ for cross-slip onto an obtuse and acute plane, respectively. This
energy seems prohibitively high. Howeever, recent calculations of the critical stress with a
multiscale technique by Xu et al. [160] indicate that the critical stress of Fleischer’'s mechanism
is only few tens of MPa higher than that of the F-E mechanism. Fleischer cross-slip is
sometimes observed in molecular dynamics simulations of deformation [7, 79, 90]. Moreover,
cross-slip without full constriction is observed in atomistic transition path calculation when
the dislocation line is very short (few b) [26, 57].

1.2.5 Cross-Slip at Heterogeneities

Early on, it was proposed that cross-slip could occur at a heterogeneity in the dislocation line.
Stroh already [133] suggested that jogs could facilitate cross-slip. Mechanisms for cross-slip
at dissociated superjogs and dislocation intersections were proposed by Hirsch [50] and
Washburn [150], respectively. More recently, heterogeneous cross-slip mechanisms were
studied using atomistic methods. Generally, these calculations indicate that heterogeneities
facilitate cross-slip. Rasmussen et al. [113] demonstrated that cross-slip can be spontaneous if
a screw-like constriction is formed at the surface of the crystal. Vegge et al. [142] simulated
cross-slip at jogs and found that the energy was reduced by a factor of four. In a series of
papers, Rao and coworkers considered cross-slip at mildly attractive intersections with forest
dislocations in Ni [103, 104] and Cu [107], at mildly repulsive dislocation intersections in Ni,
Cu, and Ni3Al [109], at surfaces in Ni and Cu [106], and at jogs [108]. In all cases, the activation
energy was significantly less than in the homogeneous case, see Tab. 1.2. Thus, cross-slip at
heterogeneities should be taken into account when discussing the overall rate of cross-slip.
See Ref. [54] for an example where such mechanisms have been incorporated into Discrete
Dislocation Dynamics calculations.

1.2.6 Alloying Effects

In most studies of cross-slip to date, the metal was assumed to be pure. Extension to alloys
is primarily considered by assuming that the effects of alloying are limited to changing
the relevant average material properties entering the F-E model. In particular, alloying is
considered mainly to change the stacking fault energy ysg, with decreases in ysg leading to

12



1.3. Transition State Theory

Table 1.2: Factors by which the activation energy for cross-slip is reduced at heterogeneities,

compared to homogeneous cross-slip; “—” = spontaneous cross-slip
heterogeneity material factor reference

jog Cu 4 [142]

jog Cu 4-5 [108]

surface Cu — [113]

surface Cu, Ni 20-30 [106]

dislocation intersections Ni 2-5 [103]
dislocation intersections Cu, Ni 2.5-6 (Cu), 3-20 (Ni) [107]
dislocation intersections Cu, Ni, NizAl — [106]

wider dissociation of the initial partial dislocations, and thus a higher energy for forming the
constriction. A more accurate dimensionless measure for the dissociation width, and hence
the tendency for cross-slip, is ysr/ b, the ratio of stacking fault energy to shear modulus and
Burgers vector magnitude [19]. However, this reduction to a single parameter is a simplistic
model of the alloying effect that misses important mechanisms, as we will see. Surprisingly,
there have been few dedicated studies of alloying effects on FCC cross-slip to date.

Hong and Laird [53] estimated the propensity for cross-slip based on a model of the energy
that is required to recombine a straight dissociated dislocation. The effect of solutes is to
create a frictional force that impedes recombination, and therefore cross-slip. However, this
model ignores the cross-slip mechanism. Furthermore, it is not immediately clear why solutes
would always impede cross-slip. It seems equally possible that they locally constrict the
dislocation, which would facilitate cross-slip. Andrews et al. [2] developed an isotropic-elastic
model to compute the energy to form a Stroh constriction using a line tension model, but with
the assumption of solute segregation to the dissociated dislocation. The assumption of
segregation leads to strong pinning of the initial dislocation, leading to very high energy
barriers for cross-slip (e.g. in Cu-Zn, from approximately 1.64 eV at 0.0025 at.% Zn to ca.
10.8 eV at 20 at.% Zn). This assumption is probably not valid for considering materials being
deformed steadily at normal strain rates and moderate temperatures, where solute diffusion
is too slow to cause significant segregation near dislocations that are temporarily pinned
at obstacles. An atomistic study of cross-slip in solid solutions without segregation was
conducted by Du et al. [25], who calculated the activation energy for cross-slip in Ni-2 at.% Al
and Ni-10 at.% Al, using the Nudged Elastic Band [81] method. The activation energy increased
by 0.2 eV if an Al-Al solute pair was formed in the process, due to strong Al-Al near-neighbor
repulsion in Ni-Al; this result will echo our broader findings below. A similar methodology was
used by Wen et al. [151, 152] for Ni with very ordered arrangements of interstitial H solutes.
Overall, there are no systematic studies of cross-slip in realistic FCC solid solution alloys that
would reveal the clear effects of alloying on this important process.

1.3 Transition State Theory

In chemistry and physics, one is often interested in the rate r (events/second) at which a
system of atoms undergoes a change of configuration, which could be a chemical reaction, or
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Chapter 1. Theoretical Background

the movement of a defect in a crystal. Dealing with such problems is the subject of reaction
rate theory and, more specifically, transition state theory [37]. Here, we are interested in
dislocation cross-slip, which is a particular change of configuration of the atoms in a defective
crystal. The purpose of this section is to introduce some basic rate expressions and to motivate
calculation of the activation energy AE, for cross-slip, which is a central quantity in this thesis.
For a more elaborate discussion, with emphasis on rates of dislocation motion, see Ref. [122].

Frequently, the rate is described using the Arrhenius equation [4],

AEact
r(T) —Aexp (_kB_T) , (17)
where kg is Boltzmann’s constant, T is temperature, and A is a constant. AE, is the maximum
energy encountered during transformation from the initial into the final state, relative to the
energy of the initial state. The exponential term is typically interpreted as the likelihood of
overcoming the energy barrier, and A as the attempt frequency. Frequently, it is assumed that
Ais on the order of the Debye frequency vp, i.e. ~10'3s™!. Molecular dynamics simulations of
screw dipole annihilation under stress indicate that the rate of cross-slip of short (30b [144,
145] or 28b [83]) and longer (200b [92]) dislocations can be described with Eq. 1.7. However,
Vegge et al. [144, 145] measured A=2 x 10'° s™!. The high frequency compared to the Debye
frequency was explained with translational symmetry along the dislocation line.

The Arrhenius equation is an empirical relation. In transition state theory, the rate is derived
from the motion of the atoms using statistical mechanics. It is useful to introduce some
elements of this theory, which will reappear in Sec. 2.3.2, where a method for calculating AEy¢
is explained. For a detailed explanation of the theory see Ref. [122] or Ref. [48]. Note that
we consider classical systems; quantum effects are ignored. The state of a system of N
atoms is described by 3N positions and 3N velocities. This state can be envisioned as a 6N
dimensional vector in phase space. If one ignores the exact values of the velocities, it is
sufficient to consider the 3N dimensional vector R of atomic coordinates in configuration
space. The potential energy of the system is a single-valued function of R. Hence, the
configuration is a point on a (3N — 1)-dimensional potential energy surface (PES). This surface
consists of basins of attraction around local minima, which are separated by saddle points, see
Fig. 1.4. In thermal equilibrium, the system spends most of the time moving around randomly
in a particular basin. From time to time, velocity fluctuations lead to crossing of a saddle point
and the system moves to the next basin. Two local minima A and B may correspond to two
physically significant states, e.g. a system with a dislocation before and after cross-slip. We
henceforth refer to these minima as initial and final state. The most likely path for the
transition is the Minimum Energy Path (MEP) between A and B. Invoking the picture of a
mountainous landscape, this is the path through the valley, and across the point P on the
saddle with the lowest elevation. Using the harmonic approximation for the vibration of
atoms, Vineyard [146] derived the rate of atomic jump processes in solids as

_( ffiVle) ( (V(P)—V(A)))
r=|———|exp|-—————~],

3N-1
j=1 Vi ksT

(1.8)

where vi...vy and v{...vy_, are the real-valued® normal frequencies for vibration around A
and P, respectively, and V(A) and V(P) are the values of the potential energy at A and P.
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V(P) — V(A) = AE,, hence this equation is similar to Eq. 1.7. For cross-slip, Vegge et al. [145]
derived

wo ( Mw() )1/2

A==
g 27TkBT

(1.9)
2m

where ¢ is the length of the dislocation, M is a mass associated with a constriction, and wy is a
frequency for oscillations in the width of a straight dislocation. A linear dependence of the rate
of cross-slip on ¢ has been observed by Oren et al. [92].

Figure 1.4: Two-dimensional model Potential Energy Surface [59] with two minima separated
by a saddle point; dashed line: approximate minimum energy path

8. At P, the normal mode in the direction of the path has a negative eigenvalue and an imaginary frequency. This
is the missing frequency in the product in the denominator of Eq. 1.8
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YA Methods

Having reviewed the theoretical background, we can now turn to the simulation methods used
in this thesis. In Sec. 2.1, we briefly review the interatomic potential models that were used in
this work. The alloy systems for which simulations were carried out are introduced in Sec. 2.2.
In Sec. 2.3, we explain the transition path calculations. In particular, we explain the setup, the
calculation method, and how to perform such calculations at finite stress. Finally, in Sec. 2.4,
we explain how solute-dislocation and solute-solute binding energies were calculated.

2.1 Atomistic Calculations with Classical Potentials

A typical configuration for calculating the cross-slip transition path consists of approximately
10° atoms. It is not feasible to simulate such a large number of atoms with first principles
methods, therefore energies and forces were calculated using classical potentials. The
Embedded Atom Method (EAM) [20] is sufficient for FCC metals and was therefore used
throughout this work. All simulations were performed with the LamMmps [96] software package.

A solid solution can be modeled in two ways. A straightforward way is to assign to the atomic
sites a random distribution of atom types that is consistent with the desired concentration.
Alternatively, a single “average” atom type can be used. The corresponding “average alloy”
ideally has the same average properties as the real random alloy, but is free from concentration
fluctuations. The EAM and the corresponding first-order average-atom approximation [131,
141] are discussed in the following.

2.1.1 Embedded Atom Method

In the EAM, the energy of each atom is the sum of pairwise interaction energies and an
embedding energy, which depends on the local electron density. Consider an alloy with Ny
distinct atom types and a total number of N atoms. Let X and Y refer to atom types, and i and
j to atom sites. Denote distances between sites by r;;. Furthermore, let {s; x } be occupation
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variables, where s; x = 1 if the atom at site i is type X and zero otherwise. The total energy is

N Nr N Nr
E({six}) = Z Z sixFx(pi) + = Z Z Si, x Sj, YVXY(rl]) 2.1)
z];tz XY
where
N Nr
pi = Z Z sjx Px(ij), 2.2)

j# X
and where Vyy(r;;) is the pair potential function, Fx(p;) the embedding energy functional, p;
the total electron density at site i, and px(r;;) the contribution of an X -atom at site j to p;.

Note that all Vxy(r;j) and px(r;;) are radially symmetric. Thus, the EAM represents a
reasonable approximation for materials without preferred bonding angles, such as the FCC
metals.

2.1.2 Average Atom Approximation

Random alloys can be modeled using the average atom approximation. The central idea is to
replace the true atom types with a single fictitious “average” atom type (A-atom), which gives
approximately the same average energy. The A-atom EAM potential was derived by Smith et al.
[131] and Varvenne et al. [141].

Averaging Eq. 2.1 over occupation variables s; x, Varvenne et al. obtain the preliminary result

N Nr N Nr
(E) = Z Z ex (Fx(pi)) + Z > exeyVay (riy), (2.3)
z]#l XY

where cx is the concentration of type X and (... ) indicates averaging. This equation is valid
under the assumption that the s; x are uncorrelated in the random alloy, i.e. {s; x Sjy) = cxcy.

Eq. 2.3 is simplified further by expanding the embedding energy in a Taylor series around the
average electron density. Averaging eliminates the first-order term in the series, hence
(Fx(pi)) = (FEx({pi))) + O(p; — {p;))?*. Neglecting the second order term leads to a simple
expression for the average energy,

(E) = Z Fa((pi)) + > Z Vaa(riy), (2.4)
l]#l
where

Np

Fa((pi)) = ) exFx({pi)),
s

Vaa(rij) = Z cxey Vxy (Tij), (2.5)
XY
N Nr

(pi) = Z Z cx px (1ij)-

j#i X
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Thus, the EAM potential functions of the A-atom are the concentration-weighted averages of
the corresponding pure element functions. In addition, one takes the weighted average of the
pure element masses my to obtain the mass m, of the A-atom, which is required in molecular
dynamics simulations:

Nr

My = Z Cx M. (2.6)
X

Varvenne et al. [141] showed that the A-atom accurately predicts average properties of true
random alloys, for example the lattice parameter, the elastic constants, and the stacking fault
energy. Furthermore, it facilitates the calculation of solute-dislocation binding energies,
which would be cumbersome using a direct approach. However, the A-atom cannot predict
properties that are controlled by solute fluctuations, e.g. the Peierls stress.

The study by Varvenne et al. was limited to zero temperature. Recently, N6hring and Curtin
[89] verified the A-atom approach for finite temperature calculations. The lattice parameter,
the elastic constants and the Helmholtz free energy of equiatomic FeNiCr and Ni+15 at.% Al
were calculated at temperatures between 0 K and 700 K. It was shown that the A-atom predicts
the mean lattice parameter and the elastic constants of true random alloys accurately, to
within a few percent. The difference in vibrational entropy was at most 0.05kz/atom. Hence,
the A-atom is also useful for approximating true random alloys at finite temperature.

2.2 Selected Alloys

Our purpose is to demonstrate the effect of alloying on cross-slip across a range of FCC alloys
by using model alloy materials over a wide range of solute concentrations. Here, we consider
alloys of Al+(2, 6, 10, 14, 18, 22) at.% Mg, Ni+(2, 4, 8, 10, 12, 15) at.% Al and Cu+(10, 22, 33, 68,
79, 90) at.% Ni as described by the EAM potentials for Al-Mg [74], Ni-Al [98], and Cu-Ni [91].
While these model materials may exceed the solute concentrations of the corresponding real
alloy materials (e.g. AlI-Mg is limited to ~5 at.% Mg and Ni-Al is limited to ~13 at.% Al),
the chosen systems serve to cover a range of situations that span real materials (e.g. low
and high stacking fault energies; large and small solute misfit volumes; weak and strong
solute-solute interaction energies). Results will show that alloying can be significant even at
low concentrations (e.g. Al+2 at.% Mg). Furthermore, the main new features of the present
study are expected to be relevant to the emerging classes of FCC High Entropy Alloys (HEA)
[162], which are essentially highly concentrated multicomponent solid solutions.

Some basic properties of average and random Ni-Al, Cu-Ni and Al-Mg alloys with the
aforementioned compositions are listed in Tab. A.1, Tab. A.2 and Tab. A.2 in App. A.1. The
tables show the lattice parameter, the cubic elastic constants, the stacking fault energy and
the measured screw dissociation width. Methods for calculating these properties are also
explained in App. A.1.
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Chapter 2. Methods

2.3 Calculating the Transition Path of Cross-Slip

There are a number of atomistic methods for determining the transition path of a microscopic
process, such as the Nudged Elastic Band method [59, 81] or the String method [30]. They
provide information about the mechanism and activation energy of the process. Here, this
kind of calculation was used to study cross-slip in random and average alloys. The setup and
execution of these calculations is explained below. Sec. 2.3.1 deals with the procedure for
generating initial and final states. The main method, a variant of the String method, is
explained in Sec. 2.3.2. The section closes with a discussion of transition path calculations at
finite Escaig stress.

2.3.1 Initial and Final States

The atomic configurations for transition path calculations were cylinders with axis parallel to
the [101] crystal direction, see Fig. 2.1. Periodic boundary conditions were applied along this
direction. The cylinders were subdivided into a shell and a core region (not to be confused
with the dislocation core). Atoms in the shell were kept fixed. Its width was larger than two
times the cutoff radius of the potential, hence atoms in the core were not influenced by the
free surface. If not stated otherwise, the diameter of the core was 10V3a and the length of the
cylinder was 40b. These dimensions were chosen based on a parameter study with pure Ni, see
App. A.4. The cylinders contained a screw dislocation with complete Burgers vector a/2[101]
and line direction [101], which dissociates into Shockley partial dislocations a/6[211] and
a/6[112] on the (111) plane, or into a/6[211] and a/6[112] on the (111) plane. In transition
path calculations, it was assumed that the former pair is the initial state, and the latter the final
state. Accordingly, the (111) and (111) planes are called glide and cross-slip plane, respectively.

periodic
boundary

- -

-<"red: dislocllation on glide plane *,

blue: cross:slip plane

vy
w1215} 5 2lI101]

Figure 2.1: Setup for transition path calculations.
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2.3. Calculating the Transition Path of Cross-Slip

Generating initial and final states is complicated by the need for consistent cut planes. The cut
plane of a dislocation is the plane across which displacements are discontinuous, see Fig.
1.1. If the dissociated dislocations were created by directly inserting the Shockley partial
dislocations, then each of them would have its own cut plane, and the initial and final state
would be inconsistent. The transition path between them would include extra displacements
to transform one cut into the other. Thus, both states were generated by inserting the
complete a/2[101] dislocation with cut plane (111). In one copy of the pristine configuration
the dislocation was inserted at the center of the cylinder. During a subsequent energy
minimization, it would dissociate either on the glide or on the cross-slip plane. In another copy
the center of the dislocation was shifted slightly in the [121] or [121] direction, which would
result in dissociation on the complementary plane. The shift was typically less than 2-3% of
a/V/3, the distance between {111} planes. However, the required shift was not known a priori,
therefore several trials were typically required. In all cases, the perfect dislocation was inserted
by displacing all atoms according to Stroh’s [134] anisotropic-elastic solution. The energy was
minimized using the conjugate gradient (CG) algorithm [49] and the FIRE algorithm [8] with
the parameters in Tab. 2.1. Only atoms in the interior were moved. The minimization was
considered converged when the norm of the 3N -dimensional force vector fell below 1076-1078
eVAL However, this threshold could not be achieved in some calculations with Cu-Ni and
Al-Mg. The force norm would initially decrease but then start to oscillate around a value above
the threshold. These oscillations were interpreted as an effect of potential tabulation, since
they occured more frequently in Al-Mg, where the potential is relatively coarsely discretized
(500 points). The maximum observed residual force was 4 x 10~ eV A7 in calculations with
Al-Mg, and 7 x 107% eV A™" in calculations with Cu-Ni. However, examination of the energies
and forces for a number of cases indicates that the total energy decreases by no more than
1 x 107° eV if the force norm is reduced from 103-10~%eV A" to below 1 X 108 eV A}, hence
this level of convergence is sufficient for our purposes.

Table 2.1: FIRE parameters; see Ref. [8] for reference.

parameter Npin  finc fdee Jfo  @start Afmax At (initial)
value 20 1.1 05 099 0.25 2fs 1fs

The aforementioned method for obtaining the complementary dissociated state by shifting the
center of the dislocation relies on the fact that the two pairs of Shockley partial dislocations are
symmetrically equivalent and therefore indistinguishable in the chosen simulation cell if the
metal is pure. Thus, a minute perturbation suffices to bias the complete dislocation towards
dissociation on a particular plane. In a true random alloy, however, there are additional
perturbations from solute atoms, which may strongly favor dissociation on one plane. Thus,
larger center shifts and more trials may be necessary to obtain the complementary state, and
the process would be more cumbersome and harder to automatize. In order to avoid this
problem, average alloy initial and final states were used as templates for generating the
corresponding random alloy configurations. After insertion of the dislocations, the average
alloys were converted into true random alloys by replacing the A-atoms with a random
distribution of true atoms types that was consistent with the desired concentration. The
distribution was generated by defining a true atom type for each atom, such that the correct
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concentrations were achieved, and then randomly shuffling! the type-to-atom mapping.

However, recall that the average alloy approximation is not exact. Both lattice parameter and
elastic constants deviate slightly from the corresponding mean random alloy values, see
Fig. A.1. When the average alloy configurations are converted into random alloys, there is
hence an error in the simulation cell size and the displacement field of the dislocation,
which was calculated using average alloy material properties. The error due to the lattice
parameter difference was partially corrected by scaling the configurations by the ratio of
lattice parameters. The error caused by the difference in elastic constants could not be
corrected, but is expected to be small. Note that the maximum relative difference between
average and random alloy elastic constants is typically on the order of a few percent. In the
Ni-Al system itis 6.1 % in Cy; at 15 at.% Al. In Al-Mg, the maximum differences are 6.0 % in Cy;
and 7.5 % in Cyy at 22 at.% Mg, see Fig. A.1 in App. A.1. In Cu-Nj, the relative difference is less
than 1% for all components, at all concentrations. Anyway, it will be shown that changes
of average material properties have a negligible effect on the cross-slip activation energy,
compared to solute concentration fluctuations.

After changing atom types and scaling the configurations, the potential energy of the core
atoms was minimized using CG and FIRE. During minimization, the dislocation can adapt to
the random solute environment. In some cases, it may lower its energy by slipping away from
the center, towards a favorable solute fluctuation. Such slip is undesirable, since it results in
an additional energy change, which is not associated with cross-slip. This contribution
comes from movement against image forces, which, in turn, result from the fixed boundary
conditions. It was avoided as follows. The random alloy configurations were discarded
when the amount of slip in the initial or final state exceeded a threshold value of 2A. The
displacement of the dislocation was measured by calculating the average position of the
non-FCC atoms in the core as obtained from a Common Neighbor Analysis (CNA) [52] with
cutoff (V0.125 + 0.5)a. In some cases, the displacement criterion was applied only to the
initial state. The dislocation was then allowed to slip after cross-slip, but transition paths were
later truncated by selecting a new final state, where the dislocation had slipped less than the
threshold value.

2.3.2 String Method

The goal of the calculation is to find a Minimum Energy Path (MEP) between initial and final
state through 3N -dimensional configuration space. The MEP fulfills the condition that the
force component F+ perpendicular to the path is zero everywhere. The activation energy AE,
is the maximum energy along this path. In practice, one works with a discrete approximation
of the MEP. Thus, the path is discretized into a chain of Ny states or “images”, see Fig. 2.2.
Typically, one demands that the images are evenly spaced along the path or close to maxima. A
standard method for calculating transition paths, which is implemented in LaAmwmPs, is the
Nudged Elastic Band (NEB) [59, 81] method, see App. A.2. However, this method was observed
to be unstable in preliminary calculations. Frequently, the length of the path would grow out
of bounds?, and intermediate states would achieve extremely high energies, of up to several

1. Using numpy . random.RandomState. shuffle from the Python-Numpy package [149], which implements the
Fisher-Yates [38] shulffle.
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hundreds or thousands of electron volts. A modified version of the Simplified and Improved
String [29] method turned out to be more stable and was used instead. The method was
implemented using the Python interface to LAMMPs.

z2(x,7) =1 - x> = y*)% + Y21 (x® + y?)

1.0 -
Y05
00l ¢ v E
10 -0.5 0.0 0.5 1.0
X

Figure 2.2: Transition path calculation on a 2D model landscape z(x, y); dots represent images
and vectors indicate direction and magnitude of the local gradient; the unconverged path (red)
has perpendicular force components; the converged path (black) has zero perpendicular force

Consider an initial guess for MEP, i.e. the collection of 3N -dimensional vectorsR; (i = 1... Ns)
that store the atomic coordinates. In the modified String method as described in Ref. [29], each
image moves in the direction of its gradient on the (3N — 1)-dimensional PES, i.e.

R, =-VV;, (i=1...Ns), 2.7)

where R; is the 3N-dimensional vector of atomic velocities and VV; is the gradient of the
potential energy of atom i. Integrating Eq. 2.7 moves the images towards a local minimum of
the PES, which also reduces F;", and thus moves them closer to the MEP. However, without
further constraints, the images would eventually end up in the local minimum. Thus,
after each integration step, they are moved back to their ideal position along the path by
interpolation. Reaction coordinates §; are introduced to specify the positions,
A Si
Si =
SNS
where (2.8)
S1 = 0,
Si = S§j—1 + |R;|< - R;-k_ll (l =2.. .Ns),

and where R} is the vector of atomic coordinates of image i after the integration step. In
this thesis, an equal arc-length parameterization is used throughout, i.e. the ideal reaction
coordinates are $; jgeal = (i — 1)/(Ns — 1). After the integration step, §; # $; ideal- The correct
reaction coordinates are enforced by interpolation of the atomic coordinates. If §; jqeq lies in
the interval [§j, §;], then, using linear interpolation,

Siideal — S

A

Ri:R}k+ ~
Sr— 81

(R, —R)) . (2.9)

2. According to Kolsbjerg et al. [65], the reason for divergence is that the NEB “spring forces”, which should keep
the images equispaced, only penalize differences between segment lengths, but not total path length.
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Under ideal conditions, the MEP is a stationary state of the dynamics given by Eq. 2.7 in
conjunction with the interpolation scheme [29]. An image that is already on the path moves
only downhill along the path in the integration step, and the interpolation step brings it back
to its ideal position.

Here, the String method was implemented using the Python interface to LAMMPs and some
modifications were made to the original scheme. Atoms were moved by performing energy
minimization in LaMmMPs. The parameterization was checked only every 100 iterations of the
minimizer. The atomic coordinates were then extracted and interpolated linearly as in Eq. 2.9.
We refer to these outer iterations as re-parameterizations. The FIRE [8] or QUICKMIN [59, 127]
algorithms were used in the minimization. The dynamics are then not those in Eq. 2.7, but
modified Newtonian dynamics, where the velocity and force vector are mixed to obtain a
velocity with a stronger downhill component. In addition, velocities are zeroed whenever the
dot product of velocity and momentum is positive, i.e. whenever a state is moving uphill on
the PES. Therefore, the motion of states lying on the path is biased to stay on the path, and it is
expected that the MEP is still a stationary state. The convergence of our String method
calculations of MEPs for cross-slip is discussed in App. A.3.

2.3.3 Initial Guess for the Path

If not mentioned otherwise, the initial guess for the path R; (i = 1... Ng) was created by
linearly interpolating between the initial and final state R; and Ry, respectively. This is the
standard method, also often used for NEB [59]. However, there is no proof that the converged
path obtained with this initial guess is the path with the lowest possible AE,;.

In some cases, average alloy calculations were started with a guess for the path that is closer to
a F-E path than the default guess. First, a guess for the transition state of the F-E mechanism
was generated. A 20b long piece of the initial state and a 20b long piece of the final state were
combined to form a complete 40b long configuration. Smooth constrictions were created at
the interface between the two parts by linearly interpolating over a length of 15A along z
between the atomic coordinates in the initial and undissociated state, and over another 15 A
between the coordinates in the undissociated and final state. The initial guess for the path was
created by linearly interpolating between atomic positions in the initial, transition and final
state.

2.3.4 Application of an Escaig Stress

Stress effects on cross-slip were studied by performing transition path calculations with
stressed configurations. We make the usual distinction between resolved stresses that couple
to the edge parts of the partial dislocations (Escaig stresses), and resolved stresses that couple
to the screw parts (Schmid stresses). The former change the splitting width and the latter
cause either regular slip or bow-out. Consider the coordinate system of Fig. 2.1. By resolving
the applied stress tensor o;; (i, j = 1, 2, 3; corresponding to the x-, y- and z-directions) onto
the slip planes and partial Burgers vector components, one obtains the following Escaig and
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Schmid stresses on the glide and cross-slip planes, respectively:

Esc _
Tglide =012
Sch _ _
Tglide =—023

1 (2.10)
Tgsocss = 9 (70'12 + 2‘/5(0'11 - 0'22))

1
Tcsrcolés = 5 (2\/50-13 - 0'23) .

Using Hooke’s law, one can find a strain tensor &;; (i, j = 1, 2, 3) that yields a pure Escaig stress

TgElnge on the glide plane (Tg’l?é‘e = 73N = s = (), for example
€11 = —€22 — €33
= GG
Y12 = 2€12 = \/E(gé‘zz - 833)
Y23 =713 =0,

where y;; (i, j = 1, 2,3, with i#]) are engineering shear strains. For a pure Escaig stress TcErf)CSS
Sch Sch Esc

on the cross-slip plane (Tglide = Teross = Tgiige = 0)> ONE may impose
€11 = —&22 — €33
9 1 Esc
€22 ="—F7=7"T
8’\/5 C44 Cross
3 (Cii—Ci2—2Cu) g (2.12)

E33 = T
16vV2 Cu(Cip —Crp) %

Y12 = 2819 = —\/5833
Y23 =713 = 0.

The desired strain components were imposed on all atoms. When applying a strain €33, the
simulation cell was deformed as well, since the z-direction is periodic. The energy was then
minimized using CG and FIRE. Strained random alloy configurations were prepared by scaling
the corresponding average alloy configurations and subsequently replacing the A-atoms by
real atom types, as described in Sec. 2.3.1. Afterwards, the energy was minimized using CG and
FIRE.

2.4 Solute Binding Energies

The binding energy of a solute (s) at position (x, y, z) relative to a defect is the energy
associated with moving the solute from infinity to (x, y, z) , i.e.

AE;_defect = Es-defect — Es — Edefect — 2Epure’ (2.13)
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where Es_gefect i the energy of the atomic configuration with the solute and the defect, E; and
Egeftect are the energies with an isolated solute and defect, respectively, and Epyye is the energy
of the pure configuration.

Solute-dislocation binding energies were calculated as follows. The basic configuration was a
periodic cylinder like the one shown in Fig. 2.1. The radius was 20V/3a, which is twice the value
used in transition path calculation. The length of the cylinder was only 6b, because only
individual solutes are studied and so the cell need only be slightly longer than the cutoff radius
of the interatomic potential. The configuration was made of A-atoms. A screw dislocation was
inserted on the initial plane and relaxed, as described in Sec. 2.3.1. One row of atoms in the
core of each partial dislocation was then fixed to prevent the dislocation from slipping towards
or away from the solute during subsequent calculations. The selected rows were the rows
of non-FCC coordinated core atoms with the highest or lowest x-coordinate, see Fig. 2.3.
Typically, these rows were symmetry-equivalent under two-fold rotation about the z-axis
through the center of the dislocation. For each of the 5330 unique atomic sites in this geometry,
the solute-dislocation binding energy was computed by inserting the desired solute atom into
the desired site (removing the A-atom occupying the site), followed by fully minimizing of the
energy using CG and FIRE until the norm of the force vector fell below 1 x 107 eV A™' orafter
200 000 iterations, and taking the difference between the potential energy after and before
insertion of the solute minus the solute binding energy in the perfect A-atom FCC lattice.
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Figure 2.3: Core of a dissociated screw dislocation in Cu+33 at.% Ni, indicating the rows of
atoms that are held fixed.

Solute-solute binding energies were computed using a cube of A-atom material aligned along
(100) with edge lengths 40a and fully periodic boundary conditions. A neighbor pair of
A-atoms was then replaced by the desired real solute pair and the energy was minimized with
CG and FIRE. The minimization was stopped when the norm of the force vector fell below
1x 108 eVA™", or after 20 000 or 30 000 iterations. The solute-solute binding energy is then
the potential energy of system containing the solute pair minus twice the energy of a single
solute in the perfect A-atom FCC lattice.
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Disclaimer

This chapter is adapted from the following article, with permission from the coauthor
and the publisher.

W. G. Nohring and W. A. Curtin. “Dislocation Cross-Slip in FCC Solid Solution
Alloys”. In: Acta Materialia 128 (Apr. 2017), pp. 135-148. 1ssN: 13596454. DoI:
10.1016/j.actamat.2017.02.027

This chapter deals with the activation energy AE,. of cross-slip of short (40b) dislocation
segments. We present atomistic calculations of AE,; in average and true random alloys. These
calculations show that AE, is a random variable with large fluctuations around the mean
value. Therefore, average-alloy models are not useful for judging the ease of cross-slip in
alloys, and a statistical model is required. We observe that AE,. correlates with the energy
difference AE.,q between the initial and final state. Thus, the distribution of AE,; can be
predicted based on knowledge of the distribution of AE.,q. An analytical model of the
standard deviation o~ [AEenq] is developed. The chapter is structured as follows. The atomistic
calculations are briefly summarized in Sec. 3.1. The results are presented in Sec. 3.2 and
discussed in Sec. 3.3. An analytical model of the distribution of AE,, is derived and validated
in Sec. 3.4. Finally, implications of the results are discussed in Sec. 3.5.

3.1 Calculations

Using the methods explained in Sec. 2.3, we calculated transition paths of cross-slip in average
and true random alloys of Al+(2, 6, 10, 14, 18, 22) at.% Mg, Ni+(2, 4, 8, 10, 12, 15) at.% Al and
Cu+(10, 22, 33, 68, 79, 90) at.% Ni. For each alloy and concentration, we performed one
calculation with the corresponding average alloy and 20 calculations with random alloys. The
20 samples had a random solute distribution corresponding to the specified concentration,
but were selected from a larger set, based on the displacement of the dislocation away from
the center of the cell, as described in Sec. 2.3.1. In the case of Cu-Ni, the displacement
criterion was applied both to the initial and final state, hence the dislocation was close to the
center in both states. In the case of Ni-Al and Al-Mg, the criterion was only applied to the
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Chapter 3. Cross-Slip of Short Dislocations

initial state, but transition paths were later truncated by selecting a new final state, where the
dislocation had slipped less than the threshold value. The transition paths consisted of 32
images each. Initial guesses were generated by linear interpolation between the coordinates in
the initial and final states.

Here, we consider short dislocations. The length of the cylindrical configuration sketched in
Fig. 2.1 was 40b. This length was chosen after studying the dependence of the transition path
and energy in pure Ni, see App. A.4. The length 40b is the shortest length at which the
cross-slip barrier becomes length-independent, i.e. at which there is very limited interaction
between the two constrictions formed during cross-slip nucleation. For example, the energy at
40b is 1.72 eV and is only 0.02 eV larger at 160b. This length is therefore a characteristic length
of cross-slip nucleation denoted by (.s,. Different alloys may have different {.s, because of
their different elastic properties. For simplicity, the same length of {s, = 40b was also used for
all other materials, which is ex-post-facto determined to be a good assumption.

The String method as described in Sec. 2.3.2 was used to find the true minimum energy
paths between initial and final state. Iterations were stopped when the two-norm of the
displacement of each intermediate state relative to its position in the previous iteration
was below 10734, or, if this threshold was not reached, after a total number of 300
re-parameterizations. However, this threshold was reached in all average alloy calculations.
Furthermore, the norm of F* at the transition state was less than 2.3 x 1074 eV A_l, and the
absolute maximum was 3.2 x 1074 eVA™', in Cu+79 at.% Ni. Convergence was slightly worse
in random alloy calculations. In Cu-Ni, 35 out of 120 calculations stopped at 300 iterations, in
Al-Mg 36 and in Ni-Al 25. The average value of |F*| at the transition state was highest in Al-Mg;
however, the influence of the stopping criterion was negligible. In calculations with less than
300 iterations, the average force was 7.1 x 107 eVA™', and in those which stopped at 300
iterations, it was 8.1 x 1074 eVA™". The absolute maximum force was 3.4 x 102eVA™', ina
calculation with Ni+15 at.% Al. See App. A.3 for a more detailed discussion of the convergence.

3.2 Results

3.2.1 Average Alloys

Our calculations yield two important pieces of information. First, they reveal the cross-slip
mechanism to be the F-E mechanism. Fig. 3.1 shows the initial, transition and final state of
cross-slip in Ni-15 at.% Al. The corresponding states in the other average alloys are similar.
Second, they reveal the energy barrier AE,.(, which is the maximum energy encountered along
the transition path.

Fig. 3.2 shows representative paths for the three average alloy systems, one particular
composition for each binary alloy; results for all other average-alloy systems are similar. The
paths are characterized by a steep increase and decrease in energy near the start and end,
respectively, and a region of small energy change near the center. The steep increase and
decrease in energy correspond to constriction formation and annihilation, respectively, while
the plateau in the center corresponds to moving apart of the constrictions. Note that the initial
and final state have the same energy, because they are symmetrically equivalent in the
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3.2. Results

Figure 3.1: Typical states during dislocation cross-slip in average Ni+15 at.% Al. Atoms are
colored according to their common neighbor value [52] (red=HCP, blue=BCC, white=other).
Atoms in FCC coordination are not shown. OviTo [135] was used for visualization.

homogeneous A-atom materials.

2.0 - Ni+15at.%Al, ysp/ub =4.5 x 1073
% 1.5 1 Cu+33at.%Ni,
g ] ysg/ub =4.6 X 107>
B3
—
£ 1.0
o Y]
2
=]
~ | -2
o 0.5 1 Al+22at.%Mg, ysg/ub =1.5 X 10
0.0 i

T
0.0 0.5 1.0
reaction coordinate

Figure 3.2: Relative energy along the cross-slip transition path in several average alloy systems.
The reaction coordinate is the normalized displacement between the initial and final state, see
Eq. 2.8. Note that a particular value does not correspond to the same configuration (e.g. same
length on cross-slip plane) for two different paths. Thus, the shape of the paths should be
compared only qualitatively.

The maximum of each curve is the activation energy AE,.. As expected, it correlates with the
normalized stacking fault energy vs¢/ub, which is shown in the figure. Al+22 at.% Mg has the
highest yse/up and the lowest A Eyc¢, whereas Ni+15 at.% Al has the lowest vs¢/ub and the highest
AE,. The variation of AE, in each alloy system is comparatively small, see Fig. 3.5. For
Cu-Ni, the maximum change, relative to AE, of Cu, is —0.08 eV, at 79% Ni. In Al-Mg, the
maximum change is —0.15 eV, at 18% Mg and in Ni-Al, itis 0.14 eV, at 15% Al. As will be shown
below, these changes are small compared to changes of AE,.¢ due to compositional disorder in
true random alloys.

3.2.2 True Random Alloys

Like the average-alloy calculations, the true random alloy calculations predict the F-E
mechanism to be the operative cross-slip mechanism. Figs. 3.3a) shows an example of F-E
cross-slip in Ni+15 at.% Al Fig. 3.3a) and b) show the transition states from the paths with the
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Chapter 3. Cross-Slip of Short Dislocations

highest and lowest AE,. in Ni+15 at.% Al (3.09 and 0.86 eV). Note that the configurations are
almost completely dissociated on the cross-slip and glide plane, respectively.

Figure 3.3: Typical states determined by a transition path calculation for random Ni+15 at.% Al:
a) states from a path with AE,.; = 1.07 eV; b) and c) transition states from the paths with the
highest and lowest AE, in Ni+15 at.% Al (3.09 and 0.86 eV). Atoms are colored according
to their common neighbor value [52] (red=HCP, blue=BCC, white=other). Atoms in FCC
coordination are not shown. Ovito [135] was used for visualization.

The random alloy calculations predict the same F-E mechanism as found in the average alloy,
but they show very different energy profiles. As an example, the transition paths of all the
random samples of the Ni+15 at.% Al alloys are shown in Fig. 3.4, with the final state points
being corrected as described earlier. The paths are colored according to their activation energy
and the transition state is marked with a circle. In contrast to the average alloy calculations,
initial and final states in true random alloys have different energies, because the solute field
around the dislocation is different on the glide and cross-slip plane. Most importantly, AE,
varies significantly from sample to sample.

Note that for paths with high AE,, the transition state tends to be closer to the final state. The
transition states of the paths with the highest and lowest AE,.; have the highest and lowest
reaction coordinate, in agreement with the observation that they are almost completely
dissociated on the final and initial planes, respectively. This trend agrees with Hammond’s [45]
postulate, which states that the transition state structure is similar to the initial state when
AE, is low.

Fig. 3.5 shows AE, as a function of concentration. In every alloy system and at every
concentration, the distribution of the random alloy energies is much larger than the change of
the average alloy energy relative to that of the pure metal. Even in the dilute limit, the lowest
value of AE, of the random alloy is typically several tenths of an electron volt lower than AE,¢
of the corresponding average alloy. The significant statistical distribution of AE, is the most
important basic result of the random alloy calculations. In the following sections, we will
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Figure 3.4: Transition paths for specific samples in the true random Ni+15 at.% Al alloy, colored
according to AE,y; transition states are indicated by circles.

discuss its implications and develop a model for predicting typical values of AEy.
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Figure 3.5: Cross-slip activation energies of the 20 individual samples of random alloys for (a)
Ni-Al, (b) Cu-Ni, and (c) Al-Mg; also shown are the average alloy values at each composition; in
(c) blue markers indicate samples with two nuclei; green markers indicate samples with a
partially cross-slipped state with negative relative energy

Finally, we note that random Al-Mg exhibits two pecularities. In 25 out of 120 calculations,
cross-slip nucleated at two sites, and these two nuclei later coalesced to form the
fully-cross-slipped segment. These cases are marked green in Fig. 3.5¢). Furthermore, 17
samples have an intermediate minimum that corresponds to a partially cross-slipped state

31



Chapter 3. Cross-Slip of Short Dislocations

and has a negative relative energy. Five of those samples also form two nuclei. The deepest
minimum has a relative energy of —0.39 eV. These cases are marked blue in Fig. 3.5¢). Note that
the barrier for spreading of the cross-slipped segment is then higher and more important than
the barrier taken from the initial state. However, for consistency with the other results we draw
the latter.

3.3 Preliminary Discussion

The most striking feature of the random alloys is the large scatter of AE,.; around the average
value. This scatter is caused by fluctuations in the solute concentration, which are excluded a
prioriin the average alloys and in any models that consider only average material properties.
As a consequence, AE, in real random alloys may be significantly lower than the average
value AE;cqavg. This is important because cross-slip is a thermally activated process (see Eq.
1.7), so that small decreases in AE, lead to exponentially faster cross-slip rates. Along a long
dislocation line, regions where the concentration fluctuations give low values of AE,; will thus
dominate the rate of cross-slip nucleation. The fluctuations occur around the average AEy, SO
the average AE, sets an initial scale, but the large fluctuations lead to significant lowering of
AE,t in many cases, so that cross-slip nucleation is controlled by concentration fluctuations.

Accordingly, cross-slip in random alloys must be treated as a statistical problem and the effects
of solute fluctuations must be accounted for. A simple model for typical values of AE, in
random alloys will be derived in the following section. Here, we continue with analysis of the
simulation data. The activation energy AE,.; and the difference in initial and final energies,
AEgng, are strongly correlated, as shown in Fig. 3.6. If AE,pq is low (more negative), then AE,¢
is smaller. Across all concentrations for a given alloy system, the correlation is accurately
captured by a linear function,

AEact = @AEeng + AEres, 3.1

where AE,¢ is the activation energy at AE.pg = 0 and @ =~ 0.5 is a constant. The value of AE.¢
is just slightly lower than the average AE, of the corresponding average alloys shown in Fig.
3.5; the variations of the average alloy AE, with concentration are small so that aggregating
the data across all concentrations is acceptable. A linear correlation between AE, and AEgpqg
is sometimes observed for chemical reactions, where it is referred to as the Bell-Evans-Polanyi
[6, 36] (BEP) principle, see also [21]. The BEP principle is usually applied for simple chemical
reactions of the type AB + C — AC + B, and the slope @ = 0.5 emerges for simple triangular,
symmetric transition paths.

Considering the correlation shown in Fig. 3.6, we can express AE, in terms of AE,nq by taking
AEet = AEacqavg SO that

AEact = AEact,avg + O-SAEend- (3.2)

Since the initial and final state energies are controlled by random solute concentration
fluctuations, as in solute strengthening of random alloys, particular values are random
variables chosen from a normal distribution [72]. The quantity AEgnq is then also a random
variable with standard deviation o [AEepq]. Assuming that AEgnq follows a normal distribution,
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we can write the probability distribution of AE,. as

p [AEact] = ; exp (_
]2

%71’0' [AEeng

2
(AEact - AEact,avg)
%0— [AEend]2

(3.3)

The statistical distribution of AE, is thus controlled by the distribution of AE.,4. In the

next section, we show that AE.,q can be calculated analytically, thus leading to an analytic
description for the statistical distribution of AE,;.
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Figure 3.6: Cross-slip activation energy AE,. vs. end state energy difference AE4, showing a
linear correlation, for (a) Ni-Al, (b) Cu-Ni, and (c) Al-Mg; in (c) blue markers indicate samples
with two nuclei; green markers indicate samples with a partially cross-slipped state with
negative relative energy
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3.4 Analytic Model for the Statistical Distribution of AE,

3.4.1 General model

Due to the correlation between AE, and AE.q, as shown in Fig. 3.6 and discussed in the
previous section, the determination of the distribution of AE, of the random alloy can be
reduced to the problem of determining the distribution of AEg,4. Recall that AEgyq is the
difference in total energies between the final and initial states of the cross-slip. We will
characterize the distribution of AE.,q in terms of its standard deviation.

The end states differ in energy because, in a given distribution of random solutes, the
solute-dislocation and the solute-solute interaction energies are different for the two
dislocation configurations (initial and final). Since the correlation shows, AE,ct ¥ AEactavg
when AFE.nq ~ 0, we are concerned with determination of the standard deviation of AEg,q in a
given alloy system at a given alloy concentration. The analysis proceeds by considering a
fixed specific random distribution of solutes, as indicated in Fig. 3.7, computing the energy
difference of the initial and final states for this particular random distribution, and then
performing an analytical statistical averaging over all possible random distributions to obtain
the standard deviation of AEg,q. There are two separate contributions to AEgng: (i) a
contribution from changes in the solute/dislocation interaction energy and (ii) a contribution
from changes in solute/solute interaction energy due to the fact that the change in position of
the stacking fault alters the relative positions of solutes with respect to each other, especially
those that are immediately on either side of the initial or final stacking fault plane. These two
contributions in energy lead to two independent contributions to the standard deviation of
AEenq, which we denote as 0 [AEends-d] and 0 [AEengds-s|- The total standard deviation for
AEgpq is then computed as

(o [AEend]2 =0 [AEend,s—d]2 +0 [AEend,s—s]2 . (3-4)

3.4.2 Solute-Dislocation Contribution

The contribution o [AEenqs-q] to the standard deviation of AEgygq due to solute-dislocation
binding energies can be modeled by adapting the solute strengthening model of Leyson and
Curtin [71, 72]. Consider a slice of material parallel to the dislocation line and having a
thickness of one period along the line direction, as shown in Fig. 3.7a). We label the atomic
sites by their {x, y} positions in the plane of the figure as {x;, y;}, with the origin at the center
of the dislocation structure, and x the direction along the glide plane. Similarly, let z be the
direction along the dislocation line and label the sites by their z position as z;. Define an
equivalent coordinate system with respect to the cross-slipped dislocation, with positions
denoted by (x/, y ]’ , 2;.)- When the dislocation cross-slips, the relative position of the atom at
(xi, ¥j» z) changes to (x/, y]f ,2;). If we denote the solute/dislocation binding energy of a
X-solute as Us.q,x(X;, j, 2x), then the change in total solute/dislocation binding energy is the
sum over all sites given by [71]

AEend,s—d,X = Z sijk I:US-d,X(xi/J y]{r Z;C) - US-d,X(xi, J/], Zk) ) (35)
ijk
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Chapter 3. Cross-Slip of Short Dislocations

where s; i is the occupation variable with s;;; = 1 if a solute exists at site (i, j, k) and s;jx = 0
otherwise.

Figure 3.7: a) Reference frames for measuring the relative solute/dislocation positions before
and after cross-slip; note that the solute distribution across sites (i, j) does not change. b) The
result of cross-slip is the same as a mirroring of the dislocation at (101) (dashed line), leading
to simplifications in the analysis.

If the solute concentration is high, the corresponding average alloy should be used as matrix
material, so that the solute-dislocation binding energies are the binding energies in an average
solute environment, and with respect to the dislocation structure in that environment [140].

Eq. 3.5 gives the total energy change for a unit dislocation segment. We are interested in
typical fluctuations for a dislocation with finite length s, which corresponds to Nj, = Zesn/b
slices along z. For this line length, there are N, sites with the same in-plane coordinate (x, y),
and solutes occupying any of these sites have the same solute/dislocation interaction energy.
The typical energy change resulting from cross-slip of this length of dislocation is the standard
deviation given by

(o [AEend,s—d,X(gcsn)] = \/(AEend,s—d,X(gcsn)2> - <AEend,s—d,X(€csn)> 2’ (3~6)

where (-) denotes an average over all values of the occupation variables. The derivation of
0 [AEend,s-d,x({csn)] is analogous to the derivation of the standard deviation of the energy
change during regular slip in a random alloy, see [72]. The following assumptions are made (i)
the s;; are uncorrelated Bernoulli random variables, (ii) Us.q,x (Xi, ¥, zx) depends only on the
atom at site (i, j, k), and, as noted above, (iii) Us.q x(x;, ¥}, z«) is only a function of x; and y;, i.e.
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Us-a,x (Xi, ¥j» 2k )—Us.q,x (x;, y;) due to periodicity along z. We do not repeat the statistical
analysis here, which involves standard but extensive manipulations. The final result is

2

feon Z [Us—d,X(xi/’ J’J{) - Us—d,X(xiy J/j) , 3.7)
ij

b

o [AEend,s—d,X] = \/CX (1 - CX)

where cy is the concentration of X -solutes. The total value of o [AEenq s-q] for an alloy with Ny
components is obtained using the rule for the standard deviation of a sum of normally
distributed random variables,

Nr
g [AEend,s—d] = Z (O- [AEend,s—d,X])2 . (3.8)
X

Finally, note that in the idealized picture of Fig. 3.7a), cross-slip is geometrically equivalent to
performing a mirror operation of the random solute distribution across the (101) plane, as
shown schematically in Fig. 3.7c). This operation is described by the affine transformation
11 8
T 3[V8 -1

Due to this symmetry, the only inputs to the theory are the binding energies Us.q x(x;, y;) in
the initial state since the binding energy Us.q,x (x/, y]f ) at site (i, j) is the binding energy at the
symmetry-equivalent site in the undeformed lattice. The number of required calculations
can be further reduced by exploiting the fact that the configuration has two-fold rotation

symmetry about a line parallel to the z axis through the center. Thus, binding energies need
only be calculated for the atoms in the upper half of the xy-plane.

’
X
’

Yij

x’] . (3.9)
Vi

3.4.3 Solute-Solute Contribution

The second contribution to AEe.,q comes from changes in direct solute-solute binding
energies. For example, solute pairs (first, second, ... neighbors) may be formed or destroyed
along the stacking fault ribbon when it is annihilated on the glide plane and/or reformed on
the cross-slip plane. Du et al. [25] have shown that this effect is important for cross-slip in
Ni-Al, and Rodary et al. [115] have shown that it is important for the related problem of solute
strengthening, due to the strong repulsion of Al-Al near-neighbor pairs.

Here, we restrict our attention to first-nearest neighbor pairs. The contribution to AEpq from
formation and annihilation of pairs of X solutes is

AEend,s—s = Us—s,XX,lANs-s; (3.10)
where Us.s xx,1 is the solute-solute binding energy, and ANj_¢ is the dimensionless net change
in the number of solute pairs due to cross-slip. The contribution to o [AEenq] can then be

estimated as

g [AEend,s—s,XX] = Us—s,XX,lo- [ANS—S] . (3.11)
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Like in the case of solute-dislocation binding energies, the total contribution for an alloy with
Nr components is obtained using the rule for the standard deviation of a sum of normally
distributed random variables,

Nt
(o [AEend,s—s] = Z (O- [AEend,s—s,XX])2 , (3.12)
X

where we have neglected unlike pairs of atoms.

0 [ANg_s] in Eq. 3.11 can be approximated using a simple model of solute pair formation and
annihilation in the stacking fault of a single dislocation. We make the simplifying assumption
that the dislocation is straight and the stacking fault is an ideal stacking fault everywhere. In
reality, the dislocations may be curved and the atomic displacement close to the partial
dislocation cores that delimit the fault is not exactly the displacement corresponding to a
perfect fault. Furthermore, we assume that the solute distribution is random and uncorrelated,
so that we can replace occupation numbers by the average solute concentration.

Fig. 3.8 shows the two atomic layers in a section of a stacking fault. Atoms in the lower layer are
gray. A crystallographic unit cell is shaded red. In a stacking fault ribbon of length ¢ along
[101], the dislocation line direction, and width d along [121], there are ¢/» x 4/bv3 such cells. In
each cell, there are two atoms in the upper layer. Each atom exchanges one nearest neighbor
in the lower plane when the fault is formed or annihilated.

Let N; = 2¢{/band N, = 4/bv3. Label the atoms in the upper layer by i = 1... N, along x 1 [101]
andbyj =1...Nyalong y n [121]. The net change in solute-solute pairs when the fault in Fig.
3.8is formed or destroyed is:

N; Ny

AN s st = Z Z sij (Sij2 — sij1) (3.13)
i

where s;;, s;j1 and s;;, are the occupation numbers of the atom at site (i, j) and the two
nearest neighbors in the lower plane that are exchanged in the process. s;; is one if there is a
solute at site (7, j), and zero otherwise. The same applies to s;;,; and s;; . For convenience, let
uij = (Sij2 — sij) - Note that (upq> =cx—-cx=0Vp,q.

Calculating the standard deviation of ANg_ g sf requires <ANS_S,Sf>2 and (ANS_S,Sf). The former is
zero, because

N; Ng
(ANg.sst) = Z Z (sij (sij2 = sijn))
N
=305 s Gsa)  Gs)
v

:ZZCX(CX_CX)
i

=0.
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3.4. Analytic Model for the Statistical Distribution of AE,

Figure 3.8: Lower images: layer of atoms perpendicular to the dislocation line; a
nearest-neighbor pair of solutes (blue) in the stacking fault (red) is destroyed as the dislocation
moves from the glide to the cross-slip plane; top: view from top onto the stacking fault; gray
atoms are in the lower layer of the fault; per unit cell in the fault (shaded red), there are three
atoms in the upper layer of the fault (white), however, two are shared with neighboring cells
and thus are counted as one half; during cross-slip, each atom in the upper layer exchanges
one nearest neighbor atom in the lower layer

Furthermore,
N; Ng 2
2
ANs.ssf” = Zzsijuij
ij
N; Ng Ni Na Ng Ni Ni Ng
2
DI LTS 3539 WIS 3539 JETETeN
i j i J o k#j i k#i ]

N Ni Ng Ng

DI

i k#i ] 1#]

Averaging eliminates all but the first term, therefore:
N; Ng
(ANgssf’) = Z Z <sf]> <u§j>. (3.14)

i
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Chapter 3. Cross-Slip of Short Dislocations

sij» Sij,1 and s;; » are Bernoulli random variables, hence:
2\ _ /.2 e 2
<uij> = <sij,2 = 25ij,28ij,1 + Sij,1>
_ |2 o 2
= <sij,2> — 2 (sij2sijn) + <5ij,1>
=cyxy — 26)2( +cx
= ZCX(]. - Cx).

Thus

Ni Ng

<ANs—s,sf2> = Z Z 265((1 - CX)
i

= 2c%(1 — cx)N;Ny
ld
b2V3

= 4c2(1 - cx)

Assuming that pair formation and destruction on the glide and cross-slip plane is independent,
the variance of the net pair change due to cross-slip is:

Var [ANg] = 2 ((ANs—s,sf2> - <ANs—s,sf>2) . (3.15)

The standard deviation is therefore:

ld
5 (3.16)

o [ANs] = \/802(1 - CX)b 5

3.4.4 Results and Comparison to Simulations

In order to verify our model, we compared estimates of o [AEenq] based on Eq. 3.4, Eq. 3.8 and
Eq. 3.12 to results from direct atomistic calculations. In the case of Al-Mg and Ni-Al, only Mg
and Al solutes, respectively, were taken in the account. However, in the case of Cu-Ni, both Cu
and Ni solutes were considered. The average stacking fault width d, which is required for Eq.
3.16, was determined using the Dislocation Extraction Algorithm [136] as implemented in
Ovrro [135], by taking the average distance between the extracted partial core coordinates in
the corresponding average alloy.

Recall that our explicit cross-slip transition state computations were performed on only 20
samples. To obtain accurate estimates for the statistical distribution (standard deviation) of
the end state differences AEg,4, we have generated 100 sets of initial and final states for each
alloy composition. In these cases, we impose the constraint on off-center displacements (see
Sec. 2.3.1) for both initial and final states. In the case of Cu-Ni, the 20 sets of data from the
transition path calculations were added, because there the constraint was active in both states,
and thus this data was equivalent to the newly generated data.

The predicted and measured values for o [AEenq] are compared in Fig. 3.9, and the two
individual contributions from solute-dislocation and solute-solute interactions are also
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Figure 3.9: Observed (filled symbols) and predicted (open symbols) standard deviation of the
end state energy difference AEqnq in (a) Ni-Al, (b) Cu-Ni, and (c) Al-Mg. The individual
contributions to the overall standard deviation, due to solute-dislocation (star symbols) and
solute-solute interactions (triangle symbols) are also shown.

shown. For Ni-Al, the prediction is satisfactory, with a maximum error of 0.1 eV at
10 at.% Al For Ni-Al, the solute-solute interaction dominates the distribution. For Al-Mg, the
prediction is also satisfactory up to 10 at.% Mg, with the solute/dislocation interaction
dominating. At higher concentrations, the predicted standard deviation saturates while the
measured value continues to increase. This deviation is due to the increasing importance of
non-near-neighbor solute-solute interactions which, though individually small, are very
numerous and so contribute non-negligibly to the standard deviation at higher solute
concentrations. These interactions can be included in the analysis as a generalization of the
near-neighbor pair analysis. An extended model will be presented in Ch. 4. Finally, in
Cu-Ni, the prediction is accurate at the lowest Cu and Ni concentrations but then deviates
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Chapter 3. Cross-Slip of Short Dislocations

more significantly at intermediate concentrations. The reason for these deviations is that
the solute/dislocation and solute/solute interaction energies in Cu-Ni are generally quite
small in magnitude, and hence the neglect of all of the small but much larger number of
further-neighbor solute-solute interactions is not accurate; again this can be computed and
the agreement with simulations improved, but we do not present the details here.

Summarizing the analysis in this section, we have developed an analytic prediction for the
standard deviation of the end-state energy difference AE.nq in terms only of measurable
solute/dislocation and solute/solute interaction energies. Explicitly combining the above
results for X -solutes, the analysis yields

2

Lesn

0 [AEenax]* = cx (1 - cx) b

Z [Us-d,x(x,-',y;) - Us.ax(xi, yj)
ij

(3.17)

d
+ USZ_S'XX'1 (86)2{(1 — cx)gci) .

b2/3

This result, while validated against simulations for the current set of alloys and concentrations,
is completely general. It can thus be applied to obtain the statistical distribution of AEgnq
relevant for the subsequent computation of cross-slip activation barriers for any other FCC
alloys, whether existing or proposed alloys.

3.5 Discussion

We have shown that (i) the cross-slip activation energy AE, in random FCC solid solutions is
a stochastic variable due to the explicit variations in solute positions relative to the dislocation
undergoing cross-slip, with large variations around the average cross-slip barrier; (ii) there
is a linear correlation between AE,. and the difference AE.,q between the initial and
final cross-slip states; (iii) the standard deviation of AE. 4 can be computed analytically
as a function of alloy concentration, solute/dislocation interaction energies, solute-solute
interaction energies, for the characteristic cross-slip nucleation length {s,; and therefore (iv)
we have an analytic model for the distribution of cross-slip activation energies in random FCC
alloys. We now discuss various implications of these results.

First, average material properties are insufficient for predicting the rate of cross-slip in a real
alloy. As noted in Sec. 3.3, low values of AE, caused by random solute fluctuations will
control the rate. In particular, an average parameter like the normalized stacking fault energy
vs¢/ub is not a useful measure for the ease of cross-slip in random alloys. Another consequence
of the strong influence of random fluctuations on the activation barrier is that the probability
of cross-slip nucleation in an alloy depends more strongly on the length of the dislocation.
Here, we must clearly distinguish between nucleation, i.e. cross-slip of a short (length {csn)
segment, and lateral growth of this segment. A dislocation line with a length of £ consists of
N = {/¢, segments of length {.qn. Along dislocation with large N will sample many different
local solute configurations and hence many local cross-slip nucleation environments and is
therefore likely to contain segments with cross-slip energy barriers that are much lower than
the average value. Among the N segments, the segment with the lowest activation barrier

42



3.5. Discussion

satisfies, on average,

AE’
act , , 1
/ P(AE[)AAEj = . (3.18)

(o8]

where P(AE,.) is the Gaussian distribution of activation energies Eq. 3.3. Thus, AE; can
be obtained from the inverse normal cumulative distribution function. An asymptotic

approximation for large N [23] yields

. o N2 N2
AE; . ® AEactavg — E\/log (E) —log (log (E) ) (3.19)

The weak dependence of the smallest activation energy on the number of segments N
allows for reasonable estimates of the barrier over a wide range of lengths. Typical
dislocation densities in metals range from well-annealed materials with dislocation density
p = 101-10? m™2 to highly deformed materials with p = 101 m™2. The corresponding
dislocation segment lengths are { o 1/yp and thus vary from 100nm to 3000nm. For
Lesn = 40b and p ~ 10> m™2, the minimum activation barriers for such segment lengths are
AEact ® AEqctavg — 1.540 [AEenq]. For a typical Al+2 at.% Mg alloy, this activation energy is
only 0.42eV. For a typical Ni+10 at.% Al alloy (model matrix for Ni-Al superalloys), the
operative barrier would be 0.55 eV. For a Cu+33 at.% Ni alloy, the operative barrier would be
1.06 eV. All of these energy barriers are significantly below the average energy barrier of the
same alloy, and correspond to very large increases in cross-slip rate at moderate temperatures
(for instance, see Eq. 1.7 with kT =0.0254 eV at T = 300K).

The barriers for cross-slip nucleation can therefore be very low in Ni-Al and Al-Mg. However, a
nucleus of length 40b must subsequently expand along the dislocation line by lateral motion
of the two constrictions in order to grow the cross-slip region. Expansion involves sequentially
overcoming smaller energy changes of the order of o [AEenq({ = 1b)] for the lateral advance of
the cross-slipped segment by one Burgers vector. These energy changes can be positive or
negative, depending on whether the glide or cross-slip plane is energetically favorable at each
site. For a long dislocation line, the growing nucleus will eventually encounter regions where
there is a long sequence of small positive energy changes, and this sequence can create a
significant barrier against further lateral expansion of the cross-slip segment nucleation. On
the other hand, if the nucleated segment can expand sufficiently before encountering such a
barrier, it can still activate the myriad processes associated with cross-slip. That is, extension
of the cross-slip across the entire screw-oriented portion of the line length is not necessary to
create cross-slip processes in the alloy. The analysis of characteristic cross-slip segment
lengths, and barriers, is a statistical problem that will be addressed in the next chapter. The
discussion here serves to identify the problem, and to emphasize that while cross-slip is
not driven the average barrier, neither is it driven completely by the single lowest barrier
(weak-link behavior).
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Cross-Slip of Long Dislocations

In the previous chapter, we demonstrated that cross-slip nucleation, which occurs over scales
of ~40b, is strongly influenced by fluctuations in the spatial distribution of solutes over the
scale of the critical nucleus. However, full cross-slip of a long (~10°b) dislocations requires that
the nucleated segment expand laterally out to longer lengths. One the one hand, it becomes
more likely to find easy spots for cross-slip nucleation. On the other hand, unfavorable
binding energy fluctuations could accumulate and block cross-slip of the whole dislocation.
Another interesting scenario for long dislocations is discussed in App. A.5, where we consider
the possibility that partially cross-slipped configurations are equilibrium states.

Thus, cross-slip of long dislocations is more complicated. We are interested in the distribution
of activation energies for lengths of ~103b, which are important for understanding real alloys.
However, it is not clear whether the BEP principle applies at these lengths so that Eq. 3.2 can
be used to predict the distribution of AE,.. At the same time, it is infeasible to study the
behavior at the necessary lengths using atomistic simulations.

In this chapter, we present a new model that does not rely on Eq. 3.2, and that can predict the
activation energy distributions for dislocations of arbitrary lengths, at zero and nonzero stress.
Cross-slip is seen as a random walk, where each step corresponds to the cross-slip of a
1b long segment of the dislocation. In this process, deterministic and random energies
are accumulated. The former reflect constriction formation and stress effects, and can be
calculated from zero-stress parameters alone. To predict the random energies more accurately,
the model presented in Sec. 3.4 is extended to account for solute pairs of first to eight order.

The rest of the chapter is structured as follows. In the first section, we present the extended
model of 0 [AEgnq]. In Sec. 4.2 we then introduce the random walk model. In Sec. 4.3, we
validate the random walk model predictions of the activation barrier by comparisons with fully
atomistic results at the short nucleation length of 40b for zero stress and non-zero stresses. In
Sec. 4.4, we then use the validated random walk model to study long dislocations, which
cannot be treated using atomistic calculations, again for zero stress and non-zero stresses.
Finally, in Sec. 4.5, we summarize the broad general findings and discuss their implications for
cross-slip processes in metal alloys.
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Chapter 4. Cross-Slip of Long Dislocations

4.1 Random Energy Change

In Ch. 3, we derived an analytical, parameter-free model of the standard deviation of AEgpq.
However, only first-nearest neighbor pairs of solutes were considered in the solute-solute part.
The standard deviation of solute-solute binding energies is then approximately the energy of
such a pair times the standard deviation of the change in number of pairs when the stacking
fault is destroyed on the glide plane and regenerated on the cross-slip plane. This model is
sufficient for Ni-Al and Al-Mg at concentrations up to ca. 15 at.% Al and Mg, respectively. In
Cu-Ni alloys with higher concentrations of the secondary atom (up to 33 at.%), the standard
deviation was previously underestimated. We now present an extended model, which includes
up to eight-nearest neighbor pairs, see Tab. 4.1 for the corresponding distances. In the
derivation, we consider pair changes for all atoms in a unit cell below the stacking fault, see Fig.
4.1. Thus, certain correlations between pair cutting processes are taken into account. For
example, the uppermost atom is initially a second-nearest neighbor of atoms 1 and 2. After a
displacement a/6[112], which creates the fault, the upper atom is a third-nearest neighbor of
atom 1 and a first-nearest neighbor of atom 2. Thus, there is a correlation between the
neighbor changes of atoms 1 and 2. Moreover, for each atom individually, there is a correlation
between second- and first or between second- and third-nearest neighbor pair changes. In
addition to higher order pairs and correlations, we also take pairs of unlike atom types into
account. The derivation of o [AEenq ss] is along the lines of the derivation in Sec. 3.4.3, but
much more involved, hence we explain it in App. A.6 and present only the final result here.

Let Ugs xy» be the binding energy of a nth order pair of solutes X and Y. Write the pair
energies of different order as a vector Ug xy, i.e. UsT—s,XY = (Us-s xv,1> Us-s,xv,2> - - - » Us-s,xv,8)»
where the superscript T indicates transposition. In A.6, it is shown that the contribution to
0 [AEengss] from cutting/formation of X-Y pairs can be written using vector-matrix notation,

ld 1

- L
b2+/3 (1 + 0xy) o

g [AEend,s—s,XY] =

12 4.1)

XU vy [Cr+Co(cx +cy) = (Cp +2C2) exey | Ussxy |

s-5, XY
where cx and cy are the average concentrations of atom types X and Y, respectively; and C,;
and C, are matrices of constant coefficients, see Eq. A.22. Note that the form above accounts
for the fact that pairs XY and YX are equivalent. Thus, the total standard deviation of the
solute-dislocation binding energy for an alloy with Ny atom types is the double sum

Nr
a [AEend,s—s] = Z (0- [AEend,s—s,XY])2 . (4'2)
Yo
The contribution of solute-dislocation binding energies to o [AEenq] is modeled as before
using Eq. 3.7 and Eq. 3.8, and o [AEgnq] is given by Eq. 3.4.

To verify the model, we compared predictions for o [AEepq] in Ni-Al, Al-Mg and Cu-Ni alloys to
results from direct atomistic calculations. All solute-solute pairs, including mixed pairs, and all
solute-dislocation interactions were considered in the analytical calculation. The binding
energies were calculated as described in Sec. 2.4, using the average-atom approximation for
the matrix.
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Figure 4.1: Schematic of correlation between pair loss and formation during formation of a
stacking fault; left: before before formation of the fault; one unit cell of atoms below the fault
and a single atom above the fault are shown; the green plane indicates the center of the fault
along z; the fault is produced by displacing all atoms above the green plane by a/6[112];
initially, the atom above the plane is a second-nearest neighbor of atoms 1 and 2; after
formation of the fault, it is a third-nearest neighbor of atom 1 and a first-nearest neighbor of
atom 2

Table 4.1: Neighbor distances

neighbor order 1 2

3 4 5 6 7 8
distance (a) 1/2 1 +f3/2 N2 +5/2 3 7/2 2

The predictions are compared to the results of the atomistic calculations described in Ch. 3.
Recall that the dislocation length £ was 40b, and the number of realizations was 100 (Ni-Al and
Al-Mg alloys) or 120 (Cu-Ni alloys). In addition, new atomistic transition path calculations
were carried out during development of the random walk model. In these calculations, the
inner radius of the cylinder was increased from 10V3a to 1334, in order to be consistent with
simulations of cross-slip under stress, where a larger radius is required to avoid image effects
due to increased splitting of the dislocation. The calculations with applied stress are explained
further below. In addition, the criterion limiting slip of the dislocation away from the center,
see Sec. 2.3.1, was applied both to the initial and final state in these calculations. The number
of realizations was 100 for each concentration.

Predicted and observed values are compared in Fig. 4.2. Black bars show the atomistic data
from Ch. 3. Gray bars show the new atomistic data. In Ni-Al alloys (Fig. 4.2a)) first nearest
neighbor pairs dominate; including higher order pairs has little effect. However, such pairs are
important in Al-Mg (Fig. 4.2b)) at higher concentrations and in the Cu-Ni alloys (Fig. 4.2¢)). In
the latter case, the higher order pair model correctly predicts the peak at ca. 68 at.% Ni, which
is not seen if only first-nearest neighbor pairs are taken into account. Note that predictions
including up to fifth nearest neighbors are shown in Fig. 4.2. Contributions from sixth to
eighth order pairs are typically less than 0.01 eV. The maximum absolute difference between a
prediction with first to fifth neighbor pairs and the corresponding atomistic result is —0.084 eV,
in Al+14 at.% Mg.
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Figure 4.2: Standard deviation of AE.,q for a 40b long dislocation. Colored bars: predictions
made with Eq. 3.4 and the extended solute pair model; the different colors indicate the
maximum order of neighbor pairs included in the calculation. Black bars: observations from
atomistic calculations reported in Ch. 3; the number of realizations 100 in Ni-Al and Al-Mg,
and 120 in Cu-Ni. Gray bars: observations from additional atomistic calculations discussed in
this chapter (100 realizations); AE.nq also includes solute-dislocation binding energies.
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4.2 Random Walk Model

AEenq depends on the length of the cross-slipped segment. As the segment grows, more and
more solute binding energy differences are accumulated. The energy barrier for cross-slip is
then the sum of these energies, which is a statistically distributed variable, plus a deterministic
energy corresponding to constriction formation. The accumulation of energies can be
simulated using a random walk model, where cross-slip of a subsegment is a step and the
associated random change in energy is the step length.

Consider a screw dislocation with a length of N, times the Burgers vector magnitude b.
Partition the dislocation into N}, unit segments of length 1b. We view cross-slip as the discrete
process of moving the dislocation unit segment by unit segment from the glide to the cross-slip
plane, as shown schematically in Fig. 4.3b). Each unit segment is either fully dissociated on the
glide plane or fully dissociated on the cross-slip plane, and the current cross-slip segment
consists of a contiguous set of Ny, flipped unit segments each of length b. We ignore the shape
of the constrictions joining segments on the glide and cross-slip planes. The constriction
energy must be determined with some other method and merely enters as input parameter, as
we shall see. Cross-slip can nucleate in any of the N, unit segments. However, we assume that
there can be only one nucleus. On each step after the first, this nucleus grows by attaching the
left or right neighboring segment on the glide plane. Associated with each step is a random
change in binding energies, which is obtained from the model in Sec. 4.1. Before simulation of
the cross-slip process, a random energy change is drawn for each unit segment from a normal
distribution with standard deviation o [AEgnq] (Eq. 3.4) and mean zero. Note that { = 1b in Eq.
3.7 and Eq. 4.1, since the segments are one Burgers vector long. During the initial growth of the
cross-slip nucleus (Ng;j, < N, where N,b is the total length of the two constrictions), the
energy cost to form a constriction must also be introduced, as described below.

a) c) )
_ .V =
v

Figure 4.3: a) Cross-slip transition state in a Ni-15at.% Al average alloy, from an atomistic
transition path calculations reported in Ch. 3; only atoms that don’'t have regular FCC
coordination are shown; gray: segment on the glide plane; blue: cross-slip plane; atoms
visualized using Ovrto [135]. b) Simplified picture of the process, as used in the random walk
model; the dislocation is partitioned into N, segments of 1b length; cross-slip is the discrete
process of moving the segments one by one from the glide to the cross-slip plane.

On each step, the unit segment (left or right) chosen for the next flip is the unit segment with
the lower energy change, see Fig. 4.4. For a given starting point, the total accumulated energy
(constriction contributions plus random contributions) after Ny, flips is computed as a
function of the total length Ng;, b of the cross-slipped segment. The process is continued until
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Chapter 4. Cross-Slip of Long Dislocations

Niip = Np, i.e. until the entire dislocation has cross-slipped. The activation barrier for the
entire cross-slip is the maximum energy encountered over the entire process. The activation
barrier for the given segment is then the minimum of the activation barriers over all N,
possible starting points for cross-slip nucleation. In the presence of Escaig stresses or Schmid
stresses, additional deterministic energies are added to account for these effects, as described
below.

Figure 4.4: Step selection in the random walk; cross-slip can nucleate in any of the 1b

first nucleated segment (randomly chosen)

random energy

= ﬁl_lhl_‘

segments; subsequently, however, low-energy steps are preferred

4.2.1 Deterministic Energy Change

In addition to the random change of solute-dislocation binding energies, there is a
deterministic energy change due to constriction formation. In pure metals at zero stress,
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the activation energy of F-E-cross-slip is approximately the formation energy of two point
constrictions, i.e. AEyctavg ~ 2E. [99]. This total energy is distributed over a physical length
N_b; that is, the full two-point-constriction energy builds gradually over some physical length,
as seen in directly atomistic models of the transition path. To capture the energetics of the
constriction formation, we proceed as follows.

The first unit segment on the cross-slip plane cannot nucleate without the formation of a
full constriction on the glide plane. Thus, there is an additional energy cost for the first
flip of E; = AEyctavg/2. The two half-constrictions on the cross-slip plane then grow as
the cross-slipped segment becomes longer. At a length N_.b, the half-constrictions are
well-separated and the total energy cost of forming the constrictions has been accumulated.
To model this, we assume that the additional constriction energy per flip decreases linearly as
the segment length grows from b to N.b. The total energy thus increases quadratically. At flip i
of the nucleation process, the total deterministic energy is thus given as
N [t AE10) PYSNNENPE IR
Eget(i) = 1\2  2Nc (N +1) : (4.3)
AEa(:t,avg i€ (Nc;Nb - N¢ + 1)

For simulations, we use periodic boundary conditions to eliminate end effects. Thus, when
the cross-slip process is nearly complete, the constrictions should annihilate, and the
energy regained. Thus, the deterministic energy is modified as follows for i in the range
[Nb - N.+1, Nb)t

(i—=Np+N;)(1+i-Ny+N,)
2N, (N, + 1)

Edet(i) = AEact,avg 1- ’ (4.4)
and Ege(Np) = 0. Fig. 4.5 shows the energy vs. cross-slipped length from an atomistic
transition path calculation for Ni+15 at.% Al as compared to the deterministic energy of Eq.
4.3 using the atomistic activation energy and N, = 10. The length of the cross-slipped
segment in the atomistic calculation was measured using the dislocation analysis (DXA)
algorithm implemented in Ovito [135]. Atomistically, the constriction forms at zero length, but
this energy must be assigned to the first unit segment of length b. The use of AEac(avg/2
for the first flip underestimates the atomistic energy by approximately 0.19 eV on the first
step. Larger errors are seen in the region of constriction annihilation. This may explain
later results in which there are small (< 0.1 eV) differences between the median values of
activation energy distributions from atomistic and random walk calculations, but the model of
annihilation is only of importance for comparing to the simulation results at short total
lengths (IV, = 40). Overall, the model for constriction formation and annihilation is in good
qualitative agreement with the atomistic simulation, and is fully satisfactory for the purposes
of this work.

4.2.2 Stress Effects in the Random Walk Model

Escaig stresses that lower the energy of the final state relative to the initial state will facilitate
cross-slip. Net Schmid stresses acting on the cross-slip plane will also facilitate cross-slip. Both
types of stresses will also help to overcome very high activation barriers that can arise in the
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Figure 4.5: Energy as a function of the length of the cross-slipped segment from an atomistic
transition path calculation with average Ni+15 at.% Al and the corresponding approximate
profile E4et used in random walk calculations; the first few points at zero length in the
atomistic profile correspond to formation of the constriction on the glide plane.

random walk under zero stress. The work done by such external stresses is deterministic and
hence can be included in the random walk model by modifying the deterministic energy
contribution in Eq. 4.3.

We first address Escaig stresses, which couple to the edge components of the partial
dislocations of the dissociated screw dislocation in FCC materials. These stresses change the
width of the partial separation. Let TgFiisge and 755 be the Escaig stresses on the glide and
cross-slip plane, respectively. These stresses have two effects. First, they do work on the
system when the splitting width changes from its equilibrium value on the glide plane to its
equilibrium value on the cross-slip plane. These deterministic energies can be computed in
atomistic simulations, but models using anisotropic elasticity are more general. When
comparing with atomistic simulations, the atomistic result for Eggf was used. In other cases,
an anisotropic-elastic estimate! was used,

b® K Yeff,
EBsC = —— | K, - =2 log | =2 , 4.5
det 871' ( S 3 ) g ( ’yeff'C ( )

where K, and K; are the energy prefactors of the edge and screw dislocation, respectively, see

Eq. 1.3; and yefr ¢ and e, are the effective stacking fault energies on the glide and cross-slip
plane,

bTE.SC b Esc
glide Teross
Yettg = |VsE+ = | Yefte = |VsE— ———— |- (4.6)
e ( 2V3 ) o ( 2V3 )

Second, the Escaig stresses change the constriction energy. According to Piischl and Schock
[99, 100] E,; « log(2d/b) d /b, thus we scale the energy of the constriction on the glide plane by

1. Equ. 5.7 in Ref. [14] with dj; = d and splitting widths from anisotropic elasticity [1, Equ. 13.149b]
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4.2. Random Walk Model

the ratio (log(2d*/b) /log(2d/b))(d*/d), where d* is the stressed equilibrium dissociation
width. Using the anisotropic-elastic solution for d*, Eq. 1.2, this ratio can be written as

_VSF log ((Ks - K./3) b/(47r7eff,g))

- _ 4.7)
Yettg 108 ((Ks — Ke/3) b/(4mysr))

Taking into account the effect of 7ESC

ross 0N the constriction on the cross-slip plane is more
complicated, because the stress also changes the constriction size, and hence N,. Thus,
we neglect this energy contribution. Nevertheless, we obtain a good agreement between

predicted activation energies and atomistic data, see App. A.7.

Out of the two Schmid stress components, only the one on the cross-slip plane needs to be
considered. A Schmid stress on the glide plane simply causes the dislocation to slip away. The
segment on the cross-slip plane, however, is pinned by the two constrictions and is therefore
expected to bow out. The work done by bowing out can then also drive lateral expansion of the
cross-slipped segment. We assume that the bow-out takes the shape of a circular arc with
radius R, arc-length s and swept area A. Within isotropic linear elasticity, the total energy of
bowing out can be described analytically [156]. For a size ib of cross-slipped segment, the total
energy due to bow-out is
Eget (1) = Ts(0) = 11D A(D),

where

s(i) = [212 sin”! (%) - ib] )

. . 2
ib ib
A(i)=R*sin”' [—=|\[1- =],
2R 2R
re T
Torobs

(4.8)

and T is an effective dislocation line tension representing the cost of creating additional
dislocation line length.

The value of T is guided by the work of Kang et al. [60], who compared the stress dependence
of the cross-slip activation energy in the Friedel-Escaig model and in atomistic simulations.
Comparing the shape of the cross-slipped segment in the two models, the authors suggested
T = aub?/2, where a is a parameter in the range [0.1, 0.6], and y is an effective isotropic shear
modulus. Following the authors and Scattergood and Bacon [119], we use

Ci1—Cpp)C
L= K, = /w. 49)

Kang et al. used a value of 0.45 for @«. However, the FE-model overestimated the
activation energy. Even after applying a constant shift of —0.7 eV, the energy was slightly
too high at high (o« 102 MPa) Schmid stresses. Thus, we use a smaller line tension of
1/2 % 0.451(b/V3)?/2 = 0.075ub? /2, which is slightly below the lower bound suggested by
Kang et al. The activation energies predicted using this line tension in Eq. 4.8 are closer to their
atomistic results than the corresponding predictions of the FE-model, see Fig. A.14. Additional
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Chapter 4. Cross-Slip of Long Dislocations

random energy fluctuations during slip from the straight to the bowed-out configuration due
to solute-dislocation interactions (essentially solute strengthening) are neglected.

In total, in the presence of Escaig and/or cross-slip Schmid stress, the deterministic energy
profile for the random walk model is

fo i(1-i+2N,) , N
(EC + m AEactavg + IESC + ESM(i) i € [1,N]

O 4.10)
( ¢ 5 ) AEBactavg + 1ESSC + ES(i) i> N,

Under periodic boundary conditions for comparison to atomistic simulations, the constriction
is annihilated in the manner used at zero stress; this is only relevant for pure Escaig stresses.

4.3 Validation Against Atomistic Simulations

Here, we compare predictions of the random walk model against full atomistic transition state
simulations at N, = 40 using periodic boundary conditions, for both zero stress and applied
Escaig stresses. The results demonstrate that the random walk model captures all major
features of the simulations with very good quantitative accuracy, justifying its application to
long dislocation lines (N}, >> 40) in the next section.

Note that the atomistic calculations were carried out with slightly larger configurations (inner
radius 13V3a instead of 10v/3a), in order to minimize boundary effects when an Escaig stress
is applied on the cross-slip plane, see App. A.4. AE,avg Was recalculated with the slightly
larger geometry as well, although the differences are negligible (< 0.03 eV). AE;¢( avg and the
standard deviaton of the random energy per step are listed in Tab. 4.2.

Table 4.2: Average-alloy cross-slip activation energy AE;,ct,avg and standard deviation of the
random energy per 1b step, as calculated with Eq. 3.4

alloy AEact,avg (eV) 0 [AEend] |§:1b (eV)

Ni+02%Al 1.73 0.033
Ni+15%Al 1.89 0.189
Al+02%Mg 0.73 0.032
Al+06%Mg 0.69 0.054
Al+22%Mg 0.63 0.088
Cu+22%Ni 1.65 0.047
Cu+33%Ni 1.64 0.062
Cu+79%Ni 1.51 0.054

4.3.1 Zero Stress

At zero Escaig stresses, a total of 100 realizations were used to generate the atomistic results
and a total of 10000 realizations were used in the (much faster) random walk calculations. Fig.
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4.3. Validation Against Atomistic Simulations

4.6 shows a box plot of the activation energy distributions at zero stress for a number of alloys.
The line in each box indicates the median, while the lower and upper edges show the first and
third quartile, respectively.
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2.0 I ZeTo stress
14R 150 MPa Escaig stress
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Figure 4.6: Distributions of cross-slip activation energies in solid solution alloys for N, = 40
with periodic boundary conditions, from atomistic (A) and random walk (R) simulations; the
upper and lower edge of each box represent the third and second quartile of the data, i.e. 50%
of all values lie in this range; the horizontal line indicates the median. The number of
realizations in atomistic calculations was 100, except in the case of Cu+22 at.% Ni and
Cu+79 at.% Ni at finite stress where only 50 realizations were used; 10000 random walk
realizations are used in all cases.

Atomistic and random walk results are typically similarly distributed. The difference in
median values is always less than 0.07 eV (in Ni+15 at.% Al) and the largest relative difference is
12% (in Al+22 at.% Mg). The largest relative difference in variance is 78% (in Ni+02 at.% Al) but
the actual difference is very small (0.007 eV higher than the atomistic value). The similitude of
the distributions is assessed by the two-sided Kolmogorov-Smirnov (K-S) [64, 130] statistic.
The Null hypothesis that the samples are drawn from the same continuous distribution can
only be rejected at significance level 0.05 in the case of Al+02 at.% Mg and Ni+02 at.% Mg. If
the random walk samples are shifted to eliminate the difference in median values, the Null
hypothesis cannot be rejected in any case. Thus, the random walk model typically yields
distributions very similar to those obtained from the atomistic calculations.

Small differences in median values are likely caused by deviations of Ege¢ from the true
deterministic energy profile. For example, in the case of Ni+02 at.% Al, Eqe; overestimates the
true energy at the end of constriction formation and during annihilation, see Fig. 4.5. However,
the maximum of the random walk frequently occurs in these regions, see Fig. 4.7. Thus, the
random walk tends to yield slightly higher energies, see Fig. 4.6. For completeness, we note
that in the case of Ni+15 at.% Al, where 0 [AEenq] is higher, the maximum frequently occurs on
the first and last few steps, see Fig. 4.7.
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Figure 4.7: Frequency of the location of the maximum as a function of step

Furthermore, the random walk model predicts the correlation between the activation
energy AE,. and the end-state difference AE.,q that was empirically found in the atomistic
simulations at length 40b. For example, Fig. 4.8 shows AE, versus AEgpq from the atomistic
and random walk calculations for Ni+15 at.% Al. Linear regression of both data sets yields
slopes of 0.5 and 0.54, respectively. Slopes of 0.53-0.54 are obtained from the random walk
calculations in other materials, see Fig. A.15 in App. A.8. Therefore, the random walk model,
with only the average barrier height and solute-solute and solute-dislocation interaction
energies as inputs, reproduces a major empirical feature of the atomistic simulations.

In fact, the correlation is not much different from the correlation between the maximum and
location of a regular normal random walk, where there is no preference for small steps, and no
preference for paths with low maximum. A joint plot for such a walk is shown in Fig. 4.8b). A
linear fit to the data yields a slope of 0.51. However, the trends are different in the region of
positive and negative AEq4. In the region of positive AE¢pq, AE,¢ is bounded from below by
AEenq, since, by construction, the maximum cannot be less than the final location of the walk.
In the region of negative AE.yq, the slope decreases, an effect which can also be seen in the
random walk data of Fig. 4.8a). This difference between the regions of positive and negative
AE¢nq becomes very clear when the number of steps is increased. Fig. 4.8¢) shows random
walk energies for N, = 1000. In this case, using AE,ct ¥ AEactavg + 0.5AEeng to predict typical
values of AE,. would be very inadequate.

4.3.2 Non-zero Escaig Stresses

Using the same atomistic methods as in our previous work, transition state calculations were
carried out for Escaig stresses of 71°¢ = 150 MPa and 7.3 = 150 MPa for several alloys. For
Cu+22 at.% Ni and Cu+79 at.% Ni, only 50 realizations were simulated. In applying the random
walk model, the value of Eggf was taken from the average of the end-state difference obtained
in the atomistic simulations. The results are shown in Fig. 4.6. The difference in median values
is typically small, with a maximum relative difference of 10% (0.14 eV) in Cu+33 at.% Ni
with stress on the cross-slip plane. The widths of the distributions are typically similar.
However, in Al+06 at.% Mg there is a comparatively large relative difference in the variances,

—68% and —78% for stresses on the glide and cross-slip plane, respectively, but only small

56



4.3. Validation Against Atomistic Simulations
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Figure 4.8: Joint plots of the distributions of activation energies AE,.; and end state energy
differences AE.n4; @) comparison of random walk and atomistic data for Ni+15 at.% Al and
N, = 40; hexagonal bins: random walk data, color indicates frequency, see marginal
distributions; "+": atomistic data; lines: linear regression; b) distribution for an ideal random
walk without drift, i.e. Eqer = 0, and no selection of low-energy steps or low-energy paths; c)
random walk data (our model) for Ni+15 at.% Al and N, = 1000 (no periodic boundary
conditions)

absolute differences (—0.008 eV and —0.012 eV). The K-S statistical analysis shows that the Null
hypothesis that the samples are drawn from the same continuous distribution can be rejected
at significance 0.05 for all alloys and stresses except in the case of Cu+79 at.% Ni. However, if
the difference in median values is subtracted, then the hypothesis can only be rejected in the
case of Al+06 at.% Mg. Thus, most of the error comes from the difference in median values,
which is likely a consequence of errors in the deterministic energy profile, as discussed in
Sec. 4.3.
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Chapter 4. Cross-Slip of Long Dislocations

4.4 Cross-Slip of Long Dislocations

Useful cross-slip in real materials requires the cross slip of segments much longer than 40b,
although 400b is the critical nucleation size in elemental metals. Having validated the random
walk model at atomistically-accessible sizes, we can now apply it to much larger lengths
relevant to real materials. Simulations were performed at lengths N, = 40, 100, 200, 500, 1000
with no periodic boundary conditions, so the constrictions were not annihilated at the end of
the process, and results effectively corresponding to cross-slip of a slightly longer segment or a
segment pinned by obstacles.

4.4.1 Zero Stress

For zero applied stresses, Fig. 4.9 shows distributions of AE, for lengths between 40b and
1000b. A clear trend is seen: with increasing length, the frequency of high activation energies
increases. For the third quartile, we observe a trend AE,cq avg + 0 [AEend] x+/Np /2 with x = 1.2.
The scaling of higher percentile levels follows the same form, but with larger x. On the other
hand, the lower tail of the distribution does not change significantly. The decrease of the first
quartile is much less pronounced than the increase of the third quartile. Accordingly, the
median values increase by several tenths of an electron volt, in the case of Ni+15 at.% Al
even by more than one electron volt. The minimum barrier, however, barely changes. The
increasing frequency of high activation energies means that cross-slip of long dislocations is
much harder and less frequent in solid solutions. However, this result pertains only to zero
stress. As shown in the next section, the high barriers are easily overcome by fairly modest
applied stresses, leading to much lower activation energies.

Histograms of the energy distributions of Cu+33 at.% Ni, for N;, = 40, 200, 1000 clearly show
the tail of high AE, that develops with increasing length, see Fig. 4.10.The inset plot shows for
each step in the N, = 200 calculation the frequency with which the maximum occured on this
step, and the median energy of the corresponding maxima. The distribution of the maxima
between the peaks is reminiscent of the arcsine distribution expected for Wiener processes
[70]. The low energy paths are those where the maximum occurs early on. Conversely, high
energy paths are those where the maximum occurs near the end. Accordingly, these paths are
particularly sensitive to the work done by an external stress in extending or bowing out the
dislocation on the cross-slip plane.

4.4.2 Non-zero Stress

Schmid and Escaig stresses in the range 1-200 MPa were applied to dislocations with length
N, = 500. The constrictions were not annihilated at the end of the process and no periodic
boundary conditions were used. In contrast to the calculations with short segments in
Sec. 4.3.2, we did not use the atomistic value for Ec]i::f, but rather the elastic estimate according
to Eq. 4.5.

Fig. 4.11 shows energy distributions for Cu+33 at.% Ni. The other alloys exhibit similar
behavior, see Fig. 4.12. Applied stresses tend to eliminate the high energy barriers. The
additional work done by the applied stresses as the cross-slip segment length increases are
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Figure 4.9: Distributions of AE, for different alloys and dislocation lengths Nj; the upper and
lower edge of each box represent the third and second quartile of the data, i.e. 50% of all values
lie in this range; the horizontal line indicates the median; the dot marks the minimum value

1.75 1

1.50 A

1.25 1

1.00 -

frequency

0.75 -

0.50 A

0.25 1

0.00 -

| -25 %
0.10 - &
> )
8] -
§ 2.0 5
>
g 0.05 + g
L= - 1.5 o
8
e}
0.00 - £
0 200
step
Cu+33at.% Ni
Np=L40 200 1000
T xl-— T T
2 4 6 8 10
AEqc (eV)

Figure 4.10: Histograms of activation energy distributions in Cu+33 at.% Ni for three
dislocation lengths N, (sample size 10000, no periodic boundaries); inset: distribution of the
step at which the maximum occurs (histogram, left axis) and median energy of those maxima
that occur on a particular step (points, right axis)
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Chapter 4. Cross-Slip of Long Dislocations

more than sufficient to overcome the slowly accumulating random energies that cause the
large barriers. A Schmid stress on the cross-slip plane is particularly effective, with the third
quartile being reduced by 1.1 eV upon increasing the Schmid stress from 1 MPa to 5 MPa. Such
low Schmid stress could easily be reached in real materials due to long range stresses and stress
fluctuations caused by the local dislocation network. Escaig stresses, by comparison, are less
effective in that higher stresses in the range of 25-50 MPa are required to eliminate the high
activation barriers. Nonetheless, such stress levels remain moderate. Note that the observed
stress effects are more complicated than in elastic or atomistic models for pure metals. Usually,
TgEthe is expected to be the most effective stress for reducing the activation energy while 75 is

supposed to be least effective [60]. Fig. 4.11 shows that this is only true at higher stresses.
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Figure 4.11: Activation energy distributions in Cu+33 at.% Ni with N, = 500 for different
Escaig and Schmid stresses; the upper and lower edge of each box represent the third and
second quartile of the data, i.e. 50% of all values lie in this range; the horizontal line indicates
the median; the dots mark the minimum and maximum value of each dataset

The characteristic stress required to eliminate high activation energies can be estimated as
follows. As noted above, the maximum barrier is unlikely to occur at the end of the random
walk if the magnitude of work performed by the external stress after N, steps is likely to exceed
the accumulated random energy contributions. As shown in Fig. 4.9, a majority of the
activation energies have an energy of less than AE,cavg + 0 [AEeng] 1.24/Np, /2. Thus, the work
should exceed o [AEgnq] 1.24/Njp /2, and limit stresses can be obtained by solving

NpEESS(Ese B¢ ) + ESSM(SEh , Npy) + 0 [AEend] 1.24/Np,/2 = 0. (4.11)

t \ “glide’ °cross det

The energy change of the constriction on the glide plane due to Tgfiisge has been ignored. It only
contributes an offset to the total energy and thus has no influence on the position of the

maximum. Assuming pure Escaig and Schmid stresses, one obtains characteristic stresses of
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Figure 4.12: Activation energy distributions in solid solution alloys for N;, = 500 and high or
low Escaig and Schmid stresses; the upper and lower edge of each box represent the third and
second quartile of the data, i.e. 50% of all values lie in this range; the horizontal line indicates
the median;

Tage = 21.3 MPa, T8¢ = 20.7 MPa, and 150} = 2.1 MPa for Cu+33 at.% Ni at Nj, = 500,

consistent with the results in Fig. 4.11.

In summary, moderate applied stresses that act to facilitate cross-slip are sufficient to
eliminate high barriers and drive the entire distribution of activation barriers to much lower
values than the mean value at short lengths.

4.4.3 Weakest-Link Scaling

The previous observations motivate us to treat cross-slip under stress as a weakest-link
problem. At sufficiently large stress, most maxima occur early in the random walk. Thus, the
activation energy distribution at a long length N}, can be inferred from the corresponding
distribution for a much shorter length Nt by accounting for the number n = Nj/ Nyt of
approximately statistically-independent segments of size N, at which cross-slip can initiate.
The cumulative distribution P(AE,, Ny, T) for length N, at the given stress T should then obey

P(AEact, Ny, T) = 1 = (1 = P(AEact, Nieg, 7)) N/ Nret), (4.12)

where P(AEqyc, Nref, T) is the cumulative distribution function of activation energies at Nier at
the given stress. To test this hypothesis, we carried out further random walk calculations with
lengths N;, = 5000 and N, = 10000. We then used the random walk data from calculations at
N, = 500 as reference, i.e. Nt = 500. Calculations were carried out for Cu+33 at.% Ni,
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Al+06 at.% Mg and Ni+15 at.% Al.

Fig. 4.13 shows the cumulative distribution functions for the cross-slip activation energy
for 5 MPa Schmid stress on the cross-slip plane, and also 50 MPa for Cu+33 at.% Ni, for
N, =500, N, = 5000, and N;, = 10000. The figure also shows the predictions for NV, = 5000
and N;, = 10000 as obtained from weak-link scaling. The weak-link scaling is very accurate,
within fractions of a percent, in all cases. The agreement is achieved because, even at the lower
stress level, all large barriers have been eliminated within the length N;, = 500.

Fig. 4.14 shows the cumulative distribution functions for the cross-slip activation energy at
both 5 MPa Escaig stress, for Cu+33 at.% Ni and Ni+15 at.% Al. As can be expected from Fig.
4.11 and Fig. 4.12, the weakest-link prediction is not accurate at this low stress because the
largest barriers can be encountered at lengths larger than the reference length N;, = 500. Thus,
higher activation energies are underestimated. The error is smaller in Cu+33 at.% Ni because
the characteristic stress calculated with Eq. 4.11 is only 755¢. = 6.6 MPa for N}, = 5000 and

Cross

T8¢ = 4.7 MPa for N;, = 10000, close to 5 MPa. Nevertheless, the differences in median values
are only —0.12 eV and —0.08 eV, respectively, and so the weak-link scaling captures much of the

shift of the activation barriers to lower values, but overestimates the shift.

At 50 MPa Escaig stress, the prediction of weak-link scaling is excellent. At this stress level,
all large barriers are overcome well within the length of N, = 500, making the weak-link
model applicable. This is consistent with the estimates for the characteristic stresses of
¢ = 20.8 MPa and 14.8 MPa for N}, = 5000 and N}, = 10000, respectively, in Ni+15 at.% Al.

Cross

4.4.4 Predictions Based on Zero Stress Data

At sufficiently high stresses, Eq. 4.12 allows for the prediction of the activation energy
distributions of very long dislocations based on knowledge of the distribution at length Nis.
However, the reference distribution needs to be calculated at the given applied stress, and this
distribution is not readily accessible. Making predictions would be easier if the reference
distribution at zero stress could be used, because this distribution is computable from the
underlying solute/dislocation and solute/solute interaction energies. At zero stress, however,
Nrer must then be small so that the reference distribution does not have a large tail at high
energy barriers. This suggests using the distribution at the fundamental cross-slip length of
Njp =~ 40. This length is also accessible by atomistic simulations if suitable potentials are
available.

The effect of stress can then be approximated by shifting the reference distribution to lower
energies, according to the deterministic change of AE,ctaw. However, not all energy
levels should be shifted by the same amount. Low barriers typically correspond to paths
where the energy barrier occurs early. These barriers are relatively insensitive to the
work done by the stress in extending or bowing out the dislocation on the cross-slip
plane. Conversely, energy barriers equal to AEcavg Or higher likely correspond to paths
where the maximum occurs later, and these see the full stress effect. To approximate this
difference in sensitivity, we make the shift a linear function of AE,¢ for Ay < AEyctavg, i-€.
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Figure 4.13: Testing the validity of the weakest-link scaling relation (Eq. 4.12); lines: cumulative
distributions of AE, at 5 or 50 MPa Schmid stress on the cross-slip plane, in different alloys
and for different lengths Nj; red: distribution for N, = 500; green: distributions for N, = 5000
and N, = 10000; red and green data were calculated with the random walk model; dashed
lines: predictions using Eq. 4.12 for N, = 5000 and N, = 10000, based on the data for N, = 500
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(4.13)
AE; > AEact,avg

where AEacavg(7) is the average-alloy activation energy at stress 7, i.e. the maximum of
Eget- The first term for AEyct < AEactavg is the contribution from the change of energy of
the constriction on the glide plane, which applies to all paths, and the second term is the
contribution from the work on the cross-slip plane, which has only limited effect for paths with
low AE,, as explained above. Note that paths with AE,c¢ > AEyctavg See the full stress effect.

Using the activation energy distribution of 40b long lines as reference data, we predicted
the corresponding activation energy distributions at a dislocation length of 10006 under
Schmid or Escaig stresses of 50, 200 and 600 MPa. Note that N, = 1000 corresponds to a
dislocation density of roughly 10'® m™2 in the alloys considered here, typical of the range
during deformation of engineering alloys. The highest stress level is not necessarily relevant
for real alloys. For example, reported stresses in compression tests with Al+3 wt.% Mg at room
temperature are below 300 MPa [75]. Cu-Ni single crystals deform in room-temperature
tensile tests under resolved shear stresses not higher than 140 MPa [93]. Nevertheless, it is
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Figure 4.14: Cumulative distributions of AE,; at 5 or 50 MPa Escaig stress on the cross-slip
plane, in different alloys and for different lengths N,; red: distribution for N;, = 500; green:
distributions for N, = 5000 and N, = 10000; red and green data were calculated with the
random walk model; dashed lines: predictions using Eq. 4.12 for N;, = 5000 and N, = 10000,
based on the data for NV, = 500

interesting to check the validity of our approach in the limit of very high stress.

In the following, we discuss predictions for Cu+33 at.% Ni, Al+06 at.% Mg and Ni+15 at.% Al
Note that these alloys have increasing ratios of o [AEend] / AEact,avg, meaning that random
fluctuations become more important relative to the deterministic energy. In Fig. 4.15, the
predictions for Cu+33 at.% Ni and N;, = 1000b are compared to the results of full random walk
calculations and the average-alloy activation energies that one would expect based on Ege.
The different stress types 755, 75 and TgFinge are considered separately in subfigures a), b)
and c). We see that the predictions (dashed lines) are close to the direct results (solid lines) at
all stress levels (colors). In some cases, for example at TEC . = 200 MPa, AE, is overestimated
by roughly 0.1 eV. Furthermore, the predicted distributions tend to be slightly broader at
200 MPa and 600 MPa. However, these errors are small compared to the error one would make
by using only the average-alloy activation energy (shown as the cross symbols in the figures).
At the median value, for example, the error of the average alloy is typically four to five times
larger than the error of the weakest-link prediction. When predicting cross-slip rates, this error

would be further amplified by the exponential weighting of AE,; in Eq. 1.7.

In Al+06 at.% Mg, the predictions are satisfactory as well, see Fig. 4.16. The error is typically
less than 0.1 eV. At 755¢ = 50 MPa and 755¢, = 50 MPa, the highest 10-15% of energies are
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4.4. Cross-Slip of Long Dislocations

underestimated, because some high barriers have not been eliminated by the stress in the
direct calculations. However, the other 90-85% of energies are predicted accurately, and it are
the these lower energies which are more important, due to the exponential weighting in Eq.
1.7.

The mismatch between prediction and direct calculations at 50 MPa Escaig stress is even
stronger in Ni+15 at.% Al, see Fig. 4.17. AE,. is underestimated above the median value.
However, this error is not surprising, since 50 MPa is just above the limit stresses of
T;ﬁ'ge = 48 MPaand ¢, = 46 MPa according to Eq. 4.11. The prediction is nevertheless useful,
since it indicates that a significant number of paths have an activation energy of around 0.7 eV,
hence thermally activated cross-slip is plausible. Based on the average-alloy value of 1.89 eV,

one would perhaps rule it out. At the other stress levels, the prediction is much more accurate.
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Figure 4.15: Cumulative distributions of cross-slip activation energies in Cu+33 at.% Ni
under stress; dashed lines are predictions made with Eq. 4.12, based on shifted zero-stress
distributions for N;, = 40
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Figure 4.17: Cumulative distributions of AE,. in Ni+15 at.% Al under stress; dashed lines are
predictions made with Eq. 4.12, based on shifted zero-stress distributions for N;, = 40. The
simulated data (solid lines) shows that a 50 MPa Escaig stress is not sufficient to eliminate all
high energy barriers. The prediction according to Eq. 4.12 cannot predict high barriers, hence
there is a discrepancy.
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4.5 Discussion

We have demonstrated that (i) the standard deviation o [AEgpq] of random energy fluctuations
caused by cross-slip in random alloys can be predicted accurately based on solute/dislocation
and solute/solute interaction energies; (ii) the random walk model captures the accumulation
of energy fluctuations during cross-slip over long lengths, such that (iii) the distribution of the
cross-slip activation energies AE,.¢ can be computed for any dislocation length, including the
range of practical interest (~10%b), where direct atomistic calculations are infeasible. We find
that such long dislocations frequently have very high AE,, on the order of several electron
volts, but that moderate stresses (10°~10' MPa), especially Schmid stresses, eliminate these
barriers and lead to activation barriers that are much lower than the average value. We have
then shown that cross-slip becomes a weakest-link problem, enabling computation of barriers
for long lengths in terms of barriers computed at shorter lengths. We now discuss implications
of these results and some further aspects of our model.

First of all, complete cross-slip of long dislocations (103b) is unlikely at zero stress, because of
the increasing frequency of high activation energies. Due to the exponential weighting of AE,¢
in Eq. 1.7, these barriers are exceedingly unlikely to be overcome by thermal activation alone.
Shorter subsegments could perhaps cross-slip, but equilibrium lengths of such segments are
expected to be on the order of 10>-103b, see App. A.5, and are therefore unlikely to be reached.
However, when these high barriers are eliminated by an external Escaig or Schmid stress, then
AE, is typically much lower than the value AE,cavg(7) that one would expect based on
an average-alloy model. Thus, cross-slip is much faster than expected. For example, in
Cu+33 at.% Ni with a 50 MPa Escaig stress on the glide plane, the median activation energy for
a 1000b long dislocation is 1.14 eV, whereas the average-alloy estimate is 1.59 eV. Assuming
constant prefactors in Eq. 1.7, the rate of cross-slip in the random alloy is roughly 7 orders of
magnitude faster than expected based on an average-alloy model. In Al+02 at.% Mg and
Ni+15 at.% Al the rate is increased by ca. 4 and 16 orders of magnitude, respectively.

Under stress, cross-slip becomes a weakest-link problem because the cross-slipped segment
expands spontaneously after nucleation. The distribution of AE,;; depends on (i) the
distribution of AE, for cross-slip nucleation, which takes place over a length much shorter
than the total length, and (ii) how many times this distribution is sampled over the total length.
We observed that even small Schmid stresses on the cross-slip plane, on the order of a few
MPa, eliminate high barriers and make cross-slip a weakest-link problem. Thus, cross-slip of
moving dislocations is likely always a weakest-link problem, since it implies a Schmid stress
T;‘i:ge on the glide plane. Except in high symmetry cases, the applied stress will likely have
nonzero Schmid components on both planes, hence the conditions for weakest-link scaling
are likely to be fulfilled. The observed critical Schmid stresses for weakest-link scaling are on
the order of a few MPa, and therefore comparable to the Peierls stress in pure metals.

In alloys, one additionally has to consider solute strengthening. Recall that we have neglected
energy fluctuations during bowing-out, i.e. we have neglected solute strengthening on the
cross-slip plane. However, if we assume that the external stress is sufficiently high to make
dislocations move on the glide plane, then it is, as before, likely that critical stresses on the
cross-slip plane are sufficient, so that a bow-out can be formed.
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Chapter 4. Cross-Slip of Long Dislocations

Internal stresses have to be considered as well. For example, the critical stress for weakest-link
scaling can be overcome easily in a pile-up of n dislocations against an obstacle, where the
external stress is amplified by a factor equal n [18]. Pile-ups were proposed early on as likely
sites for cross-slip [125]. Dislocations that do not reside in pile-ups nevertheless experience
stresses from other dislocations, e.g. forest dislocations. A particularly interesting scenario is
cross-slip of a dislocation in a screw dipole, which can lead to annihilation (see Refs. [108, 111,
145] for atomistic simulations of this process). Here, one would expect large attractive stresses.

The easier/faster cross-slip implied by our results here would have several consequences for
plastic deformation behavior. Screw dipole annihilation plays a role in fatigue and may
determine the saturation stress [11], hence our observations may help to interpret fatigue of
alloys. Due to the faster annihilation by cross-slip one should expect larger minimum stable
dipole heights as in pure metals, and hence lower saturation stresses. Discrete [54, 77] and
continuum dislocation dynamics calculations [157-159] have demonstrated the importance of
cross-slip for dislocation microstructure formation. A cellular microstructure is only observed
if cross-slip is activated in such calculations. Thus, one would expect to see a well-developed
cellular microstructure in deformed random alloys. Moreover, this microstructure should form
more rapidly with strain than in pure metals. Considering the results of Xia and coworkers
[158], one would also expect higher yield points and an increased hardening rate. However, it
might be difficult to distinguish these effects from other solute strengthening effects.

The case of Ni+15 at.% shows that low values of AE,. can be realized even in alloys with high
AEyct,avg if 0 [AEenq] is high and moderate stresses are applied. In High Entropy Alloys [162],
where 0 [AEenq] can be expected to be high due to compositional disorder, cross-slip should
therefore be relatively easy. Indeed, Rao et al. [105] recently observed spontaneous cross-slip
in atomistic simulations of regular dislocation slip in a CoygFe¢.67Nisg 67 Ti16.67 random alloy at
300 K, even though AE,cavg is 4.6-4.9 eV. The effective value of AE,. was estimated to be
0.3 eV. Liu et al. [73] observed that twins in Aly ; CoCrFeNi were formed by a mechanism which
involves cross-slip of dislocations that were piled up against a stacking fault. These studies
show the potential importance of cross-slip in HEAs. Somewhat conflicting in this sense is the
study of Cao et al. [15], who performed creep tests with a AlyCoCrFeNi (x=0.15, 0.60) HEA and
determined activation volumes of 32-52b3, which are consistent with a cross-slip mechanism
[102], but also high activation energies (3.5-4 eV). Furthermore, Otto and coworkers [94]
observed planar slip in CoCrFeMnNi, which seems to be in conflict with our suggestion of
easy cross-slip. The authors attributed planar slip to short-range order (SRO). Gerold and
Karnthaler [44] argued that SRO causes planar slip because leading dislocations in a group
destroy this order, resulting in glide plane softening and a preference for further slip on this
plane. Thus, it seems, that SRO would not increase the energy barrier for cross-slip per se. The
exact effect of SRO on AE, is unclear, but one may speculate that correlations in the solute
distributions would reduce o [AE,.]. Recall that we assumed a completely random solute
distribution. Our model also contradicts a model of planar slip by Hong and Laird [53].
They argued that solutes create a friction stress on the partial dislocations, which impedes
constriction and hence cross-slip. The friction stress increases with atomic size misfit and
solute content, hence it would seem that solute addition should generally impede cross-slip.
However, we have shown that one needs to consider solute binding energy fluctuations, which
can be positive or negative and thus impede or facilitate cross-slip.
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4.5. Discussion

A few other aspects of our model merit discussion. Some approximations were made when
modeling the deterministic energy Eget(i) (i = 1...Np). The current model is appealing
because of its simplicity. The energy profile is reduced to two variables, the energy of a single
constriction and the cross-slipped length at which the constrictions on the cross-slip plane are
approximately fully formed. Both can be determined using atomistic or elastic models.
We obtained a satisfactory agreement between E4e; and the atomistic data by choosing a
formation length of 10b. Indeed, the relative energy has almost reached its final value of
AE;,ct,avg at this point, see Fig. 4.5. Strictly, one would have to choose a value of 200, i.e. half of
the total cell length of 40b, which we identified in our previous publication [88] as the
periodic length in Ni at which AE;c avg becomes independent of length. However, it is easy to
see that the quadratic energy profile would then underestimate the relative energy more
strongly in the region of constriction formation. Better approximations of the energy-length
profile could be constructed using a different functional form. For example, in Piischl
and Schock’s anisotropic-elastic model, the energy of the two half-constrictions on the
cross-slip plane varies with cross-slipped length L and dissociation width d approximately as
2/m arctan(pL/d)2E,, where 2E, is the energy of two well-separated half-constrictions, and p
is a numerical factor in the range 0.8-1.4. The model of E4e¢ under stress could be improved by
including the effect of 725 on the constriction on the cross-slip plane. This could be done by

Cross
simultaneously scaling the length and the energy of this constriction.

We have also assumed that the ideal Friedel-Escaig mechanism is the operative cross-slip
mechanism. This means that the segments on the glide and cross-slip plane are joined by
point constrictions. Oren et al. [92] have recently observed a variation of this mechanism in
molecular dynamics calculations, where fully constricted segments are formed in the process.
Analysis of our atomistic configurations (at zero stress) with the Dislocation Analysis (DXA)
algorithm implemented in OviTo [135, 136], shows that such segments occur frequently. In
random alloys, lengths of roughly 3b are frequently seen before the transition state. At the
transition state, however, the fully constricted length is typically only around 1b. Since the
length at the transition state is typically short, it is a fair assumption to use the activation
energy of ideal Friedel-Escaig cross-slip for AEac(,avg.

Three more subtle assumptions were made when modeling the random energy. First, by
assigning a random energy change to 1b segments, we associate solute-dislocation binding
energies with such short segments. In reality, however, the binding energy quantifies the
interaction between the solute and an infinitely long dislocation. The energy has contributions
from atoms whose distance to the solute atom along the dislocation line is greater than
1b. However, the interaction energy drops of rather quickly, due to the 1/r? scaling of the
solute stress field. Moreover, a sufficiently long line is realized after cross-slip of a few 1b
segments. These are the likely reasons why our approximation does not have a significant
effect on the results. Another approximation was made in the derivation of o [AEenq]. The
contributions to AEgpq from solute-dislocation and solute-solute binding are sums of energies
times occupation variables, which are Bernoulli random variables. Hence, these contributions
are discrete random variables. Here, we assume that they are normally distributed, even for 1o
segments. In the case of the contribution from solute-solute binding, this approximation is
expected to deteriorate when the number of contributing pairs is low, in a similar way as the
approximation of a binomial distribution B(n, p) with a normal distribution deteriorates at
low n and p. The slight overestimation of o [AE¢] of Ni+02 at.% Al is perhaps an indication of
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Chapter 4. Cross-Slip of Long Dislocations

this problem. Furthermore, we have calculated solute-dislocation binding energies using the
dislocation core structure at zero stress. Thus, our model of o [AEenqs-4] does not account for
a change of dissociation width d under stress. Since the highest contributions to AEenq,s-d
come from the immediate core region of the partial dislocations, the error of approximation
should be small, but one must be careful in alloys where there is significant interaction
between solutes and the stacking fault, and at high Escaig stresses. Similarly, o [AEend s-s]
was calculated using the zero-stress value of d. However, here one could simply use a
stress-dependent value.
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Summary

In this thesis, dislocation cross-slip in Face-Centered Cubic solid solutions has been studied
using a combination of atomistic simulations and statistical modeling. Atomistic calculations
of cross-slip transition paths in various Ni-Al, Al-Mg and Cu-Ni solutions have shown that
cross-slip is controlled by solute fluctuations, i.e. the activation energy AE, for cross-slip is a
stochastic variable with a large variance. The change of the mean value with concentration is
small compared to the variance. Therefore, it is not sufficient to consider only average alloying
effects, e.g. a change of the mean stacking fault energy, when estimating the propensity for
cross-slip in alloys. At moderate stresses, typical values of AE,.; are much lower than the
average value AE;avg, hence cross-slip is much faster than expected.

Two statistical models of the activation energy distribution have been presented. For short
(40b) dislocations, a linear correlation AE,e¢ & AEactavg + 1/2AEeng holds, where AE;cq avg is
the activation energy in the average alloy, and AE.4 is the energy difference between the fully
dissociated dislocation on the glide and cross-slip plane, respectively. Using this correlation, it
is possible to estimate the distribution of AE,.¢ based on the distribution of AE.,q, which is
approximately normal with mean zero and standard deviation o [AEenq]. The origin of AEenq
are changes in solute-dislocation and solute-solute binding energies. The latter comes from
cutting or formation of solute pairs, which occurs when the stacking fault of the dislocation is
destroyed on the glide plane and re-generated on the cross-slip plane. In the first part of the
thesis, we presented a parameter-free, analytical model of o [AEenq], which, however, is
limited to first nearest neighbor pairs of solutes. Nevertheless, the atomistic and analytical
calculations indicate that AE, for cross-slip nucleation can be much lower than expected
based on average-alloy models.

The activation energy for cross-slip of dislocations with a length of hundreds or thousands of
Burgers vectors was discussed in the second part of the thesis. At such lengths, transition
path calculations become cumbersome or infeasible. Therefore, a random walk model was
developed, which allows to predict the activation energy distribution based on knowledge
of solute binding energies, the activation energy AE,. and constriction size N, in the
corresponding average alloy, and basic material properties like the elastic constants and the
stacking fault energy. Furthermore, the model accounts for stress effects. The dislocation is
partitioned into 1b long segments, and cross-slip is the discrete process of moving them one
by one from the glide plane to the cross-slip plane. Each step causes a (i) deterministic energy
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Chapter 5. Summary

change, due to constriction formation and the work of an external stress; and (ii) a random
change of AEenq. The deterministic energy depends on AE;,avg and the typical length of the
double-constriction that is formed in the process. The work of the external stress can be
calculated based on zero-stress material parameters. An extended model for the random
fluctuations in AE.,q was presented, which accounts for first to eighth nearest neighbor pairs
of solutes and correlations between loss and formation of pairs of different order. The random
walk model accurately predicts the distributions of AE, for 40b long dislocations and the
correlation between AE,.; and AE.pq that was seen in this case. Cross-slip of long dislocations
(102-10%b) is unlikely at zero stress. High values of AE,, on the order of several electron
volt, become more frequent with increasing length, whereas the lowest observed activation
energies change only little. High values of AE, are associated with cross-slip paths where the
maximum occurs late, and these barrier can be eliminated by an applied stress. Thus,
cross-slip becomes a weakest link problem at sufficiently high stresses. The governing energy
barriers are those for nucleation of a short cross-slipped segment, hence the distribution of
AE, for along dislocation can be obtained by scaling the distribution for a shorter one. At
sufficiently high stresses, the distribution may even be inferred from the distribution for a 40b
long segment at zero stress.
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Outlook

The current study has shed light on important aspects of dislocation cross-slip in FCC solid
solution alloys and enabled prediction of the corresponding activation energies AE,. at
different levels of approximation. Our results may help other researchers to interpret
simulations and experiments where unexpected cross-slip is observed. For example, Rao et al.
[105] recently observed cross-slip in a molecular dynamics simulation of regular slip in a High
Entropy Alloy (HEA). According to average-alloy models, cross-slip is exceedingly unlikely
because AE;cavg is 4.6 eV-4.9 V. Rao et al. explained the low effective barriers with solute
concentration fluctuations, in agreement with the results of this thesis.

Considering the observation of Rao et al. , it would be interesting to estimate the range of AEa¢
for HEAs that are discussed in the literature. In general, o [AEenq]| should be large in such
highly concentrated multi-component alloys. Accordingly, o [AE,.¢] should be large as well. A
challenge is that interatomic potentials for these alloys are typically not available. However,
AE;cavg can be estimated using anisotropic-elastic models, and the solute binding energies
that enter in our model of o [AEgnq] can be calculated with density functional theory, see for
example Refs. [71, 72, 161]. Thus, it is in principle possible to calculate the range of AE, with
the random walk model. The results would help to understand trends in dislocation network
formation in this class of alloys.

Moreover, we expect that the insights from this thesis will help to improve models of plastic
deformation of FCC alloys. For example, our results may help to improve the description of
cross-slip in Discrete Dislocation Dynamics (DDD). In the following, we outline how the
existing approach for pure metals could be modified in order to enable simulation of solid
solution alloys and HEAs. In the approach of Kubin et al. [67], screw dislocation segments can
cross-slip on each timestep with a probability

(T4 = Tm) Vact) , 6.1)

l
P = A—0rex
step = A7 0L XD ( kpT
where A is a numerical coefficient, / the segment length, ) a reference length, 67 the timestep,
7, the stress acting on the dislocation, 77 the critical resolved shear stress at the onset of
stage 111, and V the activation volume of cross-slip. Note that without the 67 this equation
corresponds to the rate of cross-slip. In the approach of Hussein et al. [54], the rate is
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calculated as

Esc Esc
- (Ec — Vact (Tglide - Tcross))
I = wa— exp

lo kgT

) (6.2)

where w, is an attempt frequency. A segment cross-slips if r >= 1. Eq. 6.1 and Eq. 6.2
are appropriate for pure metals, where the activation energy for cross-slip is deterministic.
Furthermore, it is reasonable to assume that the total cross-slip rate depends on segment
length, since cross-slip can nucleate anywhere along the line with the same AE,, and
nucleation events are presumably uncorrelated if they occur far away from each other.
Analytical considerations [145] also indicate such a dependence. In random solid solutions the
situation is different and the equations need to be modified. AE,. should be used in the
enumerator in the exponential. However, AE, is now a random variable. A new value of
AE, should be drawn for each screw segment whenever it moves, since the random solute
environment changes. The distribution of AE,., which depends on stress and dislocation
length, could be obtained by scaling a zero-stress reference distribution according to Eq. 4.12.
This reference distribution, in turn, needs to be calculated only once, using the random walk
model. A technical hurdle is to implement efficient scaling and sampling of the distributions.
The program must also check whether Eq. 4.11 is fulfilled!, so that weakest-link scaling can be
used. Note that the probability now depends on length through AE,. and Eq. 4.11. The
pre-exponential factor, on the other hand, should be independent of length. Due to the rules
for path selection in our model, there is a unique cross-slip path for each segment in its
current solute environment. Thus, the term (I/ly) should be removed in Eq. 6.1 and Eq. 6.2.
The issue of the pre-exponential factor will be discussed further below.

In addition to DDD, our results may improve work hardening laws that account for the
evolution of the dislocation density during loading. Some models incorporate dislocation
annihilation by cross-slip of opposite dislocation [35, 62, 75, 87]. The rate of annihilation thus
depends on the rate of cross-slip. In a pure metal with a single AE,, both rates could
be written like in Eq. 1.7. In solid solutions, calculating the total cross-slip rate is more
complicated. Since AE, follows a distribution which depends on dislocation length, one
would have to do a double integral over length and energy to get the total rate of cross-slip. For
this purpose, it may be necessary to parameterize the reference distribution.

An important task for future work is to test our model experimentally. This is a challenging
task, since cross-slip occurs alongside other dislocation processes during deformation of real
materials. An indirect test would be to predict the stress-strain curves of alloys at different
compositions and temperatures using appropriately revised work hardening models, and to
compare the results to experimental measurements. This test is somewhat ambiguous, since
one would also test additional assumptions in the work hardening model. Nevertheless,
failure of these predictions would cast doubt on our model for the distribution of AE,. A
more direct test would be to observe individual dislocations and dislocation networks in
deformed solid solution alloys, using an electron microscope. The alloy should have a high
value of o [AEenq], but also a high value of AE,c(,avg. The latter should be so high that thermally
activated cross-slip is unlikely if it is not assisted by binding energy fluctuations. If it can

. “=” should then be replaced by < in Eq. 4.11.
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be ruled out that nucleation took place at a heterogeneity — which might be difficult or
impossible, especially for jog-assisted cross-slip — then observation of cross-slip in the bulk
would corroborate our suggestion that fluctuations in the binding energy may lower AEy.
Furthermore, observation of cross-slip traces on the surface and well-formed cell structures in
the interior would indicate that cross-slip is active [157, 158]. The alloy should not exhibit
short range order (SRO), which must be ruled out as a cause for slip planarity and absence of a
cell structure. Similarly, our model could be used to make a prediction about the transition
between cellular and planar dislocation structures as a function of alloy composition, which
could then be tested experimentally. For example, Hong and Laird [53] tried to explain
the transition in CuZn and CuAl with their cross-slip model. Finally, it might be useful
to determine the apparent activation energy and activation volume of cross-slip in solid
solutions using the technique of Bonneville and Escaig [9, 10].

Having discussed possible applications of the model and experimental validation, we now
turn to further aspects of cross-slip that should be adressed in future work. First of all, the
pre-exponential factor of the cross-slip rate (A in Eq. 1.7) should be studied. This factor can be
interpreted as an attempt frequency for cross-slip. It would be desirable to have an analytical
solution for this frequency in solid solution alloys. Vegge et al. [145] derived an expression
for pure metals (Eq. 1.9). However, their solution is invalid here, since it is based on the
assumption that a displacement of the critical nucleus along the line direction costs zero
energy. In a solid solution, there would be a random change of binding energies, hence this
assumption is violated. Thus, an analytical solution for the pre-exponential factor in solid
solutions is an open problem. Furthermore, the validity of harmonic transition state theory
(HTST) for describing the rate of cross-slip should be examined. There could be anharmonic
effects, for example from thermal expansion and softening. They have been shown to increase
the rate of dislocation nucleation [116] and glide through a solute field [118], respectively. One
could perhaps improve the rate estimate by accounting for the temperature dependence of the
material properties that appear in our model, for example the elastic constants and the
stacking fault energy. Furthermore, it should be checked whether A and AE, are correlated
according to the Meyer-Neldel [80] compensation rule. Low values of AE,. would then be
compensated by low values of A. One may speculate that there is a small compensation
effect due to the correlation between nucleus size and activation energy. We have seen that
cross-slip paths with low AE, tend to be those where the maximum occurs early on, at a short
cross-slipped length. The vibrational modes at the transition state should depend on the size
of the critical nucleus, which would then establish a link between the attempt frequency and
AE,.;. However, this effect is likely small, because the size of the critical nucleus does not vary
by orders of magnitude at moderate stresses. To address the question, the cross-slip rate
should be calculated directly using atomistic simulations, for example with the method of
Vegge et al. [145] and Oren et al. [92]. They subjected a screw dipole to stress and measured the
waiting time for annihilation by cross-slip at different temperatures. A and AE,; can then be
obtained from an Arrhenius plot, i.e. a plot of Inr = A — AE,./kgT as a function of 1/T.
Alternatively, the rate could be estimated using the Finite Temperature String Method [28, 139]
or transition path sampling techniques like the Transition Interface Sampling Method [138].

Moreover, the effects of short range order (SRO) on the distribution of AE,.¢ need to be studied.
As speculated in Sec. 4.5, SRO could cause a reduction of o [AEenq], thus AE,¢; would be more
narrowly distributed around AE,ctavg, and cross-slip would become less frequent. This
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supposition could be tested by calculating minimum energy paths for cross-slip in solute
environments with SRO. The simulations would be very similar to those described in Sec. 2.3,
except that correlations would have to be introduced in the solute distributions. However,
deriving an analytical model would be more difficult. Occupation variables for different sites
around the dislocation are now correlated, hence products of these variables cannot simply be
replaced by powers of solute concentrations when taking averages.

In addition to SRO, it would be useful to study the effect of solute segregation. It is likely that
AE,. increases, since the cross-slipping dislocation leaves a favorable solute environment.
Such an effect is seen in the study of Andrews et al. [2], who calculated the energy for
constriction formation in a segregated solute field using a line tension model. The constriction
energy increases with solute content. It would be interesting to supplement this study with
atomistic minimum energy path calculations of cross-slip in a segregated alloy. Moreover, it
would be interesting to study the effect of segregation on cross-slip at heterogeneities, for
example at intersections with forest dislocations. Segregation should be stronger around
immobile dislocations, thus cross-slip at intersections could potentially be more affected than
cross-slip of mobile dislocations in the bulk.

Another point for further study is the role of other point defects like interstitials and vacancies.
In the case of interstitials, one would expect a stronger interaction with the cross-slipping
dislocation due to stronger distortion of the lattice by the interstitial. On the other hand, the
concentration of interstitials is typically lower. For example, the maximum concentration
of C in austenitic Fe is about 2%. Thus, the strength of interstitial effects on cross-slip
is not immediately clear. Like in the case of SRO and segregation, the first step towards
understanding this effect would be to perform minimum energy path calculations with
corresponding alloys. In particular, it would be interesting to perform calculations with
hydrogen atoms, which are very mobile and can therefore segregate to the dislocation on the
glide plane. For the reasons outlined above, it is likely that they impede cross-slip. The effect of
vacancies, on the other hand, can perhaps be studied using a modified version of the solute
binding energy model that was used here, where vacancies are effectively treated like solute
atoms. Like in the case of solute atoms, segregation would complicate the analysis.

In summary, there are numerous points for future research. The results of this thesis could
be used to improve models of FCC strength. Moreover, our model should be tested
experimentally and the pre-exponential factor of the cross-slip rate should be studied. Finally,
it would be interesting to study the effects of other point defects, SRO, segregation, as well as
solute effects on heterogeneous cross-slip.
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A.1 Calculation of Basic Properties

Basic properties of average and true random alloys of Ni-Al, Cu-Ni and Al-Mg are listed in
Tab. A.1, Tab. A.2 and Tab. A.3. Fig. A.1 shows the relative differences between average alloy and
random alloy values, except for the difference in lattice parameter, which is smaller than 0.1%
in all cases. The methods for calculating the properties are explained in Sec. A.1.1 and
Sec. A.1.2.

Table A.1: Basic properties of average and true random alloys of Ni-Al; solute concentration ¢
in at.%; screw dislocation dissociation width 4 in A; intrinsic stacking fault energy ysr in
mJ] m~?; cubic elastic constants Cy;, C» and Cy4 in GPa; A/R: average/true random alloy value

a d YSE Cn Cio Cyy
c(AD A R A R A R A R A R A R

0 - 3520 - 10 - 134.4 - 241.3 - 150.8 - 127.3
2 3.521 3.,521 10 10 127.0 126.6 237.0 2369 150.8 151.1 127.1 127.1
4 3.522 3,522 10 10 1194 120.0 233.2 2323 150.9 151.3 126.7 126.7
8 3.526 3.525 10 11 103.6 112.6 227.4 223.7 151.0 151.8 125.7 125.7
10 3.529 3527 10 11 956 1006 2255 219.6 151.0 152.0 125.1 125.1
12 3.532 3530 10 11 87.7 939 2245 216.0 151.0 152.1 1244 124.4
15 3.538 3535 12 11 75.8 777 2242 2113 1508 152.2 1234 1232

A.1.1 Average Alloys

The average-alloy lattice parameter was determined by locating the minimum of the cohesive
energy curve for a single FCC unit cell with periodic boundary conditions in all directions. For
this purpose, the Sequential Least Squares Programming algorithm in PyTHON-ScIpy [58] was
used. The potential energy was calculated at each iteration of the minimizer by calling
Lamwmps through its Python interface.

The cubic elastic constants Cy1, Cy» and Cy4 were calculated using the Elastic script that is
shipped with Lammps. The configuration was 5 X 5 x 5 FCC unit cells large and periodic
boundary were applied in all directions. The script calculates all 21 elastic constants
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Table A.2: Basic properties of average and true random alloys of Cu-Ni; solute concentration ¢
in at.%; screw dislocation dissociation width d in A; intrinsic stacking fault energy ysr in
mJ m~2; cubic elastic constants C;;, C;» and Cy4 in GPa; A/R: average/true random alloy value

a d YSE Cn Ci2 Cya
c(Al) A R A R A R A R A R A R

0 - 3615 - 14 - 44.8 - 170.2 - 122.6 - 75.8
10 3.612 3.612 14 13 485 49.0 1752 1755 123.7 124.1 80.0 80.1
22 3.607 3.606 13 13 545 56.1 182.2 1827 125.7 1263 85.3 85.