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Abstract

Lindstrom’s theorem characterizes first-order logic as the most expressive among those
that satisfy the countable Compactness and downward Lowenheim-Skolem theorems.
Given the importance of this results in model theory, Lindstrom’s theorem justifies, to
some extent, the privileged position of first-order logic in contemporary mathematics.
Even though Lindstrom’s theorem gives a negative answer to the problem of finding a
proper extension of first-order logic satisfying the same model-theoretical properties, the
study of these extensions has been of great importance during the second half of the
XX. century: logicians were trying to find systems that kept a balance between expressive
power and rich model-theoretical properties. The goal of this essay is to prove Lindstrom’s
theorem, along with its prerequisites, and to give weaker versions of the Compactness
and Lowenheim-Skolem theorems for the logic £(Q1) (first-order logic with the quantifier
"there exist uncountably many"), which we present as an example of extended logic with
good model-theoretical properties.

Resumen

El teorema de Lindstrom caracteriza la légica de primer orden como la més expresiva
entre las que cumplen los teoremas de Compacidad numerable y Léwenheim-Skolem de-
scendiente. Dada la importancia de ambos resultados en teoria de modelos, el teorema
de Lindstrom justifica, en cierta medida, el lugar privilegiado que otorgamos a la 16gica
de primer orden en las matemadticas contemporaneas. Aunque el teorema de Lindstrom
ofrece una respuesta negativa al problema de encontrar extensiones propias que cumplan
las mismas propiedades que la 16gica de primer orden, el estudio de estas extensiones
ha tenido una importancia considerable en la segunda mitad del siglo XX, donde se ha
tratado de encontrar sistemas 16gicos que mantuvieran cierto equilibrio entre propiedades
semadnticas y poder expresivo. El objetivo de este trabajo es demostrar el teorema de Lind-
strom, incluyendo sus prerrequisitos, y dar versiones débiles de los teoremas de Com-
pacidad y Lowenheim-Skolem para la l6gica £(Q1) (la l6gica de primer orden junto con
el cuantificador "existe una cantidad no numerable"), que presentamos como ejemplo de
extension de la 16gica de primer orden con buenas propiedades semdnticas.
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Introduction

Gizonen lana jakintza dugu: ezagutuz aldatzea. [...] ezaren gudaz baietza
sortuz, ukazioa legetzat hartuz beti aurrera joatea.

—Mikel Laboa, Izarren hautsa

Los problemas I6gicos no son solo problemas de forma; se trata de cuestiones
ontoldgicas, cosmoldgicas y antropoldgicas. [...] toda forma se presenta, en
principio, como un contenido que primero se trabaja, se elabora y solo luego
deviene forma, aunque, al final del proceso, la forma parezca anterior al
contenido. ;No es asi como surge la concepcion griega del cosmos elaborada
por Aristételes en tanto que concepcion del orden y de la necesidad,
transcrita en el proceso de deduccién formal?

—Henri Lefebvre, Logica formal, lgica dialéctica

Model theory is a branch of mathematical logic dedicated to the study of the relation
between a formal language and its interpretations. In particular, what is known as classical
model theory deals with the interaction of first-order logic and mathematical structures.
The work of authors such as Léwenheim, Skolem, Godel and Malcev provided the basic
results for the subject in the first half of the XX. century, but it was not clearly visible as
a separate area of research until the early 1950’s (in fact, A. Tarski coined the term theory
of models in 1954). Since then, model theory has proven to be a rich and highly technical
subject with a wide range of applications in fields such as set theory, algebra and analysis.

Model theory often gives information about the limitations of our formal system. For
example, the Downward Lowenheim-Skolem theorem (1920) states that if a countable set
of sentences has an infinite model (that is, a model with infinite cardinality in which those
sentences are true), then it has a countable model. This means that we cannot distinguish
between countable and uncountable cardinalities in first-order logic. The Compactness
theorem (Godel, 1930) (which states that a set of sentences is satisfiable if and only if
every finite subset is) provides similar results, and lies in the basis of the construction of
non-standard models of arithmetic, giving another interesting example of the limitations
of first-order logic: we cannot characterize natural numbers up to isomorphism within it.
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The working mathematician exceeds the limits of first-order logic every now and then,
and since mathematical logic should have a saying in how a mathematician reasons, it
was a natural step to study extensions of first-order logic that were expressive enough to
formalize that reasoning. The first of such extensions was second-order logic, where one
can quantify over subsets of the universe rather than just over elements of it. Due to all
its expressive power, second-order logic fails to satisfy the Compactness and Lowenheim-
Skolem theorems, which had slowly become two of the most widely used results in model
theory. This was not an exception. It soon became clear that there is a trade-off between
the expresive power and the model-theoretical properties of a logical system, and the task
of finding versions of the Compactness and Lowenheim-Skolem theorems for extensions
of first-order logic became a real challenge.

By the 1960s, a variety of extensions had been studied, but none of them satisfied
those central theorems simultaneously. In his 1969 paper [10], the swedish logician Per
Lindstrom? provided an explanation to this fact with a striking result: what currently is
known as Lindstrom’s first theorem states that every logic with more expressive power
than first-order logic will fail to satisfy either the Compactness theorem or the Léwenheim-
Skolem theorem. More precisely, first-order logic is the strongest logic satisfying the
following properties:3

(1) (Countable Compactness) A countable set of sentences has a model if and only if
every finite subset of it has a model.

(2) (Lowenheim Property) If a sentence has an infinite model, it has a countable model.

Giving such a characterization presupposes an understanding of what a logic is. For
this purpose Lindstrom introduced the notion of abstract logic, which considered a logical
system to be a pair consisting of a map sending languages to sentences and a satisfaction
relation between structures and sentences. This definition, with the corresponding techni-
calities and closure properties, is general enough to include first-order logic and its main
extensions within it.

Since the Compactness theorem (and its close relative, the Completeness theorem,
which states that a set of sentences is consistent if and only if it has a model) are uncondi-
tionally needed for any strong formal language, one could think that Lindstrém’s theorem
upholds first-order logic as the only possible logic (as some logicians and philosophers
have argued during the XX. century). However, the importance of the Léwenheim-Skolem
theorem is more controversial:

«The theorem of Lindstrom shows simultaneously the high stability of the
first order logic as well as its limitations. It gives a general concept of logic
and asserts that logics which apparently extend the first order logic all end
up being the same as it, provided they satisfy the Lowenheim theorem (i.e. a
sentence has a countable model if it has a model at all) and they either have the
compactness property or are formally axiomatizable. When we are interested

2A brief summary of Per Lindstrém’s life and work can be found in [15].
3Note that the properties listed above are weaker than the full Compactness and Lowenheim-Skolem theo-
rems, thus making the result stronger.
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in set theory or classical analysis, the Lowenheim theorem is usually taken as
a sort of defect (often thought to be inevitable) of the first order logic. There-
fore, what is established is not that first order logic is the only possible logic
but rather that it is the only possible logic when we in a sense deny reality to
the concept of uncountability and require (what seems to be a less debatable
condition) that logical proofs be formally checkable (viz. the requirement of
axiomatizability or compactness).» H. Wang (1974), From mathematics to philo-
sophy.

By the time Lindstrom published his result, there had already been enough success in
the model theory of infinitary logics and logics with cardinality quantifiers to justify their
study even at the cost of losing important model theoretical tools. In fact, a completely
new field of model theory was born with the goal of studying the relations between
different logical systems and their properties: Abstract model theory.

Abstract model theory was grounded in previous work of Mostowski (who in his
1957 paper [11] introduced a new way of extending first-order logic by adding cardinality
quantifiers), Tarski and his students (who in the late 1950s studied infinitary languages)
and Lindstrdm. Its motivations are elocuently suggested by Barwise in [2]:

«Studying only the model theory of first-order logic would be analogous to
the study of real analysis never knowing of any but the polynomial functions:
core concepts like countinuity, differentiability, analyticity and their relations
would remain at best vaguely perceived. It is only the study of more general
functions that one sees the importance of these notions, and their different
roles, even for the simplest case.»

The analogy is quite precise. For example, the difference between full compactness
and countable compactness is not very significative in first-order applications to common
mathematical structures because their language is usually countable. In general, however,
countable compactness is much weaker. The task of finding a fully compact logic properly
extending first-order logic was carried out by Shelah in his 1975 paper [12].

Appart from studying properties of logics, abstract model theory also attempted to
give Lindstrom-style characterizations for them, but the project turned out to be consid-
erably difficult and only minor results were archieved.

The goal of this essay is to present two of the main results in abstract model theory: the
above mentioned Linstrom’s First Theorem and Keisler’s Completeness theorem for the
logic £(Q7) which has the countable Compactness theorem for £(Q;) as a consequence.
We also give a weak version of the downward Lowenheim-Skolem theorem (down to R;)
for £(Q1). The logic £(Q) is the logic we obtain by adding the quantifier Q; interpreted
as "there are uncountably many" to first-order logic.

It is a natural technique in abstract model theory to approximate a logic as much as we
can by first-order logic so that all our knowledge of first-order model theory is available.
Keisler’s proof is an elegant example of such technique, and this fact forces us to study
classical model theory first. For this reason, the present essay also serves as an introduction
to some foundational results and techniques in model theory, such as the back-and-forth
method, Fraissé’s theorem, elementary extensions or the omitting-types theorem.
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In accordance with its objectives, the essay is structured into two clearly distinguished
parts. The first of them covers chapters 3 and 4 and culminates with the proof of Lind-
strom’s first theorem. Chapter 3 introduces the key notions of partial and finite isomor-
phisms and the back-and-forth method in order to prove Fraissé’s theorem, which states
that two structures are elementarily equivalent if and only if they are finitely isomorphic.
Chapter 4 begins with the definition of logical system, which is very similar to Lind-
strom’s idea of abstract logic, and concludes with the proof of Lindstrém’s first theorem. A
brief summary of the role played by the Compactness and Lowenheim-Skolem theorems is
given at the end. In the second part, that is, chapters 5 and 6, the main result is Keisler’s
completeness theorem for £(Qq). Chapter 5 deals with the first-order prerequisites for
its proof, namely, elementary extensions (especially the elementary chain theorem) and
the omitting types theorem. Chapter 6 introduces the basic semantics of the language
£(Q1). The key notion of weak model is highlighted because of its role in the proof of
the Completeness theorem, and since the Completeness theorem needs a deductive calcu-
lus, we give a concrete set of axioms. Finally, the Completness theorem is proved using
elementary chains of weak models that omit certain sets of sentences.

The essay begins with a brief review of the basic definitions in model theory, and both
the Compactness and Léwenheim-Skolem theorems are proved. Chapter 2 is intended to
have a quick glance at the basic examples of extended logics, thus giving a motivation
for the incoming chapters and providing concrete examples of how expressive power and
model-theoretical properties interact.

We mention the sources used in the beginning of each chapter, but the fundamental
bibliographical sources have been [5], [8], [4] and [2]. The remaining references have been
used as secondary bibliography, and the papers mentioned, althought carefully read, are
just referenced for historical reasons. Needless to say, the present essay merely aspires to
be a systematic exposition and a synthesis of the different sources we use, but, as far as
possible, we have tried to give an original perspective to the topics treated.
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Chapter 1

Preliminaries

In this chapter we introduce all the fundamental definitions and results that are rec-
quiered afterwards. Good sourcebooks for the topics treated here are [4], [5] and [7].

A language S is a set of relation, function and constant symbols. We use the letters
R,S,T.., f,gh..and c,d, e... for them, respectively. We also use x1, ..., X, ¥, z... to denote
variables. Given a language, the terms are particular string of symbols:

1. A variable is a term.

2. A constant symbol is a term.

3. If f is a n-ary function symbol and ty, ..., t, are terms, f(t1, ..., t,) is a term.
The atomic formulas are defined in a similar way:

1. If t1,tp are terms, t; = t, is atomic.

2. If R is a n-ary relation symbol and fy, ..., t; are terms, then Rt, ..., t, is atomic.

Finally, in first-order logic with equality, £, the formulas of the language S constitute
the least set L2, such that every atomic formula belongs to L?,,, and whenever ¢, € LY,
and v is a variable, ¢ A ¢, ~¢ and Jvg all belong to L. Note that we have not mentioned
VY, —, V and < in our definition. They can obviously be defined in terms of A, 3 and —
following the standard derivations. We are going to use this kind of reasoning when
carrying out an inductive argument.

We now define by induction the function SF, which assigns to each formula the set of
its subformulas:

Definition 1.1.  (a) SF(¢) = {¢} if ¢ is atomic.
(b) SF(—¢) = {—¢} USF(p).
(c) SF(px¢) = {@p*xp} USF(¢) USFE(y) for x = A\, V,—, <>.
(d) SF(Vxg) = {Vxp} USF(p).

(e) SF(Ixp) = {Ixgp} USF(9).



We use the notation |A| to represent the cardinality of the set A. It is easy to prove,
using basic properties of cardinal numbers, that |LJ,,| = w + |S|.
We now define the central notion of structure (or model).

Definition 1.2. An structure 2 in L, consists on a nonempty set (a universe) A where to each
n-ary relation symbol R € S corresponds a n-ary relation R* C A", to each n-ary function
symbol f € S corresponds a function f% : A" — A and to every constant symbol ¢ € S
corresponds a distinguished element ¢® € A. This correspondence is given by a interpretation -y
mapping symbols of S to their corresponding relation, function or element. Thus a S-model is a
pair 2 = (A, ) composed by a universe, A, and the interpretation of S in that universe.

Remark 1.3. We usualy write R® instead of y(R) for the interpretations of the symbols,
so we may omit v when convenient. If the language is finite, say

S - {Rl, ces Ri’l/fl/ "‘/fH’I/ Cl/ s CS}/
we can write the model as
A A A A A A
Q[ - (A,R ,...,Rn ’fl ,...,fm,Cl ,...,Cs )

When the model is know, we may also omit the superindexes. For example, the natural
numbers with the usual order relation are (w, <). To simplify the notation, we assume
that the universes of the structures 2 and 9B are A and B respectively.

Definition 1.4. Let S C S’ be languages and 2 and B S and S'-structures respectively. If A = B
and they interpret the symbols of S in the same way, then we say that B is an expansion of 2.
Conversely, we say that U is the restriction of B to S (written A = B|g).

We say that a variable x in a formula ¢ is bounded if it is under the scope of an
existential or universal quantifier. Otherwise we say it is free in ¢. A formula without free
variables is a sentence. For example, in the formula Vx((xg = x1), xo is bounded and x7 is
free. We use ¢(x1,...x,;) to denote that the free variables of ¢ are among x1, ..., X.

Definition 1.5. Let 2 be an S-structure. An interpretation of the variables in  is a function
1t : VAR — A where VAR is the set of all variables and 7t assigns an element of A to each one.
The denotation of a term t in A under an interpretation 7t is t*[r1] € A defined as follows:

1. x¥[rt] = 7t(x) for every variable x.
2. *[rr] = c* for every constant ¢ € S.

3. f(tr, e tn)®] = fA[R], ..., t2[7]), for every n-ary function symbol f and terms
£, oo b

We now define the central notion of satisfaction, which gives meaning to the idea of a
formula being true in a structure.

Definition 1.6. Given an S-structure 2 and a formula ¢ € L3, we define 2 |= @[] (where 7
is an interpretation of the variables in ) by induction on formulas:

(a) A =t = to[n] if and only if ][] = t3'[n].
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(b) A |= Rty, ..., ty[r] if and only if ([r], ..., t3[n]) € R*™.

(c) A = —@[m] if and only if A = ¢[m].

(d) A = ¢ Ap[r] if and only if A |= @[] and A = ¢[rt]. There are analogue clauses for ¢ \/ ¢
and ¢ — .

(e) A = Ixg[n| if and only if A |= @[rtl] for some a € A, where 1% is the interpretation in
which 14 (x) = a and 7§ = 7t for the rest of variables.

(f) A |=Vxo[r| if and only if A |= @[n}] forall a € A.

When 2 |= ¢[7r] we say that 2 satisfies ¢ with the interpretation 7.

A set of formulas ¥ C L, is said to be satisfiable if there is an S-structure 2l such that
2l = 0[] for some interpretation 77 and every o € . When X is a set of sentences, we say
that 2 is a model of X. In that sense, we define Modg(X) as the class of all the S-structures
that are a model of X.

Now we can also speak about consequence relation between formulas: let & C L,
and ¢ € LJ,,. We say that & = ¢ when for every S-structure 2 and every interpretation
7, if A |= X[7t] then 2 = @[]

If t = t(x1,..,xy), t*[7] is determined by the value of 7 in xi,..., x,, so any two
interpretations that coincide in x, ..., x;, will result in the same tm[n]. In these cases we
write % [a1,...,an] to indicate that we use any denotation that sends x; to a; for i < n.
The same happens with formulas: if ¢ = ¢(xq,...,x,), then 2 |= ¢lay, ..., a,] will mean
2 |= ¢[n] with any interpretation sending x; to a; for i < n. For sentences we can just
write 2 = ¢.

In the following we define the central notion of elementary equivalence:

Definition 1.7. Let A and B S-structures. We say that 2 and B are elementarily equivalent (and
write A = B) if for every sentence ¢ € L3, A = @ iff B = ¢.

We now turn to results regarding homomorphisms between structures.

Definition 1.8. Let 2 and B be S-structures. A map F : A — B is a homomorphism if the
following conditions hold:

(a) F(c®) = c® for every constant c € S.

(b) F(f*(ay,..,an)) = f*(F(ay),..., F(an)) for every n-ary function symbol f € S and every
ai, .., ay € A.

(c) (a1,..,an) € R implies (F(ay),..., F(an)) € R® for every n-ary relation symbol R € S
and every ay, ..., a4, € A.

This definition generalizes the idea of morphism in any algebraic structure. When F is
a bijection we have an isomorphism and we write F : 24 = 5.

The following lemma shows that isomorphic structures cannot be distinguished by
means of first order sentences.



Lemma 1.9. If F : A = B, then for ¢(xq,...,x,) € LS, and ay,..,a, € A, A = @lay, ..., an] iff
B = ¢[F(a1), ..., F(ay)].

Proof. The proof is a rutinary but tedious induction over formulas, it can be found, for
example, in [5] I1I. 5.2. O

From the particular case of sentences in the previous lemma, we infer the following;:

Corollary 1.10. If A = B then A = 8.

We have seen that isomorphic structures satisfy the same sentences. Conversely, one
could ask whether structures in which the same sentences hold are isomorphic. A coun-
terexample is easy to find: Let (R, <) and (Q, <) where < is the usual order relation.
They satisfy the same Li;i;} sentences but they are trivially not isomorphic.

The program of giving an algebraic characterization of elementary equivalence goes
back to Tarski. In the Princeton University Bicentennial Conference on Problems of Math-

ematics of 1946 (see [13]) he stated:

Algebras exist which are not isomorphic, but which cannot be distinguished by
their arithmetic properties; it would be desirable to construct a theory of arithmetic
equivalence of algebras as deep as the notions of isomorphism, etc. now in use.

The task of finding an algebraic criterion for elementary equivalence, where isomor-
phisms failed, was first carried out by Fraissé in 1955 with the characterization we show
in chapter 3, and Ehrenfeucht independently discovered it in game form in 1961. Since
them, plenty of work has been done in this direction (see [13], footnote 46).

Definition 1.11. Let 2 and B be S-structures. 2 is a substructure of B (written A C B) if
1. ACB.
2. ™ =P forevery c € S.
3. For every n-ary function symbol f € S, f* is the restriction of f> to A"
4. For every n-ary relation symbol R € S, R* = R® N A",

In this case we also say that B is an extension of 2. For example, (Z, +,0) is an exten-
sion of (w,+,0) (observe that (w, +,0) is a substructure of (Z, +,0) but not a subgroup).

If 2t C B then A is S-closed in B, that is, A is nonempty, for n-ary f € S, ay,...,a, € A
implies f® (ay,....ay) € Aand ¢® € A forc € S.

Conversely, every S-closed subset X C B corresponds to the domain of exactly one
substructure of B determined by the conditions in the definition above. We denote this
substructure by [X]T, the substructure of 8 generated by X.

The following two lemmas give the relation between satisfaction and substructures:

Lemma 1.12. Let 2 and B be S-structures with A C B. If 7 is an interpretation in 2, then for
every quantifier-free formula ¢ € Ly, we have A = ¢[n] iff B = @[]

4



Proof. The result is an easy induction, it can be found in [3], Proposition 4.3 O

We say that a formula ¢(y1, ..., y») is universal if it is of the form

VX1 VX W (X1, ooy Xty Y1, s Yn),

where ¢ is quantifier-free.

Lemma 1.13. Let 2 and B be S-structures with A C B and ¢(x1,...,x,) € LS, a universal
formula. Then for all ay, ...,a, € A,

if B |= ¢lay, ..., an] then A = @lay, ..., a,).

Proof. The result follows from the previous lemma: If B = Vxq..Vx,p(x1, ..., X, a1, .., An),
then for all by, ..., by, € B (and since A C B, for all by, ..., by, € A), B = ¢[by, ..., bw, a1, ..., an),
and by Lemma 1.12, A |= Vx1..Vxn[x1, ..., X, a1, ..., an]. O

1.1. Compactness and Lowenheim-Skolem theorems

As we said in the introduction, model theory has a lot to do with the limitations of
our language. In the case of first-order logic, we already mentioned that we cannot distin-
guish between countable and uncountable cardinalities due to the downward Léwenheim-
Skolem theorem. In the words of Wilfrid Hodges:

«Ravens, so we read, can only count up to seven. They can't tell the dif-
ference between two numbers greater than or equal to eight. First-order logic
is much the same as ravens, except that the cutoff point is rather hight: it's w
instead of 8.» Wilfrid Hodges, Model theory

An explanation for this fact is given by the Compactness and Lowenheim-Skolem the-
orems, which play a determinant role in the semantics of first-order logic and are widely
applied to the study of mathematical structures. Not only are these theorems important,
but, as Lindstrém proved, they characterize first-order logic. For these reasons they are
considered the two basic results in the model theory of first-order logic. We also apply
them to prove the existence of non-standard models of arithmetic.

The classical approach to the Compactness theorem is to have it as a corollary of the
Completeness theorem. Model theorists tend to prefere direct proofs independent from
the deductive calculus, for instance, using the set theoretical tools of filters and ultrafilters.
The proof we give here follows the classical proof method of Henkin but using the shortcut
in Lemma 1.16 to avoid Completeness theorem (see [3]).

Definition 1.14. Let ¥ be a set of L3, sentences. We say that ¥. is finitely satisfiable if every
finite subset of . is satisfiable.

Obviously, the reciprocal is always true: if a set of sentences is satisfiable then every
finite subset is satisfiable too.



Definition 1.15. Let C C S be a set of constants. We say that % has witnesses in C when for
every formula ¢(x) € LS, such that 3x¢(x) € X there is ¢ € C with ¢(c) € X.

The idea of Henkin’s proof of the Compactness Theorem is to construct a model of =
whose universe is C.

Lemma 1.16. Let S be a language and C a set of constants such that SN C = @ and |C| = |S| + w.
Then there is a set of sentences A C L3S such that:

(a) If T is a finitely satisfiable set of L3,,,-sentences, then ¥ U A is finitely satisfiable.

(b) If T O A is a set of sentences in S U C closed under modus ponens (that is, ¢ € T and
@ — P € I imply that € T), then I has witnesses in C.

Proof. Letk = |C| = |S|+w and C = {c; | i < k}. Since every sentence has a finite number
of symbols, we can give an enumeration, (¢; |i < k), of the formulas with a single free
variable in L3/, so that for every i < x, ¢; = ¢;(x;) isa SU {¢j|j < i}-formula.

We now define A = {(3x;p(x;) — @i(c;i)) | i < x}. Itis clear that this A already satisfies
(b). We turn to the proof of (a).

Consider a finitely satisfiable set of S-sentences X. For each a < «, let A, = {(3x;p(x;) —
¢i(ci)) |1 < a}. We will prove by induction that for every a < x £ U A, is finitely satisfi-
able.

When a = 0 or the result is trivial, and using induction hypothesis we also know that
the result holds when « is a limit cardinal. Now suppose X U A, is finitely satisfiable. We
know that ZU A, 11 = ZUA U {Ixa@a(x) = @alca)}, and since XU A, and Ixa@a(xy)
are SU{¢;|i < a}-sentences, in every model of ¥. U A we can always interpret ¢, in a way
that satisfies the conditional, so the result is proved.

O

Lemma 1.17 (Lindenbaum). Let X be a finitely satisfiable set of sentences. Then % can be
extended to a maximal set with respect to finite satisfiability.

Proof. A simple application of Zorn’s Lemma. O

Lemma 1.18. Let X be a maximal set of sentences with respect to finite satisfiability with witnesses
in C C S. Then ¥ has model 2 with A = {c* |c € C}.

Proof. Consider the set T of terms without variables. We define the following relation in
T:
o~ tyiffty =ty € 2.

Since X is maximal, ~ is en equivalence relation in T and the following hold:
(a) If f is an n-ary function symbol and t; ~ ¢t/ for i < n, then f(ty,...,tn) ~ f(], ..., t},).

(b) If R is an n-ary relation symbol, Rty ...,t, € X and t; ~ t] for i < n, then R#,, ..., t), €
2.



We will now construct a model 2 whose universe is A = L/ = {[t]~|t € T}, the
equivalence classes of the relation ~ in T. The interpretations of the symbols in it are the
following;:

1. Foreachc € S, c* = [c]~.

2. For every n-ary function symbol f € S and arbitrary ty,...,ty € T, f2([t1]~, -, [tn]~) =

[F(t1, e tn)] -

3. For every n-ary relation symbol R € S and arbitrary ty,...,.t, € T, ([t1]~, ..., [tn]~) €
R iff Rty, ..., ty € X.

Leta € A. Then there is t € T such thata = [t]. and since X |= Ixx =, Jxx =t € X.
As X has witnesses in C, there is ¢ € C with ¢ = t € X, whence ¢ ~ t. This means that
a=][c]w=c* thus A= {c*|ceC}

Now we will prove by induction that 2 is a model of X. It is easy to see that for each
t € T, t* = [t and using (b) we can prove that for each atomic sentence ¢ € LS, A = ¢
iff ¢ € X. For —¢ and ¢ V ¢, the maximality of X gives the same result, so we turn to
consider the case Jx¢(x).

Since A = {c¢® |c € C}, A |= Jx¢(x) if and only if there is ¢ € C such that A = ¢(c).
As C is a set of witnesses for X, Jx¢(x) € X iff there is ¢ € C such that ¢(c) € X, and
applying the induction hypothesis to ¢(c) we have the desired result.

O

We finally prove the Compactness Theorem for £4.:

Theorem 1.19 (Compactness Theorem). Let S be a language and X a finitely satisfiable set of
sentences in L3, then ¥ is satisfiable (in a model of cardinality < |S| + w).

Proof. Let k = |S| 4+ w and consider C a set of constants with CNS = @ and |C| = «.
Let A be the set of sentences given by Lemma 1.16. Then X U A will be finitely satisfiable.
Consider the extension X UA C T given by Lemma 1.17. By Lemma 1.18, I" has a model 2
with A = {c®|c € C}, hence || < k. Then 2/, satisfies ¥ in the language S. O

If one reexamines the precedent proof, we can obtain the following result:

Theorem 1.20 (Downward Lowenheim-Skolem). Let X be a satisfiable set of S-sentences. Then
Y. has a model 2 of cardinality |A| < |L,| = |S| + w.

In particular, if ¥ is countable, then it will only depend on countably many sym-
bols, Sy C S, s0 X C Li,ow and hence has a model of cardinality < w. The Downward
Lowenheim-Skolem theorem is usually stated for this particular case.

Although it will not be used in the future, we prove, for the sake of completeness, the
Upward Lowenheim-Skolem theorem:

Theorem 1.21 (Upward Lowenheim-Skolem). Let X be a set of satisfiable S-sentences with an
infinite model. Then for each cardinal x > |S| + w, there is a model of ¥ with cardinality .
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Proof. Let k > |S| 4+ w and consider C = {¢;|i < k} a new set of constant symbols such
that CNS = @ and ¢; # ¢j fori # j. LetT = ZU{~¢; # ¢j|li < j < x}. Since
2 has an infinite model, I is finitely satisfiable (giving the proper interpretation to the
new constants in the old model), and by the compactness theorem, I' has a model 2 of
cardinality < |[SUC| +w < x. But since 2 = —¢; = ¢; for every i # j < , the cardinality
of A has to be exactly «. Then | is a model of X with cardinality « in the language S. O

The existence of non-standard models of arithmetic is an interesting consequence of
the results in this section. Let M = (w,0,0) be the standard structure of the natural
numbers. A non standard model of arithmetic is an structure which satisfies Th(91) =
{p € LS, |M |= ¢} but which is not isomorphic to N.

Consider S = {¢,0} and the standard structure of the natural numbers 9 = (w, ,0)
where ¢ is the usual successor function.. We can expand the language with a new constant
¢ and consider the set of sentences in Li,ti,{c}, I =Th(MU{c #0}U{c # o0} U{c #
o00}.... Obviously, every finite subset of the previous set is satisfiable, because we can
take a model which is the same as 91 and interprets ¢ as ¢”'n where n is the biggest
natural such that ¢ # n appears in the subset. (Recall that we use n as an abbreviation
for (o < 00)™). Hence every finite subset of I is satisfiable and by the Compactness

n times

theorem, T itself has a model 9. Since Th(M) C T, M = Th(N), thus we have a non-
standard model of arithmetic:

Suppose f : N — M is an isomorphism. Then there is n € N such that f(n) = ™.
But in that case f(c”'(n — 1)) = ¢™(f(n — 1)) = ¢™, in contradiction with the sentence
c#o(f(n—1)) eT.

Another way of obtaining a non-standard model of arithmetic is to use the upward
Lowenheim-Skolem theorem: since Th(M) is satisifable and infinite, it has models of every
cardinality ¥ > w, and those models are trivially not isomorphic to 91.

As we have just seen, we cannot characterize natural numbers up to isomorphism
in first-order logic. This seems a drawback of our formal language, but experience has
shown that non-standard models are of great mathematical interest. In fact, non-standard
analysis can be built with similar techniques, blurring the line between desired and unde-
sired results in logic and suggesting that we should not try to avoid those limitations of
the formal method but to learn as much as possible from them.



Chapter 2

Extensions of first-order logic

In the following we present three basic examples of logical systems which extend first-
order logic in some way. For now, the very notions of logical system or extension of a logic
will remain vague, but a proper definition will be given in Chapter 4. The basic idea is
that a logical system is just bunch of rules to build sentences and formulas out of symbols
and a satisfaction relation that tells whether a sentence is true in a model or not.

Extensions of first-order logic started to gain popularity in the mid-1950s with the
works of Mostowski, Henkin, Tarski and many others who tried to obtain logical systems
with more expresive power than £, in many occasions for applications in algebra. !

The task of finding an extension satisfying the same basic model-theoretical properties
as £, soon became very difficult. The systems we briefly survey here are intended to
give a glance of how these systems are valuable for mathematical purposes and how they
fail to satisfy Compactness and (downward) Lowenheim-Skolem theorems, hence giving
a motivation for Lindstréom’s (first) theorem. The main references for this chapter are [5]
and [2].

2.1. Second-order logic

Second-order logic differs from first-order logic in the fact that in the former one can
quantify over second-order objects such as subsets of the domain of a structure or n-ary
relations and functions. In the following we present the basic syntax and semantics of the
second-order language £j;.

Let S be a language. In adition to the symbols of L3, L?; will contain, for each n > 1,
countable many n-ary relational variables X, X7, ....

I"The continuous development of infinitary logic that began in 1954 was part of a broader effort during the
mid-1950s to extend first-order logic to logics that hopefully retained valuable features of first-order logic but
had greater expressive power (e.g. weak second-order logic, generalized quantifiers). Foremost among those
features was completeness (every valid sentence is provable) and strong completeness (every consistent set of
sentences has a model). Yet the work of Henkin and Tarski (and their students Karp and Scott) in the mid-1950s
was motivated at first by algebraic concerns and especially by Boolean algebras, sometimes with additional
operators (e.g. cylindric algebras)." Moore G.H. (1997) The Prehistory of Infinitary Logic: 1885-1955. pg. 105.
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We define the set L}, of second-order S-formulas to be the set generated with the
syntax for first-order formulas extended by the following rules:

(a) If X is an n-ary relational variable and ty, ..., t, are S-terms, then Xty, ..., t, is and
S-formula.

(b) If ¢ is an S-formula and X is a relational variable, then 3X¢ is an S-formula.

We now extend the satisfaction relation from £, by taking into account (a) and (b):
If 2( is an S-structure, ¥ a second-order assignment in 2 (a map sending each variable x
to an element of A and each n-ary relational variable X" to an n-ary relation on A) and
J = (2, 7), then we set:

@) J b= Xtr, oo, b iff (1 [7], o 51 [7]) € 7(X).

(b) For n-ary X, J = 3X¢ iff there is C C A" such that J (%) E ¢, where (%) entails the
substitution of C in every free occurence of X in ¢.

We use £j; to denote second-order logic. Note that we can also use and quantify
function variables, since we can make them relational taking their graph.

Remark 2.1. Arithmetic can be properly stated in second-order logic: let S = {¢,0} where
¢ is a unary function and 0 a constant. Then we have the following L7,-axioms (these are
the classical Peano axioms):

(a) Vx—ox =0,
(b) VxVy(ox = oy — x =1y),
() VX((XOAVx(Xx = Xox)) = VyXy).

It is a theorem by Dedekind that every two Peano structures (structures satisfying Peano’s
axioms) are isomorphic, so we have that, unlike in first-order logic, we can character-
ize natural numbers up to isomorphisms. Note that the fact that we can write down
the induction axiom (c), prevents us from constructing a non-standard model using the
Compactness theorem as we did in the previous chapter.

Another advantage of £;; is that we can characterize finiteness with it. Let ¢ be an
unary function variable and ¢g, = Vg(VaVy(gx = gy — x = y) — Vadyx = gy).
2A = @gn iff every injective function from A to A is surjective, that is, A = g, iff A is
finite.

This kind of expressive power regarding infinity usually suggests that the Compactness
theorems fail:

Theorem 2.2. The Compactness theorem does not hold for £1.

Proof. Consider the sentences ¢>, = Jx1..3x,(x1 # X2 Ao AX] # Xp Ao A X1 # Xp)
for each n € w. A |= ¢>, if and only if A has more than n elements. Then the following
set of sentences works as a counterexample for the theorem:

{9in} Uipzn|n =2},
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Using a similar argument, we can prove the following:

Theorem 2.3. The Lowenheim-Skolem theorem does not hold for £ .

Proof. We give a sentence ¢unc such that for all structures A, 2 |= @unc iff A is uncountable.
Then @unc will be satisfiable but will not have any countable model.

We first define a formula g, (X) with unary X such that (2, y) = g, (X) iff v(X) is
finite: P, (X) :=

Ve(VaVy((Xx AXy AXgx ANXgyAgx =gy) =+ x =y) = Vx(Xx — Jy(Xy Ax = gy))).

Note that g, (X) is the relativization of ¢g, to X. We know that a set A is at most
countable iff there is a total order on A such that every element has only finitely many
predecessors, so we define, using a binary relation variable Y, ¢ 1= Y (Vx-Yxx A
VaVyVz((Yxy A Yyz) — Yxz) AVaVy(Yxy Vx = y V Yyx) A Vx3X(¢Pan(X) A Vy(Xy <
Yyx))). Then we have 2 |= ¢y iff A is at most countable and hence we can set @unc :=
TP<ctbl- O

As we have seen, second-order logic sacrifices many good model theoretical properties
in favour of great expressive power, but the lack of any kind of Compactness theorem
makes it difficult to handle for mathematical purposes. For these reasons logicians usually
study weaker versions of second-order logic where some analogue of the Compactness
theorem holds.

2.2. Infinitary logic

Another natural way of extending first-order logic is to allow formulas of infinite
lenght, in particular, infinite disjunctions and conjunctions. These logics are called in-
finitary logics. We now present the system £, ., where only countable conjunctions and
disjunctions are allowed.

Let S be a language. We add the symbol \/ for infinite (countable) disjunctions. We
define the set Lf,lw to be the set generated by the rules of first-order formulas extended
with the following:

= If ® is an at most countable set of S-formulas, then \/ ® is an S-formula.

We define satisfaction relation for \/ with the following clause: 2 = \/ @ if and only if
2 = ¢ for some ¢ € O.

Remark 2.4. = Obviously, the infinite conjunction can be defined in the natural way:
AP = -\ —P, where =P := {—¢| ¢ € P}.

= As in second order logic, we can characterize natural numbers up to isomorphism
with the first two Peano Axioms in Remark 2.1 and the sentence

Vx\/{x=g---c0|n >0}

n-times

11



Theorem 2.5. The Compactness theorem does not hold for £, w

Proof. Consider the sentence ¢, := \/{—¢>,|n > 2}. The set of sentences {gn} U
{@¢>n|n > 2} is a counterexample. O

The lack of a strict analogue for the Compactness theorem makes the model theory of
infinitary logics weaker, but one can still transfer results from first-order logic by taking
into account the set theoretical issues derived from the fact that we are dealing with
infinitely long formulas. See, for example, the Barwise Compactness Theorem for £, in
[9].

The definition of the set of subformulas of ¢ € Ly, is obtained adding the clause
SF(V @) :={V @} UUyeco SF(¥) to the first-order ones.

Lemma 2.6. Let S be at most countable, ¢ and Lfdlw—sentence and B an S-structure such that
B |= ¢. Then there is an at most countable substructure 2 C B with A = ¢.

Proof. We define a sequence Ay, A, ... of at most countable subsets of B so that for m € w,
(@) Ag 2 {c®|ceS}.
(b) Am C Am+1-

(c) For ¢(x1,...,x4,x) € SF(¢) or ¢ = (fx1...x, = x) (with n-ary f € S) and a3, ...,a, €
Ap, if B |= Ixylay, ..., a,] then there is an a € A1 such that B = ¢[ay, ..., a,, a].

Suppose Ay, is already defined and is at most countable. In order to construct A1,
for every formula 9 (xq,...,x,,x) € SF(¢) or which has the form fxj...x, = x (with
n-ary f € S) and ay,...,a, € Apn with B | Ixylay, ..., a,] we choose b € B such that
B = lay,..,an,b]. Let A}, the set of b’s chosen this way. Since SF(¢) and A, are
countable so is A},. Then A1 = Am U Aj,. Now we set A := U,pco Am. We have:

Obviously A is (at most) countable and S-closed, so A is the domain of an at most
countable substructure 2 of B. Now it is straightforward to prove by induction that for
all ¢(x1,...,x,) € SF(¢) and ay,..,a, € A, A | P[ay,...,a,] iff B = ¢[ay, ..., a,]. Then
A= ¢. O

S

Since for every £, -sentence there is an at most countable S such that ¢ € L7, .

already have Lowenheim-Skolem theorem for £, «:

we

Theorem 2.7. Every satisfiable £,,.,-sentence (or countable set of sentences) has an at most
countable model.

2.3. Cardinality quantifiers

Cardinality quantifiers were first suggested by Mostowski [11] in 1957 in the frame-
work of his more general concept of generalized quantifiers, and they significantly expand
the expressive power of the language. We focus on the most basic example: the logic
£(Qop), where Qpx¢ means "there are infinitely x satisfying ¢".
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Let « be an ordinal and consider the first-order logic £, with identity. We form the
logic £(Qa) by adding to £, a new quantifier Q,x which will be interpreted as "there
are X, many x"2. Then we add the rule

» If p(x) is a formula then so is Qux¢.

The satisfaction relation is expanded in the natural way. Let ¢(x, x1...,x,) be a L°(Qy)-
formula and ay, ...,a,, € A. Then

A = Quxglay, ..., a,] iff [{b € A|2A = ¢[b,ay,...,an]}| > Na.

Now, we turn to the particular system £(Qp). This logic builds in the finite/infinite
distinction missing from first-order logic. Consider the set

I = {~Qoxx = x} U{gsn|n > 2}.

It is clear that every finite subset is satisfiable, but I' itself is not, hence the Compactness
theorem does not hold in £(Qp).

However, Lowenheim-Skolem theorem does hold: we just have to use the argument of
Lemma 2.6 and make a similar construction taking countably many elements into A,
whenever we have B = Qox¢[ay, ..., ay|, with aq, ..., ay, € Ay

Furthermore, the structure of natural numbers can also be axiomatized in this logic, the
only difference with respect to previous examples is that we have to expand our language
to include the usual order relation.

Indeed, the following axioms, along with (a) and (b) in Remark 2.1, characterize
(w,0,0,<) up to isomorphism:

 Vx=Qoy(y < x)

VaVy(x <y < o(x) < o(y))
n Vx(x #0— 0 < x)

VaVy(x <y <> (o(x) =y Vo(x) <y))
» "< is a linear order without last element".

The incompactness of £(Qp) is a great disadvantage, and it turns the system quite
useless for mathematical purposes. For that reason, model theorists have headed their
attention to better behaving extensions such as £(Q;) which we present in Chapter 6.
£(Qp) remains as an example of a natural logic which turns out to be unsatisfactory.

%In the standard representation of infinite cardinals, X, represents the a-th infinite cardinal. For example, X,
is the first uncountable cardinal.
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Chapter 3

An algebraic characterization of
elementary equivalence

We now introduce partial isomorphisms and the back-and-forth method, a well sta-
blished technique in model theory that constitutes the basis for the algebraic character-
ization of elementary equivalence we seek. The main result of the chapter is, therefore,
Fraisse’s theorem, which states that for two structures 2 and 25, being elementarily equiva-
lent is tantamount to being isomorphic in a sense we introduce in 3.1. This result provides
us with a new way to disprove the elementary equivalence between two structures with-
out any reference to first-order language. This approach will be very useful in the proof
of Lindstrom’s theorem.

In the first subsection we present all the theoretical machinery we need for Fraissé’s
theorem, including the key notions of two structures being finitely (partially) isomorphic,
and in 3.2 we give a complete proof.

The entire chapter follows the spirit of [5]. For a classical discussion of the back-and-
forth method and some of its consequences, see [1].

3.1. Partial isomorphisms and back-and-forth

Cantor was the first to understand that partial isomorphisms can be extended to an
isomorphism provided the structures in which they are defined are countable. Using this
idea, he proved that any two countable and dense linear orderings without endpoints are
isomorphic, which in an abstract version, can be stated as Lemma 3.4(d). The technique
he used is now called back-and-forth method, and is widely used in model theory. We
start by defining partial isomorphisms:

Definition 3.1. Let 2 and B be S-structures and let p be a map such that dom(p) C A and
rg(p) C B. Then p is a partial isomorphism from A to B if and only if p has the following
properties:

1. p is injective.
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2. pis a morphism in the following sense:

a) Forn-ary P € Sand ay,...,a, € dom(p), P*ay ...ay, iff PP p(ay)...p(an).

b) Forn-ary f € Sanday, ...,an,a € dom(p), f2(ar, ..., an) = aiff f= (p(ar)..p(an)) =
pla)-
c) Forc € Sand a € dom(p), c* = aiff c® = p(a).

We write Part(2, B) for the set of all partial isomorphisms from 2 to B.

Definition 3.2. 2 and B are finitely isomorphic (A = B) if and only if there is a sequence
(L)) new such that:

(a) Every I, is a nonempty set of partial isomorphisms from 2 to B.

(b) (Forth-property) For every p € I, and a € A, there is q € I, such that p C q and
a € dom(q).

(c) (Back-property) For every p € l,y1 and b € B, there is q € I, such that p C q and
berg(q).
We can informally understand (b) and (c) as follows: partial isomorphisms in I, can
be extendend n times and these extensions lie in I,,_1, ..., I.

Definition 3.3. 2 and B are partially isomorphic (A =2, B) if and only if there is a set I such
that:

(a) Iis a nonempty set of partial isomorphisms from 2 to B.
(b) (Forth-property) For every p € Iand a € A, thereis q € I such that p C qand a € dom(q).
(c) (Back-property) For every p € I and b € B, there is q € I such that p C qand b € rg(q).

The following lemma lists the basic relations between all the notions of isomorphism
we have described.

Lemma 3.4. (a) IfA =B, then A =, B.
(b) IfA =y, B, then A =y B.
(c) If A =¢ B and A'is finite, then A = B.
(d) IfA =, B and A and B are countable, then A = 9B.
Proof. (a) If m:A =B, thenl: A=, B for [ = {r}.
(b) If I: A=, B, then (I)new : A =5 B.

(© If (In)new = A =, B and A has exactly r elements, A = {a1,...,a+}, we choose
p € I, 1. If we apply the forth property r times, we obtain g € I; such that ay, ...,a, €
dom(q) = A. If rg(q) # B, we take b € B\rg(q) and by the back-property there
would be a proper extension g’ of g in Iy with b € rg(q’). Since dom(q) = A, this is
not possible. Therefore g : 2 = B.
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(d) Suppose I : 2 =, B, A = {a;}ic, and B = {b;}jc.. Taking an arbitrary pg € I, we
can repeatedly apply the back-and-forth properties obtaining extensions p1, pz, ... €
I such that a; € dom(p1),b1 € rg(p2), a2 € dom(ps),by € rg(pa), ... and so on. That
is, a sequence (pn)new of partial isomorphisms in I that for all n satisfy:

(™ P € Pns1-
() If n =2r — 1, then a, € dom(py).
() If n = 2r, then b, € rg(py).

By (i), p := Uycw Pn is a partial isomorphism from 2 to 8. By (ii) and (iii), dom(p) =
Aand rg(p) = B, thus p : A = B.
O

3.2. Fraissé’s theorem

In this section, S will be a finite relational language. We can make any set relational
(i.e. having only relation symbols) by replacing functions and constants by their graphs.

We start with a easy but useful result that gives a first conection between partial iso-
morphisms and satisfaction relation (To simplify the notation, in this section L; will be
the subset of LY, composed by the formulas with r free variables vy, ..., v,_1).

Lemma 3.5. For ag,...,a,—1 € A and by, ..., b,_1 € B, the following statements are equivalent:
w p(a;) := b; for i < r determines a partial isomorphism from 2 to B.
= For every atomic formula ¢ € LS, A |= p[ag, ..., a,_1] iff B = ¢[bo, ..., by_1].

Proof. A straightforward induction. It can be found in XII. 1.2(c) in [5]. O

Remark 3.6. It is easy to check that, in general, a partial isomorphism does not preserve
the validity of formulas with quantifiers. For example, take S = {<} and let p the partial
isomorphism from (IR, <) to (Z, <) with dom(p) = {2,3} and p(2) = 3, p(3) = 4. Then

(IR,<) lZ 302(’00 <Ny < 01)[2,3],

but
not (Z, <) = Jva(vo < v2 Ava < v1)[p(2), p(3)].

However, there is still some subtle relation between partial isomorphisms and the validity
of formulas: following with the previous example, for any two a < b the validity of
(Z,<) = Fua(vg < va Avp < v1)[p(a), p(b)] is equivalent to the existence of a partial
isomorphism g which extends p and has (for example) ‘72ib in its domain. Clearly, in the
particular case with dom(p) = {2,3} and p(2) = 3, p(3) = 4, such extension does not
exist.
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This remark indicates the key idea for the algebraic characterization of elementary
equivalence: if the truth of formulas with quantifiers is preserved under partial isomor-
phisms, provided that these admit certain extensions, then elementary equivalence of
structures amounts to the existence of these extensions. Properly formalized, this is the
main result of the section:

Theorem 3.7 (Fraissé). For any two S-structures 2 and B,
A=V iffA=fB.

We devote the rest of the section to prove this theorem. First we define the quantifier
rank of a formula as the maximum number of nested quantifiers occurring in it:

Definition 3.8. For each ¢ € L3, we recursively define his quantifier rank as follows:
(a) qr(¢) = 0 if ¢ is atomic.
(b) gr(—¢) = qr(9).
() qr(eV ) = max{qr(¢),qr()}.
(d) qr(3xe) = qr(p) + 1.

Informally, the following lemma says that partial isomorphisms in I, preserve truth
value of formulas with quantifier rank < n.

Lemma 3.9. Let (In)new : 2 = B. Then for every ¢ € L7 with qr(¢) < n,any p € I, and any
ag, ..., a1 € dom(p), A = @lag, ..., a,—1] if and only if B = ¢@[p(ap), ..., p(a,-1)]-

Proof. We prove it by induction on formulas:
(a) For atomic formulas the result follows from Lemma 3.5.

(b) If ¢ = —p, then A |= @[ay, ..., a,_1] iff not A |= [ag, ..., a,_1], which is equivalent, by
induction hypothesis, to not B = ¢[p(ay), ..., p(a,—1)] iff B = ¢[p(ao), ..., p(a,—1)].

(c) For ¢ = ¢¢ V ¢ the proof is analogous.

(d) If ¢ = Ixy, we may assume x = v,. Because gr(¢) = qr(3xyp) < n, we have gr(¢) <
n—1. Now, A = ¢[ag,...,a,_1] iff there is a € A such that A |= ¢[ap, ..., a,-1,4],
and by induction hypothesis and the forth property of p, there is g4 € I,_1 such
that p C g, a € dom(q) and B = ¢[p(ap),....p(a,-1),4(a)], and taking b = q(a)
we have that there is b € B such that B = y[p(ap),..., p(a,_1),b], which means
B = ¢[p(ao), ..., p(ar—1)]. Now, using the back property and induction hypothesis,
the reciprocal is completely symmetric.

O

Corollary 3.10. If A = B then A = B.

18



Proof. Just use Lemma 3.9 withr =0, n = gqr(¢) and any p € I,. O

To prove the reciprocal, for any b" := by, ..., b,_1 € B we introduce certain formulas
(po%,b, € L} that will describe the isomorphism type of the substructure [by, ..., b,_1]®. For
n >0, 93, ,» will indicate to which isomorphism types b" can be extended in %8 by adding
n elements.

Our goal will be to build the formulas so that B |= ¢f; ,[b] for all n, and if A =
¢ pr[a'] for a” € A then the map a; — b; for i < r is a partial isomorphism that can be
extended back-and-forth # times.

Definition 3.11. We set ¢, := {¢ € L; | ¢ is atomic or negated atomic}. By recursion in n and
forall r and b" € B, we define:

P = No € ¢, |B = ob]},

Pty = Y0r \[ {9 | b € BY A \{30r gl 4y | b € B}
Remark 3.12. Since S is finite and only contains relation symbols, ¢, is finite and ¢, =
@. By induction on n, we easily obtain that the set {¢f; ,, [V" € B} is finite and the
conjunctions and disjunctions occurring in Definition 3.11 are finite, hence ¢g,  are first-
order formulas.
It is also easy to check, using induction over n again, that gr(¢p ) = n and B =
P (U] foralln € w.

Lemma 3.13. If A |= ¢, ,,[a"], then a” +— b" € Part(2A,B).

Proof. The case n = 0 is a consequence of Lemma 3.5. Let 2 = (p”gl}, [a"]. We choose

an arbitrary a € A. Since A = Vo, \V/{@ ;| b € B}[a’], there is some b € B such that

A = ¢4 rpla"al. By induction hypothesis, a’a +— b'b € Part(2,B), hence a" — b €

Part(2A,B). O
Forn € wweset J;, :={a" = b'|r € w,a" € A, b € Band2 = ¢}, ,[a"]}. Putting

everything together:

Lemma 3.14. (a) J, C Part(2A,B).
(b) Ifn > 0and A |= @iy (= ¢ o)), then @ € ]y, hence Jn # O.
(c) (Jn)new has the back-and-forth properties.

Proof. (a) Follows inmediately from Lemma 3.13.
(b) Is a direct consequence of the definition of J,.

(c)Let p =a" — b € Jy;pand a € A. Then A = q)”gbl, [a"], in particular, 2 =
Vor V{9 prp, | b € B}[a"]. Therefore, there is b € B such that %A = ¢{; ;, [a"a]. Then,
by Lemma 3.13, a"a — b'b € ], which extends p (forth-property). Since also 2 =
N F0r 9l 4y, | b € B}[a'], for each b € B thereis a € A such that 2 = ¢y, ,,[a"a] and,
again by Lemma 3.13, a"a — b"b € ], (back-property).

O
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We can finally prove the left-to-right direction of Fraissé’s theorem: If 2 = B, since for
n>1,% = ¢y, we have 2 |= ¢f, and by the previous lemma we get (Ju)new : % =5 B.

In the proof of Lindstrdom’s theorem we will not need Fraissé’s theorem in its full
extension, so we now state a weaker version of it which is going to be used in the next
chapter.

Definition 3.15. Two structures are said to be m-isomorphic (A =, B) if there is a sequence
Iy, ..., Im of nonempty sets of partial isomporphisms from 2 to B with the back-and-forth properties.

By Lemma 3.9 we know that the partial isomorphisms in I, preserve the validity of
formulas with quantifier rank < m, so if we write 2f =, B in case % and ‘B satisfy the
same sentences of quantifier rank < m, by the Fraissé’s theorem we know that 2 =, B if
and only if & =, B.

It is very common to present these theorems in a game theoretical form so that the ins
and outs of the relation between elementary equivalence and partial isomorphisms are
easier to handle. These games are known as Ehrenfeucht-Fraissé games or back-and-forth
games, and play an important role in theoretical computer science, since they are also
valid in finite structures. For a game-theoretical approach to the results in this section we
refer to [14].
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Chapter 4
Lindstrom’s theorem

In this chapter we prove one of the main results of this work: Lindstrém’s first theorem.
Informally, this states that first-order logic is the most expresive among those that still
satisfy the Compactness and Lowenheim-Skolem theorems. We first formalize the notion
of a logic "being more expresive than" other and in section 4.2 we prove Lindstrém’s
theorem using the results from Chapter 3. The whole chapter follows [5] and [2].

4.1. Logical systems

In the following we give an abstract definition of logical system that collects properties
shared by all the logics we have considered. As we mentioned before, the idea goes back
to Lindstrom’s definition of abstract logic or generalized first-order logic in [10].

Definition 4.1. A logical system £ consists of a function L and a binary relation =g¢. L maps
every language S to the set L(S) of S-sentences of £ and |=g¢ is a relation between structures and
sentences of £. The following properties hold:

(a) If Sy C Sy, then L(Sp) C L(Sy).
(b) If A [=¢ @, then A is an S-structure for some language S and ¢ € L(S).
(c) (Isomorphism property) If A =g @ and A = B, then B |=¢ ¢.

(d) (Reduct property) If Sog C S1, ¢ € L(So) and A is an Sy-structure, then A =g ¢ iff
2[|50 Fe o

If £ is a logical system and ¢ € L(S), we can define
Mod%, () := {2 |2 is an S-structure and 2 =¢ ¢}.
This suggests the following definition for the relative expresive power of logical systems:
Definition 4.2. Let £ and £* be logical systems.

(a) Let S be alanguage, ¢ € L(S) and i € L*(S). The sentences ¢ and i are said to be logically
equivalent iff Mod$, (¢) = Mod%. (¢).
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(b) £*isat least as strong as £ (£ < £*) iff for every S and every ¢ € L(S) thereisa ¢ € L*(S)
such that ¢ and  are logically equivalent.

(c) £and £ are equally strong (£ ~ £°) iff £ < £ and £* < &,

We can now define some general semantic notions in an analogous way to £.,,. For
example, ¢ € L(S) is said to be satisfiable if Mod$, # @. Also, if @ C L(S) then @ |=¢ ¢
iff every model of ® is a model of ¢.

Definition 4.3. A logical system if said to be regular if it satisfies the following three properties:
= Boole(£) (£ contains Boolean connectives):

(a) Given S and ¢ € L(S), there is € L(S) such that for every S-structure A, A =g P
iff not A =¢ ¢.

(b) Given Sand ¢, € L(S), thereis x € L(S) such that for every S-structure 2, A =¢ x
iff A =g porAl=e ).

n Rel(L£) (& permits relativization):

For S, ¢ € L(S) and unary U, there is ¢ € L(SU{UY}) such that (A, U4) |=¢ ¢ iff
[UAT |=¢ @ for all S-structures 2 and all S-closed susbsets U4 of A.

» Repl(L) (£ permits replacement of function symbols and constants by relation symbols). As
we have already done in previous chapter, the most common way to replace functions and
constants by relations is to define their graph as a new relation.

It is easy to prove that first-order logic is regular. The same arguments in the case of
Lo are valid, with minimal changes, to prove that all the logical systems considered here
are regular too.

For a regular logical system such that £,, < £, let ¢* be a L(S)-sentence equivalent
for the first-order S-sentence ¢. We can define ®* = {¢* | p € P}.

We introduce abbreviations for the properties we are going to consider in Lindstrém’s

theorem:

» LSko(£) (Lowenheim-Skolem Theorem holds for £): If ¢ € L(S) is satisfiable, then
there is a model of ¢ whose domain is at most countable.

= Comp(£) (The Compactness Theorem holds for £): if & C L(S) and every finite
subset of @ is satisfiable, then @ is satisfiable.

The following lemma is an easy but helpful consequence of Comp(£):

Lemma 4.4. Suppose Comp(£) and let U {@} C L(S) and ® |=¢ ¢. Then there is a finite
subset ®y C P such that Py |=¢ ¢.

Proof. Choose —¢ by Boole(£). Then ® U {—¢} is not satisfiable, and by Comp(£) there is
a finite subset ®) C ® so that ®y U {—¢} is not satisfiable, i.e., Py =¢ ¢. O
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4.2. Lindstrom’s theorem

In the following, let £ be a regular logical system with £,, < £.

Lemma 4.5. Suppose Comp(£) and ¢ € L(S). Then there is a finite subset Sy C S such that for
all S-structures A and B, if QL\SO o %‘50 then A =¢ ¢ iff B = ¢

Proof. Let @ be the set of the following S U {U, V, f }-sentences:
o JxUx, IxVx, Vx(Ux — Vfx), Vy(Vy — Ix(Ux A fx =y)),
» VaVy((Ux AUy A fx = fy) — x = y) and, for every R, € S,
n VxpVa (Uxg A e AUXy) — (Rxqp ... X < Rfxp... fxy)).

® says that f is an isomorphism between the substructure induced by U and the one
induced by V. Then ®* =g ¢t > V-

In fact, if 2 is an S-structure and (2, U4, V4, f4) =g ®*, U4 and V4 are nonempty
and f4| 4 is an isomorphism from [U4]* to [VA2. Then [UA]* =g o iff [VA]? = o,
and by Rel(£), (A, U4) =g pY iff (A, VA) |=¢ ¢V. Finally, by the reduct property and
Boole(£), (2, U4, VA, fA) e g < ¢V,

Now, by Comp(£) there is a finite &y C ® such that &} = pY < y" and we may
choose a finite Sy C S such that ®( consists of Syp-sentences.

Suppose 71 : A|g = B|g . We can assume, without loss of generality that ANB = @ (if
AN B # @just take an isomorphic copy of B). We define over C := AUBan SU{U,V, f}-
structure (€, uc, ve, f C):

» RE:=RAURSB, forR €8S.
» UC = A, VE=B.
» fC such that fc|uc =T

Then (¢, UC,VE, f€) o @, thus (¢, UC, VS, fC) e ¢ < ¢V, and by Rel(£),
A=e Piff B = ¢ O
From now on, S will be a relational language and ¢ an L(S)-sentence not logically

equivalent to any first-order sentence. The following lemma says that there are structures
20 and B with 2 =¢ ¢ and B |=¢ —1p, which are identical with respect to £4,.

Lemma 4.6. Let S be a relational language and € L(S) a sentence which is not equivalent to
any first-order sentence. Then for every finite So C S and every m € w, there are S-structures 2
and B such that:

Alg, =m Blg,, A e pand B =g .

Proof. Let Sy C S be finite and m > 1. We set, following Definition 3.11,

¢ = \/{go’g‘ls() |2 is an S-structure and A ¢ ¢}.
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As we saw in the previous chapter, ¢ is a first-order sentence. Obviously ¢ — ¢™ is valid,
and since 9 is not logically equivalent to ¢ (hence not to ¢*), there is an S-structure B
such that B =¢ ¢* and B =¢ —9. Now, B |= ¢ means that there is an S-structure 2 such
that 2 =¢ ¢ and B |= (P}gl\so' Therefore, we finally have 2| =, Bl . O

In the proof os Lindstrém’s Theorem we are going to use the fact that this result can
be formulated in £. With that goal in mind, we turn to such a formulation.

For m € w we choose 9,2, %B,So and (In)n<m such that (In)u<m : Alg, =m Blg,,
AEepand B =g —p. Let ST =SU{c, f,P,U,V,W,<,1,G} where c is a constant, f is a
unary function, P, U, V, W are unary relations, <, I are binary relations and G is a ternary
relation. We are going to define an S*-structure € that contains 2 and B and will allow
to describe the m-isomorphism property by including the partial isomorphisms from I
as elements of its domain:

» C=AUBU{0,...m}UU,<p In-
» UC = Aand [UC)%s =92, VC = Band [VC]%s = 8.

» WC ={0,...,m} and < is the natural order in WC. Furthermore, c¢ = m and flwe
is the predecessor function in W€, i.e, f¢(n +1) = n, for all n < m and f(0) = 0.

s PC=U,cp In-

= [Cnpiffn <mandp € I,

GCpab iff P¢p, a € dom(p) and p(a) = b.

¢ is then a model of the conjunction, yx, of the following finite set of sentences of L(S™),
which yields the desired formulation of the m-isomorphism property:

(1) Vp(Pp — VxVy(Gpxy — (Ux A Vy))).
() Vp(Pp — VxVx'VyVy' ((Gpxy A Gpx'y') = (x =x" <y =Y))).

(1) For every n-ary R € Sy, Vp(Pp — Vx1..Vx,Vy1..Vyn ((Gpxiys A ... A Gpxnyn) —
(Rx1...xn <> Ry1.-Yn)))-

(zv) The axioms of partial orderings.
(V) Vx(Wx > (x=cVIy(y <xVx<y))) AVx(Wx — (x <cVx=rc)).
(vi) Vx(Jy(y < x) = (fx <xA-3z(fx <zAz <x))).

(vir) Vx(Wx — 3p(Pp A Ixp)).

(vimn) VaVpVu((fx < x A Ixp AUu) — FgFo(Ifxg A Gquo AVX'VY (Gpx'y' — Ggx'y'))).
(1x) VaVpVo((fx < x Alxp A Vu) — 3q3u(Ifxq A Gquo AVx'Vy' (Gpx'y' — Ggx'y'))).
() xUx A JyVy ApY A (=)
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Remark 4.7. » The reader can easily check the meaning of the above sentences in the
structure €. As an example, (i) and (ii) say that P is a set of partial isomorphisms
and (viii) and (ix) say that P has the back-and-forth properties.

= X does not depend on m.
= We use first-order sentences as an intuitive notation for corresponding L(S)-sentences.

» For every m € w there is a model € of x in which the domain WC of <C consists
exactly of m + 1 elements.

The next important lemma paves the way towards Lindstrom’s theorem and shows the
role of LoSko(£) in it.

Lemma 4.8. Assume LiSko(L). Then (a) or (b) holds:
(a) There are S-structures 2 and B such that A ¢ ¢, B e ¢ and A = B .

(b) In all models © of x, WP is finite.

Proof. We divide the proof in two parts:

First we show that if the ST-structure ® is a model of x in which the domain WP of <P
is infinite, then UP and VP are universes of S-structures 2 := [UP]®ls and B := [VP]?ls
such that % |=¢ ¢, B |=e ¢ and A5 =p B,

Indeed: Since D satisfies the sentence (x), UP, VP # @ and since S is relational, UP
and VP are domains of S-structures. Again by (x), ® ¢ pY, D =g (—¢)V and therefore
A =e ¥, B e ~¢. From (i), (i) and (iii) we know that every p € PP corresponds via
GP to a partial isomorphism from Alg, to B . We build the set I in the following way:
Since WP is infinite and cP is the last element of <P, <P has an infinite descending chain:
v <P (f20)D <P (fe)P <P cP. We set I := {p|there is an n with IP(f"c)Pp}. By (vii)
we know that I # @, and by (viii) and (ix) that I has the back-and-forth properties, hence
the first claim is proved.

Now, suppose that (b) does not hold. So there is a model of x in which W is infinite.
We may assume that the domain of the model is countable:

Let © a model of x with WP infinite. Let Q be a new unary symbol and let 0 be the
L(ST u{Q})-sentence: # = Qc AVx(Qx — (fx < x A Qfx)), with QP := {(f"c)P |n €
w}. Then (D,QP) =¢ x A6, and by LSko(£) there exists a countable model (&, QF) of
x A 6 (hence a model of x) with infinite WE.

So, using LoSko(£) we may assume the domain of ® to be countable. Then, by the
first part, ™A =, B|g, . Since both models are countable, they are isomorphic by Lemma
3.4(d) and (a) is satisfied.

O

We can now summarize all the information we have in the following result:

Lemma 4.9 (Main Lemma). Let £ be a regular logical system with £, < £ and LoSko(L). Let
S be a relational language and € L(S) not logically equivalent to any first-order sentence. Then
(a) or (b) holds:
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(a) For all finite subsets Sy C S there are S-structures A, B such that A |=¢ ¢, B |=¢ — and
A, = B,
0 0

(b) For a unary relation symbol W and a suitable SU {W} C ST with finite St \ S, there is an
L(S*)-sentence x such that:

(1) In every model € of x, WC is finite and nonempty.

(11) For every m > 1 there is a model € of x in which W€ has exactly m elements.

Finally, we show:

Theorem 4.10 (Lindstrom’s First Theorem). For a regqular logical system £ with £y < £, the
following is true:
If LoSko(L) and Comp(L), then £ ~ L.

Proof. Assume that there is € L(S) not logically equivalent to any first-order sentence.
We can assume S is relational. Since Comp(£) holds, the meaning of ¢ depends only on
finitely many symbols, so we can choose a finite Sy C S such that for all S-structures 2
and B, Alg = Bg .

Then Lemma 4.9(a) is not satisfied and 4.9(b) must hold: there is a L(S™)-sentence x
which satisfies 4.9(b)(i) and 4.9(b)(ii). But this contradicts Comp(£): By 4.9(b)(i), {x} U
{"W contains at least n elements" |n € w} is not satisfiable but by 4.9(b)(ii), every finite
subset has a model. The contradiction arises by the assumption that such ¢ exists, so the
theorem is proved. O

The technicalities of the proof we have just developed can easily distract us from un-
derstanding the role of the Compactness and Léwenheim-Skolem theorems in it. To clarify
it, we describe the main idea of the proof:

Starting with the assumption that ¢ is a L(S)-sentence which is not logically equivalent
to any first-order sentence, for any m > 1 we obtain structures 2 and B with A =¢ ¢,
B ¢ P and 2A =, B. By Comp(£) we get structures 2l and B with 2 =¢ ¢, B |=¢ ¢
and 2 =, B. Now LoSko(£) allows to find countable structures which satisfy the previous
relations, therefore, by Lemma 3.4(d), 2 =¢ ¢, B |=¢ —9p and A = B, a contradiction.

One could point out that the name of Lindstrom’s first theorem suggests that there is at
least a second one. In fact there are a handful of characterizations of first-order logic which
are equivalent to Lindstrom’s first theorem grouped under the generic name of Lindstrom’s
theorems. For a discussion of different characterizations of first-order logic see chapter III
in [2].
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Chapter 5

Elementary extensions and the
omitting types theorem

In this chapter we introduce two basic techniques of model theory with a wide range
of applications. Our goal is to use them in the next chapter, and with that instrumental
purpose in mind, we just develop the necessary tools to prove the two main theorems. For
a extense exposition of the topics treated here see [4].

5.1. Elementary extensions

Definition 5.1 (Elementary extension). Let A and B be structures of the language S. We say
that U is an elementary substructure of B (or that B is a elementary extension of 2) if A C B
and for every formula ¢(x1, ..., x,) in LS, and every n-tuple ay,...,a, € A, A |= ¢[ay, ..., an] if
and only if B |= $play, ..., an). In this case we write A < B.

Remark 5.2. The following points give some basic properties of elementary extensions:
(1) A=A
2 IfA<PBand B < € then A < €.
B) IfA<XE, B <Cand A C B then A < B.

Remark 5.3. Obviously, if 2 < B, we have 20 = B, but not viceversa:

» Let B = (w, <) and A = (w \ {0}, <). Since they are isomorphic, 2 = B, but when
¢(y) =Vx(y < xVy = x), we have A |= ¢[1] and B ¥ ¢[1], which means A £ B.

The following theorem gives a necessary and sufficient condition for a substructure to
be elementary.

Theorem 5.4 (Vaught-Tarski test). Let B be a structure in the language S and 2A C B. The
following are equivalent:
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(1) A <B.

(2) For every ay, ...,an € A and every formula ¢(xq,...,xn) € LS., if B | Ixiplay, ..., an],
then there is a1 € A such that B |= ¢[ay, ..., an].
Proof. The first implication is trivial and we can turn to prove the reciprocal by induction
on ¢.

The induction is easy to carry out for atomic formulas and for sentential connectives.
Now assume ¢(xp, ..., Xz) = Ix19(x1,..., xn). Given ay,....a, € A, if A |= Ixy@[ay, ..., an],
then there is a1 € A such that 2 |= ¢lay, ..., a,]. By hypothesis, B = ¢[ay, ..., a,], whence
B = dxy@[ay, ..., a,]. On the other hand, if B = Jxj¢lay, ..., a,], by assumption, there
is a1 € A such that B = ¢[ay, .., a,]. Finally, by induction, A |= ¢[ay,...,a,] and A =
Ixy@lay, ..., an].

O

We now introduce the definition of elementary chain of models. The idea behind is
that we can build a new model considering the union of the models in the chain.

Definition 5.5. Let « be an ordinal. A chain of models of lenght « is a sequence (2;,i < a) of
models where A; C ;1 for every i < a. The chain is elementary if A; < 2; for every i < j < a.

Remark 5.6. We can build the union of the chain, 2 = |J;, 2;, in the following way:
@) A =Ui<q Ai-
(b) Ifc € S, then ¢ = ¢, where i < a is arbitrary.
(c) If R € S is a relation symbol, R* = -, R*.

(d) If f € Sis an n-ary function symbol and a1, ...,a, € A, fm(al,...,an) = fmi(al,...,an),
where i < « and ay, ...,a, € A;.

The following lemma gives the inspiration for the next theorem. The proof is trivial by
the construction of 2.

Lemma 5.7. Let (;,i < &) be a chain. A = U, ; is a model such that A; C A, for every
j<a

We are now ready to prove the main result in this section, a classical result in model
theory attributed to Tarski. It will prove to be very useful in the next chapter.

Theorem 5.8. If (;,i < ) is an elementary chain, g < Uj, A, for every p < a.

Proof. Let A = ;-4 ;. We prove the following for all formulas ¢(x1, ..., x,) € L, and for
every B < &, ay,..., 4y € Aﬁ:

Ag = play, ..., an] if and only if 2 = ¢lay, ..., ay].

The case of atomic formulas and sentential connectives is an easy routine. Assume ¢ =
Jx1¢ and ay,...,an € Ag. If Ag = ¢lay, ..., a,], then there is a; € Ap such that Ag =
Ylay, ..., an]. By induction hypothesis, A = ¢ay, ..., a,], hence 2 |= Ix ¢[ay, ..., an].
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On the other hand, 2 = Jx1¢[ay, ..., a,] means that there is a1 € A such that A =
Y[ay,...,an]. Then for some v < &, a1 € A,y and ay,...,a, € A,. By induction, A, |=
Play, ..., a,), hence 2, |= Iy [ay, ..., a,]. If v < B we are done, so we may assume B < 7.
Since A < A, we have, by definition, g E Jx1¢lay, ..., an). O

5.2. Omitting types

Recall that a theory T C L3, is a satisfiable set of sentences that is closed under

consequence. A theory is complete if for every S-sentence ¢ we have ¢ € T or ¢ € T.

Definition 5.9. Let 2 be a model, ay, ...,a, € Aand ¥. = {0;(x1, ..., xn) € LS., |ie I}. We say
that ay, ..., ay realizes ¥ in 2 if and only if for every o; € X, A = oj]ay, ..., an).

Definition 5.10. We say that A omits X if and only if A does not realize %, that is, if and only if
there are not ay, ...,an € A such that 2 |= o;[ay, ..., an] for every o; € %.

Remark 5.11. If ¥ is finite, it is easy to determine whether 2 omits X: 2 realizes ¥ =
{01, ...,om} ifand only if A = ¢ := Ixy ... x4 (01 Ao A o).

Definition 5.12. We say that a formula o(x1, ..., x,) € LS, is consistent with a theory T if and
only if there is a model of T which realizes o. More generaly, © = {o;(x1,...,x,) € L3, |i € I}
is consistent with T if and only if T has a model which realizes X.

Definition 5.13. Let X(x1,...,X,) be a set of formulas from the language S. We say that ¥ is
isolated in T if and only if there is ¢(x1, ..., x,) € LS, such that:

1. ¢ is consistent with T.
2. T = ¢ — o forevery o € L.
If such ¢ does not exist, we say that ¥ is not isolated in T.

Remark 5.14. It is easy to check that if X is not isolated, for every ¢ € L?,, consistent with
T there is 0 € X such that ¢ A =0 is consistent with T.

The following result is the converse of the omitting types theorem, with the extra
condition that T has to be a complete theory.

Proposition 5.15. Let T a complete theory of L and ¥.(x1, ..., x,) a set of formulas. iF T has a
model which omits ¥, then X is not isolated in T.

Proof. We will set that if ¥ is isolated in T, then every model of T realizes X. Let
¢(x1, ..., xn) € LS, a formula consistent with T such that T |= ¢ — o, for every ¢ € . Let
2 a model of T. Since T is complete, T |= 3x7 ... x,¢, i. e, there are a4, ...,a, € A such that
A = ¢[ay, ..., an], and by propositional logic, 2 = o[ay, ..., a,] for every o € X. This clearly
means that aq, ..., a, realize % in L. O

We now formulate the omitting types theorem in the case of one free variable. Both
the result and the proof are the same for the n variable case, but the notation becomes
needlessly complicated.
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Theorem 5.16 (Omitting types theorem). Let T be a consistent and countable theory of L3,
and ¥ = X(x) a set of formulas. If ¥ is not isolated in T, then T has a countable model which
omits X.

Proof. Assume that X is not isolated in T. Let C = {¢;|i < w} be a countable set of
new constants and consider S’ = SUC. § is still countable and we can arrange the
sentences of LS, ¢0, ¢1,... Now are going to build an increasing sequence of theories
T=TyCTy CT, C.. such that:

(1) Every Ty, is consistent and a finite extension of T made up by sentences of Li,%,{c’ i<m}

(2) ¢m € Ty41 or =y, € Typy1q for every m € w.
(3) If ¢y = Ixp(x) and ¢ € Tyyi1, then P(c) A =0 (cm) € Ty, for some o € X

First we construct the sequence satisfying (1)-(3). Assume that we already have T),. If
¢y is not consistent with T,,, ~¢,, will. If T}, is consistent with ¢, (or —¢,) and ¢, does not
start with an existential quantifier, T, .1 = T, U {¢n} (or Tp,11 = T, U {—¢n}). In the case
¢n = JxP(x) is consistent with T}, let ¢ be the conjunction of the sentences from T, \ T.
Let x(co, ..cn—1,%) = ¢ Ap(x). Then Ixg...x,_1x(x0,...,Xy_1,x) is consistent with T.

Since % is not isolated in T, there is ¢ € ¥ such that 3xq ... x,,_1x(x0, X1, X) A =0 (x)
is consistent with T. And in conclusion, we can ensure that x(co,...c,_1,¢x) A —0(cy) is
also consistent with T, guaranteeing that T, 1 = T, U {¢p(cx) A —0(cy)} is consistent.

Once the sequence is constructed, we can consider T, = U, < Tn- By (1) and (2) we
know that T, is a maximal consistent theory in LCSUIW. Let B’ = (8,C?®) be a countable
model of T, and consider 21" = (2, C%), the submodel of B’ generated by CO%I, cl%,, ... By
(3) we know that T, has witnesses in C, so by Lemma 1.18 A = {Ci%/} i<w- Clearly 2 is a
model of T, hence 2 is a countable model of T.

Now we are ready to prove that 2 omits ~. Assume that a € A is a realization of 2.
In that case, a = c;?/ for some n < w. Consider the sentence ¢, = Jxx = c,. Since the
sentence is consistent with Ty, there is ¢ € X such that (¢, = ¢x) A =0 (cm) € Tyys1 by (3),
whence T, = —0(c,). This means that 2 = —c[a] in contradiction with the assumption
that a realizes X. O

For a topological proof of Theorem 5.16, see [3].
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Chapter 6

Logic with the quantifier "there
exist uncountably many"

As we have mentioned, the idea of adding quantifiers to first-order logic goes back to
Mostowski [11]. For obvious mathematical reasons, cardinality quantifiers were a natural
way of doing it, and Fuhrken [6] and Vaught [16] were the first to study compactness and
completeness for the logic £(Q;), obtained by adjoining the quantifier Q; (there exists
uncountably many) to first-order logic. The first systematical study of £(Q;) was due to
Keisler [8], whose paper is the basis for our exposition. The main result in this chapter
is the Completeness theorem for £(Q;), that has countable Compactness as a corollary.
As a proper extension of first-order logic, £(Q1) will not satisfy both the countable Com-
pactness and the Lowenheim-Skolem theorems, but we will show that it is very close to
satisfying them, and in that sense £(Q;) will be the best behaving extension studied here.

6.1. The language L(Q)

From now on we will consider the first-order logic £, with identity. We form the
logical system £(Q;) by adding to £, a new quantifier Q1x which will be interpreted
as "there are uncountably many x". Then, the set of formulas of L5(Q) is the least set
@ which contains all the atomic formulas of £, and satisfies the following: If ¢, ¢ € ®
and y is a variable, then ¢ A ¢, =@, Fyp and Qyg € ®. From now on we follow Keisler’s
notation, writing Q instead of Qj, L for the language and L(Q) for the formulas in the
language L.

Our way of dealing with L(Q) will be to reduce it to first-order logic in some manner
we may apply first-order model theory to obtain the desired results. This approach will
rely on weak models as they were introduced by Keisler:

Definition 6.1. A weak model for L(Q) is a pair (A, q) such that 2 is a first-order structure
and q is a set of subsets of A. Given a n-tuple a4, ...,a, € A and the formula ¢(vy, ..., v,) € L(Q),
the satisfaction relation is defined in the usual way by induction on the complexity of ¢, and the
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Qx clause in the definition is:

(R, 9) = Qunglar, ., an] #ff {b € A[(X,q) = @la, . @n1,b,8m11, . an]} €
form < n.

In a weak model the validity of Qx depends on some subsets of the universe, and
when those subsets are exactly those we expect, we have an standard model:

Definition 6.2. 2 is an standard model of L(Q) if it is a weak model (2, q) where q is the set of
all uncountable subsets of A.

Thus an standard model interprets Qx appropiately as "there are uncountably many
x".
While the downward Léwenheim-Skolem theorem fails in L(Q) (consider the sentence

Qx(x = x)), a modified version of it holds:

Theorem 6.3 (Downward Lowenheim-Skolem theorem for < wy). If A is an standard model
of L(Q), then there exists B < A (where < means that B is an elementary substructure of A
in L(Q)) such that |B| < wy.

Proof. Assuming |A| > w; (otherwise the argument is done), the usual proof of the down-
ward Lowenheim-Skolem theorem can be easily modified to provide w; witnesses to each
Qx¢(x) instead of only one, see for example Lemma 2.6. O

Compactness theorem for £(Q) is proved here following the classical method: first
prove completeness and then derive compactness from it. This means that we have to give
a deductive calculus for L(Q), that is, a set of axioms and rules of inference, and prove the
Completeness theorem with it. We now introduce axioms for L(Q). This will be schemes
of formulas which are obviously true in all standard models:

Axiom 0 All the axiom schemes for £.,.
Axiom 1 —Qx(x =y Vx =z);

Axiom 2 Vx(¢ — ¢) — (Qxe — Quxyp);
Axiom 3 Qx¢(x) <> Quo(y);

Axiom 4 QyIxg — (IxQye V QxTye);

The intuitive content of Axiom 1 is: "every set of power < 2 is countable". The intuitive
content of Axiom 2 is: "every set with an uncountable subset is uncountable". Axiom 4
says "If Uyex 4x is uncountable then either some 4y is uncountable or X is uncountable".
Vaught and Fuhrken proposed this set of axioms and conjectured that L(Q) was complete
with them, but did not give a proof.

We hope the reader is now convinced that the following lemma is straightforward:

Lemma 6.4. Every model 2 of £, is a standard model of the axioms of L(Q).
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It is easy to find weak models which do not satisfy the axioms of L(Q). However,
there are weak models (other than the standard models) which do satisfy the axioms. For
example, if g is the set of all infinite subsets of A, (2, q) is a weak model of all the axioms

of L(Q).

The rules of inference if L(Q) are the same as for £:
Modus ponens: From ¢ and ¢ — 1 we infer .
Generalization: From ¢ we infer Vxg.

The following four lemmas give L(Q) versions of basic proof-theoretical properties
of first-order logic. Their first-order proofs can easily be modified for this case, so we
enunciate them without proof.

Lemma 6.5. Let (2, q) be a weak model of all the axioms of L(Q). If - ¢, then (,q) = ¢. If
Y+ @and (2, q) is a weak model of X, then (A, q) = ¢.

Lemma 6.6. If X is a set of sentences of L(Q) and X has a standard model, then X is consistent
in L(Q). If A is a standard model of ¥ and X & ¢, then ¢ holds in 2.

Lemma 6.7 (Deduction theorem). Let X be a set of sentences of L(Q) and ¢ a sentence of L(Q).
IfFXU{e}tFypthen 2+ ¢ — 1.

Lemma 6.8. Let ¥ be a maximal consistent set of sentences of L(Q). Then for all sentences ¢,

of L(Q) we have
peXiffepgr

and
pANpeliffpeXand p € L.

The following lemma shows that certain formulas are provable in L(Q). They will be
used during the proof of the Completeness theorem.

Lemma 6.9. Let ¢, be formulas, and x,y distinct variables, of L(Q).
(1) F Qxg — Ixg.
(1) - 3IxQue — QyIe.
(111) If x does not occur free in ¢, then = Qx(¢ A p) — ¢ A Qxip.
(1v) F Qx(¢ Ap) <> Qxg V Qxy.
(V) B Qxe A =Qxyp — Qx(¢ A=),
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Proof. (1) Let y,z no occuring in ¢. By propositional logic,
F-3xp - Vx(p —» (x=yVx=2z)).
By Axiom 2 and propositional logic,
F—-dxp — (Qxp — Qx(x =y Vx =z)).

Now using Axiom 1, - =-3x¢ — —Qx¢ and (i) follows form propositional logic.
The rest of the formulas are derived in a similar way, but the proofs would be too long
for this section. They can be found in pages 9-12 of [8]. O

6.2. Completeness theorem for L(Q)

From now in L will be a countable language. In this section we shall prove the follow-
ing:

Theorem 6.10 (Completenes theorem for L(Q)). Let X be a set of sentences of L(Q), then ¥
has a standard model if and only if ¥ is consistent in L(Q).

One direction is elementary and is stated in Lemma 6.6 above. We are going to prove
the hard direction: If £ is consistent in L(Q) then X has a standard model. In a first stage,
we will use Henkin’s method of constructing models to show that X has a weak model
in which certain types can be omitted. Then we will construct a standard model from an
elementary chain of weak models.

Definition 6.11. Let I' be a set of sentences of L(Q) and C a set of constant symbols of S. C is
said to be a set of witnesses for T iff for every sentence of the form Ix¢(x) there is ¢ € C such that
I'F 3xp(x) — ¢(c).

Lemma 6.12. Let I be a maximal consistent set of sentences of L(Q) and let C be a set of witnesses
for T. Then T has a weak model (2, q) such that every element of A is the interpretation of some
ceC.

Proof. Let Ty be the set of all first-order sentences in I'. Then by Lemma 6.8, I’y is a maximal
consistent set in £,,. Moreover, C is a set of witnesses for Iy, so it follows from Henkin's
proof of the completeness theorem that 'y has a model 2 such that every element of A is
the interpretation of some ¢ € C. If ¢ is the interpretation of c € C, A = {¢|c € C}. Our
goal now is to make 2 into a weak model (2, q) of I'. For each formula ¢(x) of L(Q) with
only one free variable x, let

Sp={¢lceCandTF ¢(c)}.
We then define
q = {S¢ | ¢ has only one free variable, say x, and I' - Qx¢}.

Obviously g is a set of subsets of A, and we shall show by induction on ¢ that for all
sentences ¢ of L(Q),
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(1) (A,q) E @iff T F ¢.

Henkin’s proof of the Completeness theorem gives the result for first-order sentences, so
we just have to consider the case ¢ = Qxy(x). By induction hypothesis we can assume
that (1) holds for all sentences ¢(c), ¢ € C. Then

) Sy ={eITF (o)} ={c[ (A q) F (o)} = {c[ (A, q) = plc]}-

If T = Qxy(x), then Sy € g by definition, so (%, q) = Qxy(x) by (2). Lets turn to the
reciprocal: Assume (2,4) = Qxi(x). Then Sy € q by (2). From the definition of g, there
is a formula 6(y) such that Sy, = Sg and T F Quf(y). By (2), ¢ € Sy implies I' - ¢(c), for
all ¢ € C, and the same occurs for 6. It follows from this that

I't(c)iff T F6(c), forall c € C.

Thus T - ¢(c) <> 6(c), for all ¢ € C. Let u be a variable occurring in neither ¥ nor 6. Since
C is a set of witnesses for I', I' = Vu(¢(u) <+ 6(u)). Using Axiom 2 we have I' - Qui(u) <>
Qu(u), and finally, by Axiom 3 and propositional logic, I' = Qxyp(x) <> Quf(y). Since
I' - Qyb(y), we have T - Qxy(x). This completes the proof of (1), and it follows that
(A, g) is amodel of T.

O

We can now use techniques inherited from first-order logic to prove that every consis-
tent set of sentences of L(Q) has a weak model:

Theorem 6.13 (Weak completeness theorem). Let X be a set of sentences of L(Q). Then X is
consistent if and only if ¥ has a countable weak model in which all the axioms of L(Q) hold.

Proof. The proof is essentially the same as Henkin’s proof of the completeness theorem
for £,. First assume ¥ is consistent. We can enlarge the languange L to L* by adding
a countable set C of new individual constants. X is still consistent in L*(Q), and by the
method of Henkin, X can be extended to a maximal consistent set of sentences I' of L*(Q)
such that C is a set of witnesses for I'. By the previous lemma I has a weak model (2*, g)
in which every element is an interpretation of some ¢ € C. Since C is countable, A* is
countable too. Since I' is maximal consistent in L*(Q), all axioms of L*(Q) belong to T’
and hold in (A*,g). Let 2 be the reduct of 2* to L. Then (2, g) is the requiered countable
weak model of ¥ satisfying all axioms of L(Q). The converse follows from Lemma 6.5. []

Lemma 6.14. Let T be a consistent set of sentences of L(Q), and for each n < w let L, (xy) be
a set of formulas of L(Q). Assume that for every n < w and every formula ¢(x,) of L(Q), if
Ixnp(xy) is consistent with T then there exists o € L, such that 3x, (@ A —0) is consistent with
T'. Then T has a countable weak model which omits each %.,,.

This lemma is the generalization to L(Q) of the first-order omitting types theorem, and
the proof is essentially the same. We next introduce elementary chains of weak models.
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Definition 6.15. (B, r) is said to be an elementary extension of (2, q), (%,q) < (B,r), iff AC B
and for all formulas ¢(x1, ..., xn) of L(Q) and all ay, ..., a, € A we have

(2, q) = glar, . an] iff (B,7) = lar, ..., au].

A sequence (24, qa), & < 7, of weak models is said to be an elementary chain iff we
have (g, q2) < (A, qp) forall a < g < 1.

The union of such an elementary chain is the weak model (2, q) = Ua<y (s, ga) such
that 2 = Uy, Ay and g = {S C A| For some < 7,B < a < 7y implies SN Ay € qa }.

As the reader can see, the construction of the union of an elementary chain of weak
models is identical to the first-order case, with the exception of g, which is buit as the set
of all S C A such that A, N S is eventually in g4.

The following lemma extends Tarski’s theorem to L(Q):

Lemma 6.16. Let (A, qa), @ < 7, be an elementary chain and let (2, q) be the union. Then for
all w < 7y, (Aa, qa) < (A, 9).

Proof. We will show, by induction on the complexity of ¢(x1, ..., x,), that

(1) Forall « < 7y and all a4, ...,a, € Aq,
(e, qa) = @lar, ..., an] iff (A, q) = @lay, ..., an].

The induction steps for first-order formulas are the same as in the proof of Theorem
5.8. We turn to the case ¢ = Qxip. Assume a < 7 and ay,..,a, € A,. We define
S={acA|(Aq) =¢laa,..a}.

Let (A,9) = Qxylay, .., an]. Then S € gq, and for some B, « < B < yand SN Ag €
qp- Since, by induction hypothesis, (1) holds for ¢, SN Ag = {a € Ag| (A, q5) F
Yla,aq,...,an]}. Whence (91/5, qﬁ) = Qxylay, ..., an), and since (Ay, o) < (Q[/g, qﬁ), (e, 90) =
Qxylay, ..., an).

Now suppose (2, q) = ~Qxi[ay, .., a,]. Then S ¢ g, so there exists f such thata < f <
v and SN Ag € qp. Arguing as before, we have (Aa, 92) | —~Qxy[ay, ..., an]. This shows
that ¢ = Qux¥ satisfies (1). O

Given a model A for L(Q), we denote by 2* the model obtained by adding a new
constant ¢, to L for each a € A and interpreting c, in 2* by a. The following technical fact
is needed later:

Lemma 6.17. Let (2, q) be a weak model for L(Q) and let L* be the language of 2A*. If (2, q)
satisfies all the axioms of L(Q), then (A*,q) satisifies all the axioms of L*(Q).

Proof. Let ¢ be any axiom of L * (Q). Let ¢4y, ..., ¢4, be all the constat symbols of L * \L
which occur in ¢. We form ¢ by replacing each occurrence of c,, in ¢ by v, (a new
variable), m < n. Then ¢ is an axiom of L(Q), therefore ¢ holds in (2, g), hence Vv;....Vv,
holds in (2, g). It follows that (2*,¢) |= ¥[a, ..., as], hence ¢ holds in (A*, q). O
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We now prove our main lemma, which says that every countable weak model of all the
axioms of L(Q) has an elementary extension in which a set in g gets new elements and
every definable set which is not in g stays the same. This will solve the main problem of
constructing an standard model, because it will help us to keep the set of elements of 2
satisfying ¢(x) countable when 2 = =Qxy(x).

Lemma 6.18 (Main lemma). Let (A, q) be a countable weak model in which all the axioms of
L(Q) hold. Let L* be the language of 2A* and let ¢(x) be a formula of L*(Q) such that (2*,q) =
Qx¢(x). Then there is a countable elementary extension (B,r) of (2, q) such that:

(1) Forsomeb € B\ A, (B*,r) = ¢[b].

(11) For every formula ¢(y) of L*(Q) such that (A*,q) = =Qyy(y), we have {a € B | (B*,r) =
plal} € A

Proof. We extend L* to L’ by adding a new constant c. Let I' be the following set of
sentences:

(a) All sentences of L*(Q) true in (2*,q).
(®) ¢(c)-
(©) —9(c) for every ¢(y) in L*(Q) such that (2A*,q) = ~Qyy(y).
We first prove the following claim:
(1) A sentence 0(c) is consistent with T iff (20*,q) = Qu(6(u) A ¢(u)).

Here 6(c) comes from a formula 6(y) of L*. To prove one direction of (1), assume that
—Qu(8(u) A ¢(u)) holds in (A*,g). Then —(0(c) A ¢(c)) belongs to I, and by propositional
logic, T = —6(c), whence 6(c) is not consistent with I'.

Now assume that 6(c) is not consistent with I'. By the deduction theorem, I' - —6(c).
Then there is a finite I'y C T such that Ty - —6(c). Let I'; be the set of all sentences of type
(a) and let =41 (c), ..., ~Pu(c) be the sentences of type (c) which belong to Ty. Then

T U{g(e), ~1(c), -, ~u(e) } F —6(c).

By the deduction theorem and propositional logic, I'1 F (¢(c) AB(c) = ¢1(c) V...V Pu(c)).
Since ¢ does not occur in 'y, I'1 F (@(u) AO(u) — ¢ (u) V...V ¢, (1)) where u is a variable
not occurring in the sentence on the right. By generalization we have

I = Yu(e(u) ANO(u) — p1(u) V.. Vi (u)),
and by Axiom 2,
I Qu(e(u) NO(u)) — Qu(yy(u) V...V Py (u)).

Since the sentences 9;(c) are of type (c), we have I'1 = =Qu;(u), 1 <i < n. Using Lemma
6.9(iv), I'1 = =Qu(¢1(u) V ... VP (u)), thus I'1 F =Qu(¢p(u) AB(u)). As (A*,q) is a model
of I';, by Lemma 6.5, (A*,q) = —=Qu(¢(u) A8(u)). This ends the proof of (1).
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Lets check that I' is consistent. To see this, consider the valid sentence ¢ = c. By
hypothesis, (2%, 9) = Qx¢(x), hence (A*,q) = Qu(¢(u) Au = u), and it follows from (1)
that ¢ = ¢ is consistent with T, so I itself is consistent.

Since the set A is countable, the language of (2(*, g) has only countable many formulas
and we can arrange the formulas of ¥(x) € L*(Q) such that ¥(c) is in T of type (c) in a
countable list (o), ¥1(y1), .-

For each n < w, let £, = {¢u(yn)} U{—yn = ca|a € A}. Rawly, to omit %, will mean
that there are no "new" elements that realize ¢, (1, ) aside from those in A.

We now are going to verify that the conditions of the omitting types theorem hold for
the set of sentences I and the sets of formulas £, n < w. Suppose 8(yy,¢) is a formula of
L'(Q) such that 3y,0(yx ¢) is consistent with I'. We must show that

(2) There exists o € X, such that 3y, (6 A —0) is consistent with T.
By (1) we have (A*,q) = Qu(¢(u) A 3yn6(yn, u)). By Lemma 6.9(iv), we have either
®) (%, q) = Qulg(u) A 3yn(0(yn, u) Npu(yn))] or

(4) (&%, q) E Qulp(u) A 3yn(0(yn, u) A =n(yn))]-

If (4) is the case, then by (1), Jy,(0(yn,c) A =¢n(ys)) is consistent with I', and since
Yu(yn) € Zn, (2) holds. Suppose (3) is the case. By predicate logic and Axiom 2,
(A%, q) E Quiyn(@(u) AO0(yn,u) A Pn(yn)), and by Axiom 4 we have either

®) (&, q) E QunIu(@(u) A0(yn, u) An(yn)) or else

(6) (&%, q) E FynQu@(u) AO(yn, u) A Pn(yn)).

But (2%,9) = ~Qvnn(yx), and hence by Axiom (2), (5) is impossible. Therefore (6) must
hold. Thus for some a € A, (A%, q9) = Qu(¢(u) A60(ca, u) A ¢n(cs)). This means that
6(ca, c) A n(cq) is consistent with T, so 6(c,, ¢) is consistent with T’ too. It follows that
Iyn(0(yn, c) A =—yn = c,) is consistent with T', and since -y, = ¢, € X,, condition (2)
holds.

Having verified (2) in both cases, we may apply the omitting types theorem (Lemma
5.16) and we get a countable weak model (B’,7) of T which omits each type X,, n < w.
We may assume without loss of generality that for each a € A, ¢, is interpreted in B’ by
a. Let B be the reduct of B’ to the language L. Since (B’,r) satisfies all sentences true in
(A*,q), we have (2,q) < (B,r).

If b is the interpretation of the constant ¢ in B/, since (B’,r) satisfies ¢(c), (B*, 1) =
¢[b]. Also, by Axiom 1 we have for all a € A, (A*,q) = —Qx(x = c,), so the sentences
—(c = ¢q) are of type (c) and belong to I', hence they hold in (B, 7). It follows that b # a
for all @ € A, whence b € B\ A. This shows that (8, r) satisfies conclusion (i) of the
lemma.

Now let ¢(y) be any formula of L*(Q) such that (2*,q) = =Qyy(y). Then ¢(y) is
Pn(yn) for some n € w and (ii) follows from the fact that (B’,7) omits .

O

We can iterate the main lemma using elementary extensions to get the following
stronger result:
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Lemma 6.19. Let (2, q) be a countable weak model in which all the axioms of L(Q) hold, and let
L* be the language of A*. Then (2, q) has a countable elementary extension (8,r) such that for
all formulas ¢(x) of L*(Q), (A*,q) = Qxg@(x) if and only if there exists b € B\ A such that

(B%,7) = @lbl.

Proof. Since the set A is countable, we may arrange all formulas of ¢(x) of L*(Q) such
that Qx¢(x) holds in (2*,9): ¢o(x0), ¢1(x1),... Then using the main lemma countably
many times we construct an elementary chain (2, g );c such that:

(1) (Ao, q0) = (2, 9)-
(2) There exists by € A;11\ An such that (51, qn41) = @nl[bn], n < w.

(3) For all formulas ¢(y) of L*(Q) such that (2};,q,) = —-Qu¢(y), and all n < w,
{a€ Ania | (W11, 9n11) = ¢lal} C An.
Let (B,7) = Un<w(An,gn). Then by Lemma 6.16, (B,r) is an elementary extension of

each (2, gx) and in particular of (2, ¢q). Then it follows from (1)-(3) that (B, ) satisfies
the result. O

We are now ready to prove the main result in this chapter:
Proof of the Completeness Theorem (Hard direction):

Suppose X is a consistent set of sentences of L(Q). By the weak completeness theorem, X
has a countable weak model (2ly, o) in which all the axioms of L(Q) hold. Now, iterating
Lemma 6.19 w; times and using Lemma 6.16 at the limit stages, we obtain an elementary
chain (g, §a)a<w,, of countable weak models such that:

(1) If a is a limit ordinal, (2, qa) = Up<a(Ap, qp)-

(2) For any a < wj and any formula ¢(x) of the language of (A, 74),
(A3, q4) = Qxg(x) iff for some a € Ayy1 \ A, (i1, qa11) = @lal.

Let B = Uy<w,Ax. We shall show that B is a standard model of X.
Consider the weak model (B,7) = Ua_w, (As, ga). Since (Ao, q0) < (B,r), (B,r) is a
weak model of X.. Our goal is to prove the following;:

(3) For all formulas ¢(x, ..., x,) of L(Q) and all by, ...,b, € B,

(B,7) = @[by, ..., by] iff B = @[by, ..., by].

We shall proceed by induction on ¢. Since the clauses for the definition of satisfaction
of first-order formulas are the same for (B, r) as for 9B, the problem reduces to prove (3)
for ¢ = Qxoy(xp, ..., Xn).

For some a < wy, by,...,by € Ay. Suppose (B,r) = Qxoyp[by, ..., by]. Then (B, q5) =
Qxop[by, ..., by, & < B < wy. By (2), for every B such that « < B < w, there exists ag €
Ap i1 \ Ag with (Qlﬁﬂ, q‘B+1> = 1/)[{1/3, by, ...,by). This means that (B,r) |= tp[a[;, by, ..., bul,
an since all the ag are distinct and there are w; of them, the set S = {by € B|(B,r) |=
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Plbo, ..., bn] } has power w;. But since i satisfies (3), the set S is the same as {by € B|B =
Plbo, ..., byl }, and therefore B |= Qxoy[by, ..., by].

Now suppose that (%B,7) = ~Qxo[b1, ..., by]. Hence whenever a < g < w1, (g, q5) =
—Qxo[by, ..., by]. It follows from (1) and (2) that S = {by € B| (B, r) = ¢[bo, ..., bu]} C A,.
But since A, is countable, by induction hypothesis we conclude that B = —Qxoy[by, ..., by].
This completes the proof. O

Since X~ F ¢ iff there is a finite Xy C X such that £y - ¢ (proofs are finite), ¥ is
consistent iff all finite X are consistent. Now using the Completeness theorem:

Corollary 6.20. L(Q) is countably compact.

Compactness theorem does not hold if L has uncountably many constants: if we con-
sider the set of sentences = = {=QxP(x)} U{P(ca) [ < w1} U{=ca = cpla < p < w1},
it is easy to check that every finite subset of X is satisfiable but X is not. This means that
L(Q) is just countably compact.

The first fully compact extension of first-order logic was given by Shelah (1975) in his
paper [12], where he introduces a quantifier Q% xy ¢(x,y) saying "¢(x,y) is an ordering
with cofinality w".
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Conclusions

Model theorists lost interest in abstract model theory by the early 1990s. The main
reason for this was that they were not successful in providing characterization theorems
for the variety of extensions they were studying. Maybe because of that, Lindstrém’s
theorems remain an oddity in the universe of model theory and are often overlooked. They
do, however, give very valuable information about the limitations of our formal systems
and, by extension, about our mathematical practice. For that reason, they will have a
permanent place in the history of mathematics. Furthermore, all the new techniques
developed in the study of extended logics (of which the proof of Keisler’s Completeness
theorem for £(Q1) is a great example) have greatly enriched the model-theoretic toolbox.
We hope that we have been able to transmit this importance to the reader.

With respect to my personal experience, the task of writing this essay has demanded
a considerable mathematical maturity and I have faced some challenges for the first time:
dealing with an extense bibliography and putting together all my ideas was not a smooth
process. However, I am satisfied with the results, and especially with the fact that this
essay has opened the doors to a branch of mathematics that was completely unknown
for me one year ago. I would be pleased to continue studying more advanced results in
model theory and especially its applications in algebra.
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