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1 Introduction

In 1995 it was the first time that a full genome, the one of Haemophilus influen-
zae (Fleischmann et al.), was sequenced. The first eukaryotic genome followed in
1996 (Saccharomyces cerevisiae, Gofieau et al.). These breakthroughs in the field of
genomics brought an unknown wealth of data. The inventory of genes and their
DNA sequences could be used by genome researchers to link certain phenotypes
and diseases to specific genes. But that wealth of data also posed new questions
in the same order of magnitude, as a plethora of hypothetical genes and genes of
unknown functions were discovered. To elucidate the roles, functions and interac-
tions of all genes, all layers of the molecular network in a cell had to be explored.
This initiated the post-genomic era and opened the doors for the research fields
functional genomics and systems biology. New (high-throughput) technologies came
up to explore the gene’s products, the set of transcripts and proteins in a cell at a
certain time, and bioinformatics had to develop in the same pace to provide the
necessary tools for data analysis and evaluation.

As the youngest member of the main Omes, the metabolome was defined as
the set of metabolites, i.e. the intermediate products of biochemical pathways,
in a cell at a certain time (Oliver et al., 1998). Unlike the constant genome, the
transcriptome, proteome and metabolome are dynamic in nature. The quantities
of their compounds are influenced by external and internal conditions, and they
are regulated by each other. Metabolites introduce another unique feature, as they
are not built up by a linear sequence of nucleotides (like genes) or amino acids
(like proteins). They can only be identified unambiguously, if their complete three-
dimensional structure of atoms is determined.

The metabolomics research field thus aims to investigate the complete set of
metabolites in the individuals of a population in a systematic, but untargeted fash-
ion. The term ’metabolic profiling’ desrcibes a similar approach, which is tailored
to a certain class of metabolites only. However, there is not a single technology
which can cover the entire metabolome. Among the most popular instrumental
setups for metabolome analyses are liquid chromatography coupled to mass spec-
trometry (LC-MS) and gas chromatography coupled to mass spectrometry (GC-
MS).

The metabolomics research field involves a variety of scientific disciplines from
physics and engineering, to chemistry and biology, to mathematics and statistics.
Its integration into the Omics cascade additionally emphasizes the interdisciplinary
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1 Introduction

character. The same is reflected in the requirements for metabolomics informatics.
The process from raw measurement data to the finally derived gain in biological
knowledge often integrates cheminformatics, bioinformatics, statistics, data min-
ing and visualization.

Similarly, metabolomics finds its application in various other disciplines. To
mention only a few, these might be: Biotechnology, where it guides metabolic engi-
neering; Food authenticity and quality control, where it helps to assess the origins,
treatments or compositions of samples; or personalized medicine, where it helps
to assemble panels of biomarkers for disease diagnosis and therapy selection.

Thanks to tremendous advances in analytical technologies, it became feasible
to monitor many analytes at once, instead of only measuring one (German et al.,
2005). But unfortunately there is no single technology that is capable of cover-
ing the entire metablome. Thus ideally, the application, or the concrete scien-
tific question posed to the metabolome, decides which instrumental setup will
be used for the assessment of the metabolites. Two of the most popular combina-
tions are LC-MS and GC-MS. Both cover different subsets of the metabolome, even
though there is a large overlap. These technologies are considered comparably
sensitive and they have their strengths in the identification of previously known
compounds, but they are not quantitative methods per se. They can be leveraged to
make quantitative statements though, by including internal standards of metabo-
lites that are e.g. enriched in stable isotopes and thus produce separate but com-
parable signals. Such studies are referred to as stable isotope labeling (SIL) exper-
iments.

The work presented in this thesis aims for the establishment of an interactive
online software platform for the analysis of small molecules using GC-MS and
LC-MS technology. To this end, two online platforms have been developed or ex-
tended: ALLocator was developed for the in-depth analysis of liquid chromatog-
raphy coupled to mass spectrometry via electrospray ionization (LC-ESI-MS) ex-
periment data, also introducing a novel algorithm for the processing of data from
SIL experiments and thus enabling quantitation. Additionally, the MeltDB soft-
ware (Neuweger et al., 2008) was extended to facilitate the analysis of large sam-
ple cohorts and to add new features for the training and application of machine-
learning classifiers.

In the upcoming background chapter 2 the reader is at first introduced to the
topic of metabolome analysis and metabolites themselves. The following section
2.3 is dedicated to thoroughly explain the analytical methods chromatography and
mass spectrometry, always keeping a special focus on aspects that are relevant for
the preprocessing of the raw data (section 2.4) or for the integration and inter-
pretation of the preprocessed data (section 2.5). Especially the latter section 2.5
explains the core principles that are foundation to the development of the ALLo-
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cator software. The last background section 2.6 comprises the different analytical
approaches to the metabolome and its assessment.

Chapter 3 presents a collection of existing software tools, resources, and repos-
itories, which contribute in one or another way to metabolome informatics. The
next chapter 4 shortly summarizes the main challenges for computational metabolomics
along a workflow chart that lists the different tasks from raw data through to the
final gain in knowledge about biology.

The ALLocator software platform, together with the new algorithm ALLoca-
torSD for the ion deconvolution of LC-ESI-MS spectra including SIL, are presented
in chapter 5. The chapter comprises technical details like system design and im-
plementation, but also a summary of the preprocessing methods and an in-depth
view into the ALLocatorSD algorithm, as well as strategies for the interpretation,
integration, and curation of the processed data and how the user is aided through
the interactive graphical user interface.

The MeltDB 2.0 software platform and its advancements are covered in chapter
7. Similar to the previous chapter, the sections about MeltDB lead through techni-
cal details first, and then come to the features for preprocessing, data integration
and data interpretation and how they are offered graphically.

Subsequent to these main chapters 5 ’ALLocator 1.0’ and 7 ’MeltDB 2.0’, there
are summaries of metabolomics studies that were conducted using the respective
software platforms. Chapter 6 describes an LC-ESI-MS SIL experiment analyzed
within the ALLocator web platform to profile amino acids in different strains
of Corynebacterium glutamicum and how the novel algorithm for ion deconvolu-
tion helped to identify (γ−)glutamyl dipeptides. The study in chapter 8 investi-
gates the potential of metabolomics profiling techniques, bioinformatics and ma-
chine learning to distinguish organically grown wheat from conventionally grown
wheat. For this, more than 300 GC-MS analyses from different batches were pro-
cessed in MeltDB 2.0 and were used as training input for machine-learning classi-
fiers.

A discussion and conclusion of the here presented progress in computational
metabolomics is finally given in chapter 9. A reader who prefers to be guided
through this thesis only along the sections which are most important for the main
contributions of the work presented here may find a starting point in chapter 10.

3





2 Background

The first sections of this background chapter aim to comprise the foundations of
the analytical approaches and the technologies applied for metabolomics research.
In these sections the focus is always kept on those aspects that are most relevant
for the data preprocessing, integration and interpretation techniques applied and
presented in this thesis.

The next sections of this chapter address said data preprocessing and data in-
tegration topics. In the final section the different strategies to investigate small
molecules or entire metabolomes are outlined.

2.1 Metabolome analysis

The omics cascade covers the investigation of the genome, the transcriptome, the
proteome, and finally the metabolome (cmp. Table 2.1). The latter comprises the
entire set of metabolites present in a cell or organism under a given set of condi-
tions (Oliver et al., 1998), while the definition of a metabolite is vague. The Hu-
man Metabolome Database (HMDB) for instance defines a metabolite as a small
molecule with less than 1 500 Dalton (Da) that can be found at concentrations
greater than 1 µM in at least one condition and sample, and it should be of biolog-
ical origin (Wishart et al., 2007). But even this definition allows some exceptions,
for example for less abundant metabolites of biomedical importance.

Accordingly, estimations for the number of metabolites that can be expected in a
measurement, in an organism, or in an entire taxonomic kingdom vary greatly and
are hard to compare. Nevertheless an overview shall be given: Escherichia coli are
estimated to contain about 750 metabolites (Nobeli et al., 2003), eukaryotes might
well contain between 4 000 and 20 000 metabolites (Fernie et al., 2004), and Fiehn
(2002) expects up to 200 000 metabolites in the plant kingdom.

In any case, metabolomes are one layer integrated into the cascade of omes and
need to be brought into context with the genome, transcriptome, and proteome.
This is a complex task, as the interaction of these layers is not as straight-forward
as often depicted in simplified schemes. The mRNA level for a given gene depends
on the levels of transcription factors as well as of the activities of upsteram kinases
and receptors. Next, the level of the respective protein is not only a function of
the level of its mRNA, but additionally depends on the activity of the translational
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2 Background

Table 2.1: Key omes, their omics, and definitions.

Omes Omics Ome Definitions

Genome Genomics The complete nucleotide sequence in the ge-
netic material of a living cell

Transcriptome Transcriptomics The complete set of mRNA present in the
cell

Proteome Proteomics The complete set of proteins in the cell, in-
cluding different post-translational mod-
ifications

Metabolome Metabolomics The complete set of all metabolites formed
by the cell in association with its
metabolism

apparatus, protein kinases, phosphatases, and proteases (Villas-Bôas et al., 2007).
In fact the correlations of expression levels of mRNAs and their corresponding
proteins are disillusioningly low (Gygi et al., 1999; Ideker et al., 2001).

As metabolites are linked to each other in a network of anabolic and catabolic
reactions (Weckwerth, 2003), any single molecule can be part of multiple pathways
and have regulatory effects on a variety of biological processes. Less than 30 % of
metabolites are part of only two reactions, while on the other hand more than 10
% contribute to more than ten reactions, and about 4 % are involved in twenty
reactions or more (Förster et al., 2003). Additionally, about two thirds of reactions
in metabolic networks involve more than one substrate and one product (Nielsen
and Oliver, 2005). Generally it is thus not possible to uniquely link a metabolite
to a single genomic sequence (Bino et al., 2004). But even though the inventory of
metabolites can not be read from the genome directly, it is still the inventory of
genes that defines which biochemical pathways are accessible. Consequently, the
individual abundances of metabolites can be taken to characterize the biochemical
response of a specific organism to a specific conditional perturbation.

Unlike metabolomics, not all metabolic analysis strategies aim to cover all (or as
many as possible) small molecules, nor do all approaches aim for metabolite quan-
tification and identification. According to Fiehn (2002) metabolomics has to be
considered the ’quick-and-dirty’ approach, trying to be as comprehensive and fast
as possible, but not being ideally precise and reproducible in the determination of
all metabolites. While advances in technology may eventually diminish the dis-
advantages, there will remain the trade-off between the accurate and quantitative
analysis of a few metabolites versus the qualitative analysis of many metabolites
(Nielsen and Oliver, 2005).
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Table 2.2 lists and defines metabolomics and other analytical approaches to small
molecules. A more detailed introduction to each is given in the last section of this
chapter: 2.6 Analytical approaches to the metabolome.

The general approach towards the measurement of the metabolome of a com-
plex sample is to first separate the small molecules by a chemical property, and
then to resolve the gained fractions in some analyzer. Commonly applied tech-
nologies are mass spectrometers coupled to gas chromatography (GC-MS) or liq-
uid chromatography (LC-MS). The next section outlines the chemical properties
which are used by the diverse separation technologies to bring all the different
small molecules in a complex sample apart.

Table 2.2: Definitions of analytical approaches towards the metabolome or parts of
it.

Analytical approach Definition

Metabolomics Approaches to analyze the entire metabolome or a
large fraction of it

Metabolic fingerprinting Spectra from MS or NMR analysis provide a finger-
print that reflects the metabolites produced by a
cell, without identification of specific metabolites

Metabolic footprinting Like metabolic fingerprinting but targets the ex-
ometabolome - sometimes includes metabolite
identification

Metabolic profiling Approaches to analyze a certain group of metabo-
lites, e.g. a class of small molecules like
aminoacids - not necessarily quantitative

Metabolic target analysis Quantitative analysis of selected metabolites, which
are e.g. involved in a pathway of interest

2.2 Metabolites and their diverse characteristics

As described above, the metabolome is a complex compilation of very diverse
small molecules. This diversity results from a variety of chemical and physical
parameters that need to be taken into account before analysis, but also provide a
chance to separate metabolites from each other, and finally to identify them: Molec-
ular weight, molecular size, polarity, pKa, solubility, volatility, and stability (Roessner,
2006).

The molecular weight of a metabolite can be read from its molecular formula, as
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it is constituted by the weights of all atoms that form the molecule. By defini-
tion metabolites weigh below 1 500 Da (Wishart et al., 2007). Rarely a molecular
formula (and consequently a molecular weight) can be directly used to uniquely
identify a metabolite. Different metabolites with the same molecular formula may
feature different spatial arrangements of their atoms. These metabolites with dif-
ferent tridimensional structures are so-called isomers of each other. In addition to
that, higher masses can be explained with multiple molecular formulas. The num-
ber of molecular formulas that have to be considered for a given mass rises with
the mass and its inaccuracy.

The molecular size of a molecule is depending on its tridimensional structure
and surrounding molecules that are noncovalently bound to it, like water. The
resulting efficient volume is measured in Ångström (Å)3.

The polarity of a molecule can be understood as its tendency to build noncova-
lent, polar bonds to other molecules. A ubiquitous example of a polar bond is
the hydrogen bond, where a hydrogen attracts to a highly electronegative atom
like oxygen or nitrogen of another molecule or intramolecular. More generalized
it is the interaction of the positive end of one dipole to the negative end of an-
other dipole, which requires atoms of different electronegativity. The polarity of
a molecule closely correlates with its solubility in water (formation of hydrogen
bonds with water) and its boiling point (formation of intermolecular polar bonds).
Highly polar molecules are more soluble in water and have higher boiling points.
As many functional groups in organic compounds form dipoles, it is possible to
rank the respective chemical classes by polarity (Roessner, 2006):
Amide > Acid > Alcohol > Ketone ∼ Aldehyde > Amine > Ester > Ether >

Alkane
The polarity of functional groups can change with pH, though. Amines for ex-

ample have higher polarity at low pH, while acids get more polar at high pH,
because they form ions (R-NH3

+ and R-CO2
- respectively).

This behavior is described by the pKa. That is the pH at which an equal number
of functional groups, acidic or alkaline, are protonated or not. In other words, at a
pH above or below the pKa the molecules are ionized or natural.

The solubility of a molecule is related to molecular size, polarity, pKa, tempera-
ture and the solvent. The solubility of a solute is defined as ’the analytical compo-
sition of a saturated solution, expressed in terms of the proportion of a designated
solute in a designated solvent’ (Freiser and Nancollas, 1987). Generally, polar and
ionic metabolites will solve in polar solvents, while unpolar solvents can dissolve
unpolar metabolites.

Also bound to polarity is the volatility of molecules, which is their tendency to
vaporize or sublime. Its vapor pressure, the pressure at which its gaseous phase
and condensed (liquid or solid) phase are in thermodynamic equilibrium, depends
on its boiling point and thus also its polarity.
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The thermodynamic and kinetic stability of a molecule is its resistance to be
changed via degradation or other reactions. Thermodynamically unstable metabo-
lites have a more negative Gibbs free energy (∆G) and will be mostly converted
to something else at equilibrium. Metabolites that react very fast, are kinetically
unstable (Roessner, 2006).

2.3 Chromatography and mass spectrometry for
metabolome analysis

The simple rationale behind the idea of coupling chromatography to mass spec-
trometry, is to separate molecules from complex samples to the extend that distinct
molecules produce distinct signals that can be measured. Both these parts of the
system, as well as the technical interface to connect them, have been implemented
in various ways. Combined, they can be used to create snapshots of parts of the
metabolome of a given sample.

The most important (or most applied) techniques of chromatography in the
context of metabolome analysis are liquid chromatography (LC) and gas chro-
matography (GC). These separate molecules according to their chemical proper-
ties, which results in characteristic retention times (RT) for each molecule: Some
molecules will pass the chromatography faster than others.

To technically couple LC and GC to mass analyzers, the molecules have to be
ionized. This is usually realized with electrospray ionization (ESI) sources or elec-
tron ionization (EI) sources, respectively.

Typical mass analyzers are for example quadrupole analyzers, time-of-flight an-
alyzers, and iontrap analyzers. They separate ionized molecules by their mass-to-
charge ratios (m/z) and forward them to the mass detector which, finally, trans-
lates the analytes abundances into digital signals.

There is no single combination of chromatographic method, ion source, and
mass analyzer that is capable of detecting and analyzing all small molecules of a
metabolome. The instrumentation of choice depends on the scientific question and
consequently on the analytical approach to the metabolome (cmp. table 2.2). Fur-
thermore, the proper application of any of these instrumentations requires proper
sampling and sample preparation at first (Villas-Bôas et al., 2006):

a) The metabolism in the sample must be stopped. If metabolic reactions con-
tinue during analysis, and biochemical processes keep altering the current set of
metabolites, it is not possible to take a snapshot of the metabolome.

b) Metabolites have to be extracted from the cells and their biological matrices
to make them accessible to analysis.
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c) Steps a) and b) are virtually impossible to perform without losses. Thus it
may be necessary to concentrate samples before measurement in order to heave
low abundant metabolites over the analytical detection limit.

While sampling and sample preparation seems to be out of the scope of this
thesis, it is such a crucial and limiting step in metabolome analysis that it may not
be unmentioned.

This section aims to explain the principles of chromatography and mass spec-
trometry as well as their most important technical implementations. Sample prepa-
ration is essential to understand the limitations of the technique and thus is delin-
eated beforehand.

2.3.1 Sample preparation for metabolome analysis

Metabolome analysis aims to obtain snapshots of the metabolome, which is a func-
tion of the targeted organisms enzymatic toolbox and given environmental condi-
tions. However, unlike taking a photograph, taking a snapshot of all the metabolite
levels at a specific time point is a relatively time consuming process. During that
time biochemical processes keep working, which is especially troublesome, be-
cause the procedure of ’taking the snapshot’ changes the environmental conditions
of the organism to which its metabolome will react quickly (within a few seconds).
While many secondary metabolites, the end products of side pathways, are quite
stable, the turnover rates of primary metabolites can be very high. As a conse-
quence metabolite levels change and are no more representative for the time point
the entire data acquisition began. This is why quenching is an indispensable step
that has to be done within a few seconds after harvesting cells from a culture flask:
A rapid change of pH or temperature is induced in the cells of a harvested sample
in order to stop their metabolism (Villas-Bôas et al., 2006).

There are various quenching protocols reported, often with different advantages
or disadvantages depending on the targeted organism. For microbial cells a com-
mon approach is quenching with cold methanol while keeping the sample temper-
ature below -20 ◦C. After that, cells are separated from culture broth by centrifu-
gation, then metabolite extraction is performed. However, among others for the
Gram-positive bacterium Corynebacterium glutamicum, a significant loss of intra-
cellular aminoacids can be observed during cold methanol quenching (Wittmann
et al., 2004; Bolten et al., 2007). Here, quenching with liquid nitrogen (-196 ◦C)
is preferred, but demands centrifugation to be performed before the quenching,
which comes at an additional cost of about fifteen seconds. Liquid nitrogen based
protocols are also the most commonly applied techniques for quenching in animal
and plant cells.

After stopping the biochemical processes in the cells, the next step is metabolite
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extraction. By definition intracellular metabolites are located inside the cells, and
they are present in a wide range of concentrations. In addition to that, they feature
diverse molecular characteristics as discussed above. The purpose of metabolite
extraction is to break the cells’ envelopes and to make the small molecules acces-
sible for measurement. Again requirements vary for different cell types. While
animal cells are basically protected by a single fluid-mosaic lipid bilayer, Gram-
negative bacteria form a cell wall structure that consists of an inner cell membrane,
a peptidoglycan layer, and an outer membrane. Gram-positive bacteria lack the
outer membrane in favor of a thicker peptidoglycan layer. The cell walls of yeasts,
filamentous fungi, and plants feature even stronger cell wall compositions. Cell
disruption becomes increasingly difficult for cell types as they were named here:
from animal to plant cells (Villas-Bôas et al., 2006).

Metabolite extraction is further complicated by the diverse characteristics of
metabolites. In this regard, they can be seen in three classes: polar, unpolar, and
volatile. For example, the proper selection or combination of solvents may allow
to extract a specific group of metabolites, or even to extract polar and unpolar
molecules in one step. However, there is no single method that is capable of ex-
tracting all intracellular metabolites at once.

In total, it is virtually impossible to extract the entire set of present metabo-
lites without chemical alterations and/or losses in concentration. The latter can
be grave to the extend that certain metabolite concentrations are pushed below
the detection limit. This can be mitigated with an additional step of sample con-
centration. In case of aqueous solutions for instance, water can be removed by
lyophilization. However, lyophilization can also cause additional loss of certain
metabolites, leading to a discrimination of these molecules.

After all, any available method for metabolite extraction is somehow biased
(Weckwerth, 2003).

2.3.2 Basics of chromatography

The term ’chromatography’ (from Greek chroma ’color’ and graphein ’to write’) was
pinned by M. S. Tswett, who is regarded as the inventor of the technique, starting
the development of the method in 1903 (Ettre and Sakodynskii, 1993a,b).

This section aims to explain the general principles of chromatography - or what
chromatograms are and how they help to determine the molecular composition of
a sample. These basics refer to both LC and GC.

Chromatography describes the use of a mobile phase (a liquid or a gas) that
moves along a stationary phase in a column and transports the molecules of a sam-
ple. The stationary phase is usually a film that is chemically bound to the column
surface and behaves like a liquid. Different molecules (M1 and M2) will ’favor’ ei-
ther the mobile phase or the stationary phase to a specific extend, which depends
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on their molecular properties. This is represented by their distribution coefficients
K1 and K2. Whenever the mobile phase moves to the next section of the column,
molecules will migrate to the stationary phase according to their distribution coef-
ficients. If the flow rate of the mobile phase is not too high, eventually equilibrium
will be reached.

Molecules which are located in the stationary phase are retained in reference to
the mobile phase, and thus they will elute (come off the column) later; molecules
with a lower K have a higher retention time (RT). When the concentration of com-
pounds in the eluting mobile phase at the end of the column is measured and
plotted over time, a chromatogram is obtained. If, in the perfect case, the chro-
matography was able to completely separate the molecules M1 and M2, the chro-
matogram will display two separate peaks with no overlap. A perfect separation
means that the signal at the end of the column drops down to the baseline between
all peaks.

There are several factors that deteriorate the separation efficiency of a system
(LC or GC) and broaden peak shapes, though. The most important of these are
marked up in the following (Smedsgaard et al., 2006):

Eddy diffusion Not all moieties of a compound take the same route through the
column. Thus they have different retention times. The eddy diffusion only
depends on the packing geometry of the column. A very uniform packing
results in a very small eddy diffusion.

Longitudinal (or axial) diffusion The diffusion of the compounds along the axis
of the column depends reciprocally on the flow rate. The faster the mobile
phase flows through the column, the lower the longitudinal diffusion.

Resistance to mass transfer To a certain amount, and depending on both mo-
bile and stationary phase, molecules can be hindered to move from one
phase to the other. This effect prolongs the time it takes to reach the equi-
librium of the compound concentrations in the mobile and the stationary
phase at each section of the column. The impact on the peak shape increases
with the flow rate.

The sum of these three dispersion effects, plotted against the mobile phase lin-
ear velocity u, is called a van Deemter plot. It shows the height equivalent of a
theoretical plate H , which is used to measure the separation power of the system
and can also be seen as the quotient of the column length L and the number of
plates N (see equations (2.1) and (2.2)). The number of plates describes the num-
ber of equilibria a substance can reach between the mobile and stationary phase in
a defined section of the column. A higher N (a lower H) results in more equilibria
and consequently in a better separation (Smedsgaard et al., 2006).
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�ow direction
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stationary phase
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peak shape broadening

A) Eddy di�usion

B) Longitudinal di�usion

C) Resistance to mass transfer

Figure 2.1: The three major dispersion effects and how they broaden the peak
shape of eluting compounds. A) Eddy diffusion: Not all molecules take
the same route through the packing material of the column; B) Longi-
tudinal diffusion: Regardless of the flow direction, a small diffusion
occurs into all directions, including the opposite direction. C) Resis-
tance to mass transfer: The actual chromatographic effect - molecules
need some time to migrate from one phase to the other.
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Figure 2.2: The van Deemter plot combines the three major dispersion effects to
explain the optimum mobile phase linear velocity u.

H = A+B/u+ Cu (2.1)

H equivalent of a theoretical plate height
A eddy diffusion
B longitudinal diffusion
C resistance to mass transfer
u mobile phase linear velocity

H = L/N (2.2)

L column length
N number of plates

The van Deemter plot shows that there is an optimal u. Furthermore it appears
that increasing u has a less severe effect on separation efficiency than decreasing
u.
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Figure 2.3: Parameters and overlapping shapes of chromatographic peaks. A)
Schematic representation of peaks in a chromatogram and their param-
eters: t0 is the dead time, the time that passes from sample injection
to the first detected signal at the end of the colum; tr1 and tr2 are re-
tention times of two eluting compounds; FWHM is the Full Width at
Half Maximum of a peak; wb is the peak width at baseline. B) Schematic
representation of peak forms that coeluting compounds may produce
in a chromatogram.
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The finally obtained chromatogram consists of the detector signal over time that
is acquired at the end of the column. Recording starts with sample injection, and
when a compound elutes, a signal peak is produced at that time - the compounds
retention time RT. The quantity of that compound is inferred from either the peaks’
height or the area under this peak. It is relatively simple to obtain the peak height:
it is the signal intensity at the local maximum in the chromatogram minus the
chromatogram base line (background noise). Obtaining the area under the peak
however, requires to find the start and the end of a peak, which is difficult in noisy
chromatograms and gets further complicated (or impossible) when peaks overlap.
This again underlines the importance of a high separation efficiency.

The fraction of its retention time that a compound spent in the stationary phase
is called its capacity factor kr and is calculated as in equation (2.3). The selectivity
α (see equation (2.4)) is the quotient of the capacity factors of two compounds.
α can be applied to either compare the behavior of two different compounds in
the same column, or to compare the behavior of one compound in two different
columns (Smedsgaard et al., 2006).

kr =
tr − t0
tr

(2.3)

kr capacity factor
tr retention time
t0 dead time - the time from sample injection to the first recorded signal

α =
kr2
kr1

(2.4)

α selectivity

To assess the resolution R with which the chromatographic system can separate
two compounds C1 and C2, equation (2.5) is applied. Is the resolution larger than
1.5, the peaks of C1 and C2 are baseline separated and their peak areas can be
analyzed independently.

R = 2 · tr2 − tr1
wb2 + wb1

≈ 1.18 · tr2 − tr1
FWHM2 + FWHM1

(2.5)
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R chromatographic resolution for two compounds C1 and C2

tr1 retention time of C1

wb1 peak width at baseline of C1

FWHM1 Full Width at Half Maximum of the peak of C1

1.18 is approx. the ratio of FWHM to wb of a Gaussian curve.
It can also be written as: (2 · ln 2)1/2.

The principles presented in this section generally apply to both LC and GC.
Nevertheless they differ very much in their technical characteristics and in the set
of metabolites they can be applied for. These characteristics and their implications
are addressed in the following sections.

2.3.3 Liquid chromatographs

The key concept of liquid chromatography is to transport a sample in a liquid
mobile phase along the stationary phase in a separation column. A scheme of a
liquid chromatograph and its parts is depicted in Figure 2.4.

A)

Solvent A Solvent B

Pumps

Mixing
device

Sample
injection

Waste

Six port valve
loading position

Six port valve
injecting position

Column in an oven

Detector

Mass
spectrometer

Sample
loop

B)

Figure 2.4: A) Exemplary scheme of a liquid chromatograph. Solvents A and B
are pumped through the six port valve (sampler) into the separation
column which is kept at temperature in an oven. Eluting compounds
are detected (e.g. UV, fluorescence, or conductivity) at the end of the
column and streamed into a mass spectrometer. The six port valve is
depicted in loading position: The sample fills the sample loop; B) The
six port valve in injecting position: The mobile phase stream injects the
sample from the loop into the column.

17



2 Background

Solvent reservoirs are connected to a six port valve via pumps. The valve then
connects the solvent stream with the sample injection and the separation column,
which can be kept at temperature in an oven. At the end of the column eluting
compounds are detected and streamed into a mass spectrometer (if attached).

Two or more solvents constitute the mobile phase, and they are mixed at specific
ratios that can be changed over time in order to create gradients. Applied solvents
feature different ’eluting powers’: changing the composition of the mobile phase
changes its selectivity (see equation (2.4)). The amount each solvent contributes to
the mobile phase composition is typically given in percentages. For each solvent
percentages below 5 % are avoided though, because these are hard to dispatch
accurately for technical reasons. Furthermore the pumps for the solvents are re-
quired to deliver a pulse-free flow at a precise flow rate and typically include a
degasser to remove dissolved air (bubbles). The exact set up of these components
varies and is shown only exemplary in Figure 2.4.

The mobile phase stream is led through a six port valve into the separation col-
umn. Of the six ports each is connected to exactly one neighboring port. This
configuration can be rotated to connect each port to its other neighbor, instead. In
the first configuration (loading position, Figure 2.4A) the mobile phase is directly
streamed into the separation column. The sample however is injected into a loop
of a defined length and diameter (and thus volume), which does not yet have con-
tact to the mobile phase. Switching the configuration to the injecting position will
lead the mobile phase through the sample loop, pushing the defined volume of
the sample into the column (Figure 2.4B). The only critical parameter of this very
reliable part of the system is the time it needs to transfer the sample to the column.
That should never be above one second to limit peak broadening.

LC separation columns can be chosen from a very wide palette. Often the steel
tubes are packed with porous particles made of silica or polymers. In case of silica
particles, these can be applied for normal phase (NP) LC, making use of their polar
silanol groups (Si-OH) in combination with an apolar mobile phase (e.g. Chloro-
form). In NP, polar compounds are retained most, while apolar compounds elute
quickly. For reversed phase (RP) LC in contrast, the silanol groups are covered
with apolar carbon chains like octyldecyl (C-18) chains. In the latter case a polar
mobile phase is applied in a gradient from a very polar solvent (water) to a less
polar solvent (e.g. acetontrile). RP retains mainly apolar compounds and is the
most commonly used LC technique in metabolomics. Conceptually between NP
and RP chromatography is the so called aqueous normal phase (ANP) chromatog-
raphy. Here, the stationary phase features a hydride surface with Si-H groups
instead of Si-OH. The mobile phase consists of a comparatively unpolar compo-
nent (methanol or acetontrile) and a small amount of water. This results in some
retention for both polar and apolar compounds. This is by far not a complete list of
existing LC phase systems, but a more extensive enumeration exceeds the scope
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of this thesis. It can already be seen though that the selection of stationary and
mobile phases, as well as the design of mobile phase composition gradients give a
lot of room for fine tuning and optimization.

Attached to the end of the column, a detector measures the amount of eluting
compounds. As it is important to do nondestructive measurement if the columns
effluent should be passed on to a mass spectrometer, UV and fluorescence de-
tectors are often applied at this point. These however require molecules to have
spectrometric features to detect them, which is not the case for many metabolites.
This is not very critical though, as the attached MS is a very powerful detector
itself as will be explained in section 2.3.5.

2.3.4 Gas chromatographs

Gas chromatographs are comparatively simpler than liquid chromatographs. Here
the mobile phase usually consists of helium gas which is led through a 10 - 100 m
long tubular to which the stationary phase is chemically bound. The main techni-
cal parts of a GC are a gas supply, an injector, the column in an oven, and finally a
detector (see Figure 2.5A-C). Of these, the injector is the most difficult component
with critical influence on peak shapes.

On the one hand the injector has to transfer the sample very rapidly into the car-
rier gas stream and onto the column, to avoid peak broadening. On the other hand
it may be of utmost importance to transfer as much of the sample to the column
as possible, in order to overcome detection limits. In modern GC practice this is
realized with two different modes: split and splitless injection (see Figure 2.5B and
C). These modes are a way to control the so-called split ratio, which describes the
share of incoming gas flow that is actually transferred to the column. In split mode
the split vent is open during sample injection. In this case the majority of both gas
and the vaporized sample go to waste, and only about one to five percent enter the
column. In splitless mode the split vent is closed at the beginning of sample injec-
tion, which results in almost zero sample loss. In the latter mode the transfer of the
sample to the column can take several minutes and demands focusing the sample
at column entrance, or peaks would be broadened to an unacceptable amount. To
this end thermal and solvent focusing effects are applied, which counteract peak
broadening. The column is situated in an oven to control its temperature, which
can reach up to 250 ◦C. This temperature should be tailored to the analytes of
interest, or to their boiling points and thermal stability.

Indeed, as described in section 2.2, the molecules boiling points and thermal
stability are the characteristics which define, whether they can be analyzed via
GC. To get the molecules into the column they need to be vaporized, which re-
quires a certain volatility. Most metabolites with polar functional groups would
thus be excluded from this analytical technique. To make them available for GC
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A) Gas chromatograph
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Figure 2.5: A) Exemplary scheme of a gas chromatograph. The carrier gas (helium
or nitrogen) collects the sample in the injector and transfers it through
the heated column. Finally, the separated sample gets into the mass
spectrometer; B) Injector in split mode: The sample is transfered to the
column rapidly but with a great loss; C) Injector in splitless mode: Al-
most the complete sample is transferred to the column at the cost of
time and consequently peak broadening; In B) and C): Note that the
injection needle is pushed into the liner for a certain length; The purge
vent is to avoid septum bleeding and contaminations on the column;
The shown flow rate percentages are examples and subject to fine tun-
ing. Figure adapted and extended from Smedsgaard et al. (2006).
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nevertheless, they have to be derivatized. Their functional groups are masked
(substituted) with apolar trimethylsilyl (-Si(CH3)3) groups using e.g. N-methyl-
N-trimethylsilyl-trifluoroacetamide (MSTFA). The resulting derivatives are apolar
enough to be vaporized in the injectors heated chamber and to enter the column
with the gas flow.

In the context of this thesis, GC is considered as a subpart of GC-MS. A mass
spectrometer is attached to the end of the GC column to analyze the separated
output. Keep in mind that most elutes that arrive in the MS are the volatile deriva-
tives, not the original metabolites themselves.

2.3.5 Basics of mass spectrometry

Broken down to the essential, mass spectrometers apply electric and/or magnetic
fields to determine mass-to-charge ratios (m/z [Da/e]) of ions in a gas phase and
record their abundances. These capabilities make mass spectrometers very pow-
erful analyzers which can be applied stand-alone or attached to an LC or GC for
instance. In any way analytes need to be ionized and brought into the gas phase
to make them detectable by mass spectrometry (MS). This is realized in the ion
source - the first part of the MS which can be considered as some kind of adapter
to the preceding chromatography instrument. As it is a fundamentally different
request to ionize and bring the already gaseous eluents from a GC into the MS,
than to ionize and evaporate the eluents from the mobile phase of an LC, these
tasks are realized by different devices. The most common ion source for GC-MS is
the rather simple electron impact (EI) ion source. Decades later a reliable solution
was found to also couple LC to an MS: the electrospray ionization (ESI) ion source
(Smedsgaard et al., 2006).

The ionized analytes are led from the ion source into a device which determines
their mass-to-charge (m/z) ratios. It is hence called the mass analyzer. There are
various technical implementations of mass analyzers, but all require high vacuum
and make use of electric and/or magnetic fields to determine the ions m/z val-
ues. The most important characteristics of mass analyzers are their mass accuracy
and mass resolution. While mass accuracy is simply a measure for how exact
mass measurements are (see equation (2.6)), there are many definitions for mass
resolution in literature. The International Union of Pure and Applied Chemistry
(IUPAC) defines resolution in mass spectrometry as in equation (2.7) (Murray et al.,
2013).

massaccuracy =
m/zexp −m/ztheor
m/ztheor · 106

(2.6)
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m/zexp Experimentally measured mass-to-charge ratio
m/ztheor Theoretical mass-to-charge ratio

R =
m/z

∆m/zFWHM
(2.7)

∆m/zFWHM Peak width at 50 % of peak maximum

resolvingpower =
m/z1

m/z2 −m/z1
(2.8)

m/z1,m/z2 Two mass peaks of same height that overlap at a certain
percentage (commonly 10 %) of peak height

Mass resolutions of analyzers are in the range from unit mass resolution (1:1000
to 1:2000) to as high as 1:100,000. Their mass accuracies can be as high as 1 ppm
(parts per million) and even better, which eventually allows to unambiguously
separate all feasible molecular formulas for masses below 1000 Da (cmp. section
2.5.3 on mass decomposition).

The actual m/z values of the ions are measured by detectors at last. Detectors
measure the ion current or ion count as a function of time, which can be translated
to m/z ratios according to the mass analyzers working principles. The detection
relies on signal amplifiers and analog to digital converters which have to perform
in high-speed to obtain the best possible mass resolution. Detectors are also key
to sensitivity, which in MS is orders of magnitude higher than in nuclear magnetic
resonance (NMR) (Scheubert et al., 2013). The digitized signals are finally passed
on to the mass spectrometers computer-assisted data system.

In the following, common implementations of the relevant parts are described
in more detail: see sections Ionization methods (2.3.6) and Mass Analyzers (2.3.7).

2.3.6 Ionization methods

The purpose of the ion source is to transfer the sample from the mobile phase of the
chromatograph into the gas phase, ionize it, and bring it into vacuum. In case of a
classical GC-MS, which is connected via EI, the sample is already in the gas phase
when it comes off the GC column. To couple an LC to an MS, the most commonly
used ionization method is ESI. Both ionization methods are shortly outlined in
this subsection, putting the focus on the respective fragmentation patterns and
consequently on the mass spectra that are produced.

22



2.3 Chromatography and mass spectrometry for metabolome analysis

Electron impact (EI) ion source for GC-EI-MS

In an EI source, the compounds eluting from the GC column are immediately led
into a crossing beam of electrons that are accelerated to typically 70 eV. The vol-
ume of the ion source is kept in a high vacuum (< 5 × 10-5 hPa), such that the
eluting compounds expand from the column violently, quickly increasing the dis-
tance between all molecules and thus avoiding molecule-molecule collisions and
reactions. If one of the energetic electrons of the beam hits an eluting compound,
another electron of the compound is ’kicked out’, which first creates a positive-
charged radical ion, and second brings excess energy into the molecule which in
most cases leads to additional bond breakages: Fragmentation of the molecule
occurs. The positive-charged ions are accelerated and transfered into the mass
analyzer by another electric potential (Smedsgaard et al., 2006).

Fragmentation patterns in EI are highly reproducible and very characteristic for
their analytes. The spectra that are finally measured by the mass analyzer will
mainly feature signals for the different fragments of the ionized compound and
their isotopologues. Often the compound itself has been entirely fragmented due
to the high excess energy, such that there is little or no signal left for its specific
mass. This is why EI is often referred to as a ’hard ionization technique’. Addi-
tionally keep in mind that the compounds eluting from the GC column are typi-
cally derivatives of the original metabolites (see 2.3.4 Gas chromatographs). The
high reproducibility of EI spectra allows to establish large spectral databases like
NIST (NIST/EPA/NIH, 2014) or the GMD (Steinhauser et al., 2004), which can be
queried by virtually any gas chromatography coupled to mass spectrometry via
electron impact ion source (GC-EI-MS) user to identify ’unknown knowns’, i.e.
to identify metabolites that have been identified somewhere else before (see 2.5.2
Spectra matching).

Electrospray ionization (ESI) ion source for LC-ESI-MS

The major challenge in coupling LC and MS is the fact that the compounds elute
from a liquid mobile phase and must be brought into vacuum, before they can
be transferred into the mass analyzer. Effectively, this became feasible with the
advent of ESI, which made LC-ESI-MS highly popular and is the most widely ap-
plied technology in metabolomics mass spectrometry nowadays. The ESI process,
which occurs at atmospheric pressure, is not yet fully understood. The mobile
phase from the LC that carries the compounds in a solvent is pumped through a
narrow steel needle, to which a certain voltage is applied. If that voltage reaches
a specific threshold, the eluting liquid gets highly charged and forms a so-called
Taylor cone at the end of the needle, getting thinner and thinner. Below a certain
diameter at the tip of this cone the Rayleigh limit will be reached: The surface
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Figure 2.6: GC-EI-MS spectrum of the derivatized gluatmic acid (2TMS). The
monoisotopic mass of this analyte is 291.13221 Da and its molecular for-
mula is C11H25NO4Si2. The spectrum was taken from the GMD. While
the figure was modified afterwards, no spectral information has been
changed. Original authors of the spectrum: Boelling C, Liebig F, Er-
ban A, Kopka J, Max Planck Institute of Molecular Plant Physiology,
Department of Molecular Plant Physiology (Prof. Willmitzer L), Am
Muehlenberg 1, D-14476 Golm, Germany.
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Figure 2.7: LC-ESI-MS spectrum of glutamic acid after deconvolution. Its
monoisotopic mass is 147.05316 Da and its molecular formula is
C5H9NO4. The spectrum was taken from an ALLocator experiment
to analyze complex samples of C. glutamicum measurements (Kessler
et al., 2014). While the figure was modified afterwards, no spectral in-
formation has been changed.

tension forces of the cone can no longer keep the high number of charges and it
explodes into a number of droplets. Heated nitrogen gas is then used to make the
solvent evaporate, such that these droplets get smaller and smaller again, even-
tually resulting in a Rayleigh limit-driven explosion into even smaller droplets.
This process stops, when the droplets are small enough and contain few enough
charges to hold them. Other theories are discussed, but exceed the scope of this
work. In the end however, the very fine droplets are pumped into a high vacuum
and get transferred into the mass analyzer (Smedsgaard et al., 2006).

Of high interest in the context of this thesis is that ESI is a rather ’soft ionization
technique’. The described process will mostly create [M+H]+ or [M+Na]+ ions in
positive mode, or [M-H]- or [M+Cl]- ions in negative mode and rather few frag-
ments (cmp. [M+H-H2O]+, [M+H-CO2]+, ...). Not less important is that ESI is
very prone to its own parameterization, the solvent used in the LC method, and
the complexity of the sample. So-called matrix effects may occur, where certain
analytes that are easier ionized (i.e. they can carry charges easier) prevent other
analytes from being ionized. This may result in a loss of signals of the latter - or
even in a ’short-circuit’ that mutes the signal altogether (Choi et al., 2001; Sterner
et al., 2000; Annesley, 2003). Even though spectra are still highly reproducible and
characteristic if all parameters are kept constant, the diversity of applied LC meth-
ods and ESI settings make the establishment of spectral databases for LC-ESI-MS
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less applicable compared to GC-EI-MS spectral databases (Bino et al., 2004). Fig.
2.7 presents a cleaned up (deconvoluted, see section 2.5.1) spectrum of glutamic
acid as measured in a complex C. glutamicum sample (Kessler et al., 2014).

2.3.7 Mass Analyzers

Mass analyzers, together with the attached detectors, perform the core tasks of
mass spectrometry (MS): separating and assessing ions according to their mass-
to-charge ratio (m/z) values. There is a variety of technologies available for this
step, all of them make use of electric and/or magnetic fields and thus rely on
the molecules’ ionization beforehand. The performance of mass analyzers may be
evaluated using the following characteristics of main interest: Mass range limit,
mass accuracy, mass resolution, analysis speed, and sensitivity (de Hoffmann and
Stroobant, 2001).

To finally record the abundances of analyzed ions, their amounts have to be
converted from analog to digital. In the end, the digital output can be seen as
pairs of m/z values and intensities, so-called profile spectra, which can eventually
be mapped to retention times, if a chromatography preceded. These detection-
and conversion-devices are referred to as ’detectors’ in the following, but they are
not discussed in detail in this thesis.

Time-of-flight mass analyzer

The time-of-flight (ToF) mass analyzer is very simple in principle: Ions are accel-
erated by an electric field and pushed into a vaccum tube - at the end of that tube
a detector and a timer yield the abundance and the required time of ions to fly
through the tube. The flight time t of an ion until it reaches the detector is propor-
tional to the square-root of its m/z ratio. The scheme of a ToF is depicted in Fig.
2.8 a).

In a ToF, all ions arriving at the analyzer are measured in a single push event. Per
second multiple ten thousands of push events occur and the resulting spectra are
typically summed up to one spectrum being statistically more profound and less
distorted by noise. The sensitivity of a ToF can be tuned via the pushing rate. The
less pushes are performed per second, the more ions are measured per push. The
mass resolution depends on the speed of the detection and timing system which
has to be capable of detecting time-of-flight differences in the picosecond range.
(de Hoffmann and Stroobant, 2001; Smedsgaard et al., 2006)
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Figure 2.8: a) Schematic presentation of a reflectron time-of-flight (ToF) mass an-
alyzer. Ions coming from the ion source are accelerated by the pusher
before entering the flight tube. All ions carrying the same charge will
have (about) the same kinetic energy but a velocity that depends on
their m/z ratios. The flight tube is field-free except for the reflectron,
which corrects variances in the kinetic energies of ions with the m/z
values and thus increases the mass resolution of the instrument. The
flight time t of an ion until it reaches the detector is proportional to the
square root of its m/z ratio. b) Schematic presentation of a quadrupole
mass analyzer. The quadrupole consists of four parallel cylindrical
metal rods, of which the opposing ones are connected electrically to
each other. A radio frequency (RF) voltage with a direct current (DC)
offset is applied between the pairs of rods. The result is an oscillat-
ing electric field in which passing ions will have trajectories specific to
their m/z ratios. Most of these trajectories are unstable and only ions
with a specific m/z value, which depends on the parameterization of
the quadrupole, will reach the detector. (de Hoffmann and Stroobant,
2001; Smedsgaard et al., 2006)
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Quadrupole mass analyzer

Quadrupole mass analyzers force ions into cylindrical trajectories, which mainly
depend on an ion’s mass and the direct current (DC) and radio frequency (RF)
voltages applied to the quadrupole. This is explained in Fig. 2.8 b). If only a RF
voltage is applied, the quadrupole serves as a wide pass filter, allowing ions of a
wide range of m/z values to pass with a comparably high transmission. In two-
dimensional mass spectrometry (MS/MS) these quadrupoles are commonly used
to guide and focus ion beams, or - when filled with a collision gas like nitrogen,
argon, or rarely helium - to induce a second fragmentation of ions colliding with
gas molecules.

If a DC voltage is applied on top of the RF voltage, the range of m/z values for
which ions are transmitted is narrowed down: The device becomes more selective
and a mass separation is achieved, exceeding unit resolution if two (m/z)1 and
(m/z)2 are more than 1 Da apart.

When continuously changing the voltages for DC and RF, the quadrupole al-
lows to scan through m/z values in a set range, like e.g. from 100 m/z to 600 m/z,
measuring a single (nominal) m/z at a time. In this case however, the instruments
sensitivity is effectively reduced by the factor 500: From 1 second of elutes (from
a GC and EI for example) ions of each m/z will only be transmitted for 2 ms. In
targeted analyses the scanned m/z range should thus be narrowed down as much
as possible; but this comes to the cost of informative fragmentation spectra (’di-
agnostic ions’) which are necessary for the identification of unknowns (see section
2.5.4) (de Hoffmann and Stroobant, 2001; Smedsgaard et al., 2006).

2.4 Preprocessing of chromatography-hyphenated MS
data

The raw data, as it is written by the digitizer of the instrument, has to undergo
a number of general preprocessing steps before it can be used for application-
specific data integration and interpretation. These steps include mass calibration,
baseline correction, noise filtering, sometimes chromatogram alignment and fi-
nally peak detection, normalization, and quantitation. This section is intended to
describe the structure of chromatography-hyphenated MS raw data and to outline
common preprocessing steps.

2.4.1 Structure of chromatography-hyphenated MS data

Generally, data from any MS coupled to any chromatographic method are a list of
mass spectra st, where each spectrum is a set of pairs of mass-to-charge ratio and
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Figure 2.9: The structure of chromatography-hyphenated MS data, depicted us-
ing exemplary data. a) The total ion chromatogram (TIC) plots the
summed-up intensity I of all ions measured to any retention time t.
It is thus agnostic of MS information; b) The 2D plot additionally in-
cludes the MS information. The intensity is coded with grey values
at retention time andm/z coordinates (darker grey value means higher
intensity); c) The extracted ion chromatogram (EIC) plots the measured
intensity at each retention time for ions of a certain m/z value and can
be seen as a horizontal slice through the 2D plot or as a subset of the
TIC; d) The mass spectrum plots intensities for all m/z values at one
specific retention time and can be seen as a vertical slice through the
2D plot.

intensity [(m/z)t,i, It,i], acquired over a time dimension t (retention time). Fig. 2.9
summarizes the layers of this data structure and their interconnections.

The file formats in which these data is stored varies widely between vendors,
but the metabolomics open-source and open-data community has agreed on cer-
tain file formats of which the flexible mzML format is currently recommended
(Rocca-Serra et al., 2016). Predecessors are the mzData and mzXML formats which
have heavily influenced the development of mzML (Orchard et al., 2007). Earlier
the netCDF format has been de facto standard (Arita, 2004; Matthews and Miller,
2000). In practice all of these are still in use.
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2.4.2 Mass spectral data preprocessing steps

Not necessarily but typically a number of preprocessing steps, concerning the MS
derived data, are performed before writing to exchange formats. Often such pre-
processed files are still referred to as raw data. These preprocessing steps are out-
lined in the following.

Filtering

At first the signal-to-noise ratio of spectra has to be improved in a filtering step.
In the simplest case this is done using a moving average filter, removing high-
frequency spikes from the profile spectra. The softening effect of the moving av-
erage window is controlled via its window size: The larger the window, the more
spikes will be eliminated, eventually including valid peaks of interest. Unfortu-
nately the moving average does not well preserve the original peak intensity and
shape. The preferred option is to use a Savitzky-Golay filter (Savitzky and Go-
lay, 1964), fitting a polynomial of order d to the moving window and evaluating it
in its center point (m/z)c to replace its intensity i(m/z)c with the filtered intensity
ı̂(m/z)c calculated from the polynomial. The filter can be further improved when
including weighting functions in the estimation of the best order d.

Centroiding

Next, spectral data is usually centroided. I.e. most of the information in a profile
spectrum is discarded in order to only preserve one representative data point for
each ion peak. To achieve this, at first peaks are detected with help of an expected
peak shape. Then each centroid is positioned to the center m/z of the top 50 % of
the peak and the respective intensity (Hansen et al., 2006). Centroiding is a massive
data reduction step, hopefully discarding only data that is of no more use after this
point in the data analysis.

Internal mass scale calibration

To remove systematic errors in mass accuracy, one or multiple internal mass ref-
erences are injected into each analysis. The theoretical ion masses mlocki for each
of these reference compounds i = 1, ..., N must be known and are referred to as
lock masses. Any measured m/z values matching one of the lock masses within
a small tolerance window ∆m will be used as anchor points to correct the mass
scale, moving the anchor points to their exact (theoretical) mass values (Hansen
et al., 2006).
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2.4.3 Chromatogram alignment

The retention times of all elutes from the chromatographic column are not per-
fectly reproducible across replicate measurements, but variations are introduced
by small differences in pressure, temperature, solvent composition, column aging,
and fluctuations (Hansen et al., 2006). Retention time deviations vary from a few
seconds in small batches to half a minute or more, if measurements have been run
months or years apart. In analytical workflows that rely on compound identifi-
cation per spectral similarity, these retention time shifts can be easily dealt with
applying an appropriate threshold for maximum retention time deviations. How-
ever, if statistical analyses are to be performed on basis of single peaks, rather than
compound spectra, retention time shifts can quickly introduce severe errors and
misinterpretations to statistical results. In these cases it may be important to align
all chromatograms in advance to further data analysis.

The aim of retention time alignment is to transform the retention times t(pk(ci), sj)
of all peaks pk∈L(ci) that derive from all compounds ci∈N found in all samples
sj∈M to yield sample independent retention times t∗(pk(ci)). Such transformations
are typically based on anchor peaks pa∈L, either selected manually or determined
automatically due to high signal intensities and high recovery rates among sam-
ples. Two samples si and si+1 can then be aligned to each other by moving the
retention times t(pa, si) and t(pa, si+1) to the same t∗(pa). Even though symmetric
retention time alignment methods exist, most of them are asymmetric - i.e. one
sample is selected as a reference, and the retention times of anchor peaks in all
other samples are moved to match this reference. Computing symmetric retention
time alignments is resource intensive, as data from all chromatograms has to be
compared to each other. In any case the retention times of peaks situated between
anchor peaks are interpolated afterwards, e.g. linearly.

2.4.4 Peak detection and quantitation

Making the signals from the raw data accessible to quantitation and statistical
analysis means to detect peaks in the data and to describe them with a position (RT
and m/z) and a peak intensity and/or area. For this, peaks must be detected in
both domains of the raw data, the m/z domain and the chromatographic domain.
For both literature describes different approaches which are suitable for data from
mass spectrometers with different resolutions (Danielsson et al., 2002; Katajamaa
and Oresic, 2005; Smith et al., 2006; Tautenhahn et al., 2008; Castillo et al., 2011).

Lower resolution data is often binned in the m/z domain. That means the data
is split into slices of e.g. 0.1 m/z width, making the slice available for subsequent
processing in the chromatographic domain. These slices are sometimes referred to
as extracted ion base peak chromatograms (EIBPC). The representative m/z value
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for a peak in the EIBPC is later read from the raw data, for example by taking the
value with the highest intensity. The disadvantages of this approach are mainly
two-fold: First, analyte signals of a certain mass width may be split into two adja-
cent slices which results in ’jagged’ EIBPCs. This issue can be mitigated by com-
bining adjacent EIBPCs. The second, may be more severe problem is when the
signals of two analytes fall into the same EIBPCs (Smith et al., 2006).

The latter is the main reason why m/z domain binning is not a good option for
high resolution data. Here it is favorable to do peak-centroiding (see 2.4.2) and
to consider controids in the chromatographic domain if they can be found in at
least n subsequent scans within a narrow m/z window ∆mz , which is basically
determined by the instruments mass resolution (Tautenhahn et al., 2008).

Either way, the next step is to find peaks in the chromatographic domain. Chro-
matographic peaks are expected to have a close-to Gaussian shape, as has been
explained in subchapter 2.3.2 Basics of chromatography and especially in Fig. 2.3.
However, peak shapes are obscured by noise, which especially hampers detection
of very low abundant signals. The most prominent approach to find and assess
chromatographic peaks, i.e. to detect the beginning and the end of such a peak
in the chromatographic domain, is matched filtration. Matched filtration with a
second-derivative Gaussian wavelet overshoots the actual intensity of the peak,
but its zero-crossing points mark the left and right borders of the peak. The area of
the peak can now be assessed by integrating the raw chromatographic peak inten-
sities between these left and right borders. The intensity can be assessed by either
taking the local maximum or by reading the intensity off the center of the peak
(Smith et al., 2006).

The here described matched filtration with a second-derivative Gaussian func-
tion requires to parameterize the width of that function via its standard deviation
σ, which should reflect the expected duration wb it takes for an analyte to elute
from the applied chromatographic column (see Fig. 2.3A).

It is now easy to remove background noise by simply discarding all peaks that
do not exceed a certain signal-to-noise ratio S/N , where S is the intensity of the
peak and the noise N can e.g. be estimated via the mean of all intensities in the
chromatogram (Smith et al., 2006). Sometimes the determination of S is also con-
strained to more local retention time windows. The S/N parameter, typically set
in between S/N = 2 and S/N = 10, also allows to control the trade-off between
sensitivity and selectivity of the peak detection.

2.5 Integration of metabolomics chromatographic data

After the acquisition and preprocessing of the data all the recorded information
has to be gathered and brought into context with each other - within one measure-
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ment, but also across analyses. This includes the allocation of all signals which
derive from the same molecule, but also the exploitation of the measured data
and its comparison with existing data from databases in order to annotate (or ul-
timately identify) the detected molecules. These measures for data integration are
explained in the next subsections.

2.5.1 Spectra deconvolution

Both GC-MS and LC-MS create spectra that can consist of more than one mass
signal (i.e. m/z value) per originally measured metabolite and get additionally
polluted by background noise. In case of GC-MS spectra the multitude of mass
signals is mostly due to the strong fragmentation in the EI and additional ions
that come from prior derivatization to mask polar groups (see subsection 2.3.4).
These GC-MS spectra are very reproducible and characteristic for their analytes.
Together with the molecules’ retention time they are often sufficient for compound
annotation via database queries.

However, low signal-to-noise ratios obscure these spectra and very often spec-
tra of coeluting compounds overlap (Halket et al., 1999; Stein, 1999; Fiehn, 2002).
Then, only mass signals that derive from the same metabolite need to be extracted
from the raw spectrum to create a new, purified spectrum. This step is called
spectra deconvolution and the artifically formed spectra are called pseudo spec-
tra. Stein (1999) developed the first method for GC-MS spectra deconvolution.
The method makes use of a model peak shape and the least-squares method to
distinguish true features from noise and to deconvolute overlapping spectra.

For LC-ESI-MS data it is not sufficient to create purified pseudo spectra, because
there are virtually no reference databases as spectra are far less reproducible here.
Mass spectra created from LC-ESI-MS are different and pose their own unique
challenges on the deconvolution step. During analysis with ESI, so called pseudo-
molecular ions are created that can be observed as m/z values after detection.
Pseudo-molecular ions are intact analytes (with a monoisotopic mass M) that build
charged adducts with small inorganic ionic species (like [M+H]+, [M+Na]+, and
others). If the type of adduct is known, M can be determined easily and may be
subjected to mass decomposition or simple database queries.

Usually it is not that easy to get the monoisotopic mass M of the original metabo-
lite though: The set of m/z values that can be found for each original metabolite is
further complicated by fragmentation events that occur during ESI. Here, pseudo-
molecular ions loose neutral groups (neutral losses) and the remaining fragments
will be found as signal peaks with lower masses. Typical fragments for positive
mode LC-ESI-MS are e.g. [M+H-H2O]+ or [M+H-NH3]+. It is thus mandatory to
identify the roles of each peak in a pseudo spectrum to be able to calculate M.

Furthermore it is important to consistently determine the ’main peak’ of a pseudo
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spectrum, e.g. the [M+H]+, to compare its intensity or area across samples in quan-
titative analyses.

The allocation of pseudo spectra is additionally hampered by a large amount of
noise. Keller et al. (2008) have estimated that as little as 10 % of mass signals in
LC-ESI-MS data are of true biological origin.

2.5.2 Spectra matching

To reidentify known metabolites in newly acquired samples, their mass spectra
and retention times can be matched against databases of previously identified
metabolites. Retention times are more reproducible in a GC context, rather than in
an LC context, where chromatography methods differ widely. This subsection is
dedicated to the matching of query spectra against reference spectra in databases.
However, Bristow et al. (2004) showed that the reproducibility of mass spectra
across different instruments is limited as well. It can thus be difficult to correctly
assess the similarity of two spectra and different methods have been discussed in
literature.

The simplest way of comparing two spectra is counting the peaks (m/z val-
ues) that are present in both spectra. More elaborate methods like normalized eu-
clidean distances, absolute value distance, similarity index according to Hertz et al.
(1971), probability-based matching, and the dot-product have been comprised by
Stein and Scott (1994). Of them, the dot-product was rated best by Scheubert et al.
(2013). In the context of this thesis spectra similarities are assessed using the co-
sine score, which is simply the square root of the dot-product. Both are explained
in detail in the following.

To calculate the similarity of two spectra using the cosine score, it is at first im-
portant to create a vector of intensities for each spectrum. These vectors shall con-
tain intensities for the same characteristic m/z values in the same order. There are
three possible strategies to do this: Consider only m/z values that are present in
both spectra, consider only m/z values that are present in the reference spectrum,
or consider only m/z values that are present in the reference spectrum. A certain
m/z error εmz must be allowed, to find equal m/z values in both spectra. Once
the two intensity vectors have been created, it is possible to calculate the cosine
between these vectors, as is listed in equation 2.9. The dot-product is simply the
square of the cosine.

cos^(
−→
Q,
−→
R ) = (

−→
Q ·
−→
R ) (|

−→
Q ||
−→
R |)−1 (2.9)

−→
Q the intensity vector of the query spectrum.
−→
R the intensity vector of the reference spectrum.
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The cosine score for any two perfectly matching spectra is exactly 1. The advan-
tage of this score is that if all intensity ratios within the query spectrum equal all
intensity ratios with the reference spectrum, i.e.

−→
Q =

−→
R · x, where x is any factor,

the cosine is still 1. Furthermore, the absence of peaks in one spectrum that have
a relatively low intensity in the other spectrum add only a small penalty to the
score. This is very important whenever low intensity query spectra are matched,
and some peaks potentially fell below the detection limit. If intensity ratios be-
tween the query and the reference spectrum differ too much, the penalty to the
score is relatively high. Fig. 2.10 depicts four different query spectra that match
the same reference spectrum and the respective cosine scores for each match.
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Figure 2.10: Four different query spectra matched against a reference spectrum.
The cosine score has been calculated considering all peaks that are
present in the reference spectrum. Missing intensities in the query
spectrum have been set to zero. Isotope peaks are not considered. A)
Perfecting matching spectra get a cosine score of 1; B) A linear scaling
of all intensities in a vector does not affect the cosine score; C) If the
intensity ratios of two spectra do not match, the penalty to the cosine
score is quite high; D) Small missing peaks do hardly affect the cosine
score, if other intensity ratios match.
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After all, mass spectra are not yet unique and characteristic enough, to unam-
biguously identify (or reidentify) metabolites on a spectral basis alone. Spectra
are often rather specific to compound classes, than to single compounds. In both
GC-MS and LC-MS context it comes most natural to include the retention time
into the decision process. Still, a true confidence cannot be assessed from database
matches. Unlike for proteomics, it is not yet possible to establish decoy databases
for small molecules, and thus False Discovery Rates (FDR) cannot be estimated. It
still remains to the user to decide, how much confidence can be put in any database
hit (Scheubert et al., 2013). A more profound disucssion of the different levels of
’identification’ can be found in subsection 2.5.4.

2.5.3 Mass decomposition

Metabolites cannot be sequenced like polynucleotides or polypeptides. The genome
and the proteome are basically made of linear 4-letter and 21-letter codes, respec-
tively (let aside post-translational modifications). Metabolites however are three
dimensional arrangements of atoms. To unambiguously identify any unknown
metabolite it must undergo structural elucidation. Unfortunately, MS technology
alone is insufficient for complete structural elucidation of unknown compounds
(Scheubert et al., 2013). It is capable of elucidating their elemental composition
though. Molecular formulas are very valuable annotations for metabolites and in
part they can be derived from a mass spectrum.

The exact monoisotopic mass of a molecule is the basis to calculate its molecular
formula, which summarizes the atoms that contribute to this molecule. In fact,
every molecular formula has a unique monoisotopic mass, or vice versa: for a
given monoisotopic mass only one combination of atoms fits.

For example the molecule S-adenosyl-L-methionine has a monoisotopic mass of
398.137238 Da which can only be explained by the molecular formula C15H22N6O5S
as is explained in equation (2.10).

398.137238 Da = 15 ·m12C + 22 ·m1H + 6 ·m14N + 5 ·m16O +m32S

= 15 · 12 Da+ 22 · 1.007825 Da+ 6 · 14.003074 Da
+5 · 15.994915 Da+ 31.972070 Da

(2.10)

m... monoisotopic masses taken from the IUPAC Technical Report
(de Laeter et al., 2003), first six digits only.

However, no existing mass analyzer is capable of precisely determining the ex-
act mass of any molecule. Modern instruments get down to a mass accuracy of 3
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ppm, some even 1 ppm and below. For every day measurements errors of around
5 ppm should be assumed though. That is a range of 5 mDa for a molecule of 1,000
Da, which is not exact enough to uniquely identify the corresponding molecular
formula. Thus, all possible molecular formulas must be calculated that fit a mass
in the range of 999.995 Da to 1,000.005 Da.

Considering all known elements and any possible combination of these that fit
1, 000 ± 0.005 Da would result in a vast and meaningless list of mostly arbitrary
molecular formulas. In real world applications though, and certainly in a biolog-
ical context, the atomic alphabet can be restricted to a small number of elements
that are included in the mass decomposition. Still, the number of combinations
growth exponentially with higher target masses and wider mass accuracies.

In metabolomics it is often sufficient to restrict the elemental alphabet for mass
decomposition to C, H, N, O, P, and S. Still, for masses in the range of 1, 000 ±
0.005 Da more than 30,000 formulas can be found - more than 300,000 if the mass
accuracy is as low as 0.05 Da. Fig. 2.11 depicts how the number of theoretical
mass decompositions depends on mass and mass accuracy. But most of the result-
ing formulas are very improbable to exist or even are chemically impossible. Kind
and Fiehn (2007) have comprised a set of rules that can be applied to filter mass
decomposition results. This set includes chemical rules considering atom connec-
tivity (Senior, 1951) or isotopic patterns (Kind and Fiehn, 2006) as well as heuristic
rules that were evaluated using databases of biological compounds.

In the case of LC-ESI-MS measurements additional information may be derived
from spectra deconvolution (see section 2.5.1). Neutral losses, if successfully iden-
tified, reveal sub formulas of the true elemental composition: molecular formulas
can be excluded from the possible results, if they do not contain the molecular
formula of the neutral loss (Rojas-Chertó et al., 2011; Kessler et al., 2014).

2.5.4 Metabolite identification

The term ’metabolite identification’ is multilayered. First, it has to be differenti-
ated between metabolite identification in the sense of annotating a signal peak or
spectrum with the name of a known compound, and the so-called de novo identi-
fication of a hitherto unknown molecule. Second, the criteria that are required to
identify a metabolite with reasonable confidence, with respect to precedented or de
novo identification, is a matter of discussion and community efforts for more than
a decade now. This section will summarize the currently prevailing proposals on
different qualities and confidences of metabolite identification. As de novo identi-
fication cannot be done with MS and chromatographic methods alone, but needs
to be supported by orthogonal technologies like NMR (Bino et al., 2004; Scheubert
et al., 2013), details on this topic are beyond the scope of this thesis and will not be
covered in this section.
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Figure 2.11: The number of calculated mass decompositions in dependency of the
target monoisotopic mass and the mass accuracy for the atomic al-
phabet of L = {C,H,N,O, P, S}. For nominal masses from 100 Da
to 1000 Da, in 25 Da steps, compounds from the KEGG COMPOUND
database have been selected. For each of these compounds monoiso-
topic masses, decomposition with four different mass accuracies was
performed (1 mDa, 5 mDa, 10 mDa, and 50 mDa) using the mass de-
composition algorithm of the ALLocator software.
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In 2007 Fiehn et al. published a brief report announcing the metabolomics stan-
dards initiative (MSI) to develop a set of reporting standards for metabolomics in
order to catch up with the high standards that were already established in the pro-
teomics research community. In the same issue of Metabolomics Sumner et al., the
MSI chemical analysis work group (CAWG), presented a first primer suggesting
to consider four different levels of metabolite identification: compare Tab. 2.3.

Table 2.3: Four levels of metabolite identification confidence as proposed by the
chemical analysis work group of the metabolomics standards initiative
(Sumner et al., 2007).

Level Name and Description

1 Identified compounds
The compound has been unequivocally identified by comparing two
or more orthogonal properties of an authentic standard reference to
the experimental data. Reference and experimental data must have
been analyzed with the same methods in the same laboratory.

2 Putatively annotated compound
Compounds that were identified based on physicochemical proper-
ties and/or spectral similarity to known compounds (see section 2.5.2
on spectra matching.)

3 Putatively characterized compound class
The compound class could be identified based on physicochemical
properties and/or spectral similarity to other, known compounds of
that chemical class.

4 Unknown compounds
Neither the compound, nor its chemical class could be identified. But
based on its spectral data it can still be differentiated and quantified.

Even though the reporting standards recommended by the MSI were widely
regarded as the ’community consensus’ for seven years, they have hardly been
applied. Neither scientific journals nor public metabolomics databases added au-
thority to the standards by making them a requirement for publications (Salek
et al., 2013b). The four levels have been a simple system, but they did not suffi-
ciently differentiate the levels of confidence, which can be found as subsets of the
levels 2 and 3. Furthermore, the four level system was technology-agnostic and
as such not expressive enough for reporting metabolite identification confidence
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(Creek et al., 2014).
In 2014 then, Schymanski et al. and Sumner et al. reacted to the request to solve

the issues of the four level standard and suggested more detailed systems to assess
identification confidence.

Schymanski et al. proposed a new five level system, tailored to high resolu-
tion MS, that not only covers identification confidence, but also better integrates
the accuracy of the identification: Is exactly one candidate left, can the molecular
formula be determined or only the exact mass (cmp. 2.4)?

Table 2.4: Five levels of metabolite identification confidence in high resolution
mass spectrometry as proposed by Schymanski et al. (2014).

Level Name and Description Min. data requirements

1 Confirmed structure MS, MS/MS, RT, Ref. Standard
by reference standard

2 Probable structure
a) by library spectrum match MS, MS/MS, Library MS/MS
b) by diagnostic evidence MS, MS/MS, Experimental Data

3 Tentative candidate(s) MS, MS/MS, Experimental data
structure, substituent, class

4 Unequivocal molecular formula MS isotope/adduct

5 Exact mass of interest MS

However, this five level system still lacks information on additionally applied
technologies (e.g. orthogonal measurements like NMR) and is still not much more
fine-grained than the four level system by MSI. These are the shortcomings that
Sumner et al. (2014) tried to tackle with their proposal of an actually quantitative
metric and an alphanumeric code for metabolite identification confidence. For
example an LC-ESI-MS measurement yielding an exact mass with an accuracy
below 5 pmm, would be worth 1 point. A high resolution retention time would be
worth another 1.5 points. The sum would be 2.5 points and might be multiplied by
2, when matching to a (public) reference library. This would result in a final score
of 5 points. The points that each technology ’is worth’ were carefully selected
by Sumner et al., but may only be seen as a primer for future discussion. Not
quantitative but more definite is the alphanumeric code that is suggested in the
same publication. The above example would be encoded as HRMS1

PL, HRtPL,
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whereHRMS1 indicates a 1-dimensional high resolution mass spectrum andHRt

notes the high resolution retention time. The subscript PL states a match against
a public library.

The five level system by Schymanski et al. appears to be easier and more gen-
eralized, since levels 3 to 5 allow to describe annotations that comprise a set of
compounds, like substituents, compounds with a common molecular formula or
monoisotopic mass. The quantitative and alphanumeric code by Sumner et al.
better reflects the technologies and accuracies that led to an annotation. None of
the yet proposed systems for reporting metabolite identification confidence takes
into account, how unequivocal molecular formulas were determined from the
monoisotopic mass: e.g. interpretation of isotope patterns and/or fragmentation
patterns are not considered.

2.5.5 Preparation of quantitation tables

In almost all cases it is required to perform some kind of statistics to finally gener-
ate new information off a metabolomics experiment. In a first step, the measured
data is thus brought into a matrix X of n samples and m variables. Variables
will be mostly constituted of measured features (signals, isotope clusters, or com-
pounds), but may also contain ’external data’ which was not acquired with an
MS instrument, like e.g. age, nutrition, temperature etc. A challenge in this step,
which may not be underestimated, is the task of associating features across the
samples, or in other words, to concatenate the feature vectors ni = [x0...xm] of
all samples to a single matrix. Signals vary in their positions because of retention
time shifts and mass errors. These problems can be tackled with one of multiple
strategies, like binning, retention time correction, or matching on spectral basis,
which have been discussed above. Another issue is that not all signals that are
present in one sample, are present in the next sample too - typically not even in
technical replicates. These signals that are absent in only a subset of samples are
referred to as missing values.

Missing values

These missing values can be results of noise in the other samples (i.e. the present
signals are artifacts), of the complete absence of the compound, of an abundance
below the detection limit, or as a result from misses during preprocessing or too
strictly parameterized data integration. It is thus not necessarily correct to account
for them with zero intensity or area. Also, certain statistics cannot deal with miss-
ing values due to division-by-zero problems. There is a multitude of strategies on
how to deal with missing values. Values may be set to the minimum value found
for the same feature, or to an arbitrary low value that should be as close as possi-
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ble to the detection limit. These two strategies are helpful, if signals were lost due
to low intensities. Values may alternatively be replaced by the mean or median of
either all findings, or only derived from findings within the same group. The latter
strategies are helpful, if the signals are expected to be present in higher intensities,
but supposedly were missed or falsely assigned during data processing.

2.6 Analytical approaches to the metabolome

The analysis of one or many metabolites in a sample may be motivated by a num-
ber of generally different targets. The priority may be to find a certain metabolite
and to measure its relative abundance, or it may be important to have an unbi-
ased overview of as many metabolite levels in a complex sample as possible, or
may be single metabolites are not important at all, but unelucidated mass spec-
tra are used to classify an organism. The different takes on metabolite analysis,
with decreasingly focused scopes but increasing coverage of the metabolome, can
be referred to as targeted analysis, metabolic profiling, untargeted analysis (sometimes
called metabolomics), and fingerprinting. These different approaches are presented
in this section. Orthogonally to these approaches, stable isotope labeling (SIL) allows
for relative quantitation and facilitates the annotation of molecules. SIL is outlined
in the last subsection.

2.6.1 Targeted analyses

If finding and quantifying a specific, well-known metabolite (or a few specific
metabolites) is the goal, a targeted analysis is performed. The sample preparation
is tailored to recover the metabolite of interest while washing off as many other
metabolites as possible. Whether applying GC-MS or LC-MS, the RT as well as
the m/z values of characteristic ions are known in advance. It is thus easy to find
the respective signals in all measurements. Here the sensitivity and the dynamic
range of the entire analytical approach (including sample preparation, chromatog-
raphy and mass spectrometry) are key, so that very low abundant molecules can
be found and that abundances can be assessed within a high dynamic range.

As an example, targeted analyses can be applied to study the primary effect of
the genetic alteration of an enzyme, where the analysis can be constrained to its
substrate and/or product (Fiehn, 2002). As the list of target analytes growth, the
border between targeted analyses and metabolic profiling blurs.

2.6.2 Metabolic profiling

Often metabolic profiling is not distinguished from targeted analysis, as differences
are small. Here, the list of targets may e.g. be comprised of all metabolites in
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a certain metabolic pathway. Typically, these metabolites share certain chemical
characteristics, such that sample preparation can still be tailored to reduce matrix
effects (Fiehn, 2002). As the metabolites are known in advance, the m/z values of
expected ions can be deferred easily. Not necessarily all RT are known a priori.

Both targeted analyses and metabolite profiling are commonly driven by a specific
biochemical question or in order to test a certain hypothesis (Patti et al., 2012).

2.6.3 Untargeted analyses (metabolomics)

Untargeted analysis usually is an approach that is applied for hypothesis genera-
tion, rather than testing. There is no defined list of metabolites of interest before
the experiment has been performed and the measurements have been evaluated.
In contrast, often the list of potentially interesting metabolites is the result of the
experiment. For example, when investigating the pleiotropic effects of a genetic al-
teration, multiple metabolites across various metabolic pathways may be affected
(Fiehn, 2002; Weckwerth, 2003; Patti et al., 2012).

Accordingly, untargeted analyses are designed to be as unbiased as possible, try-
ing to include the entire metabolome. That means that sample preparation should
avoid the exclusion of any class of metabolites and that the analytical method must
provide sufficient resolving power to separately acquire the signals of a complex
mixture. The resulting data is equally complex and adequate software tools are
required: First to associate signals to each other if they derive from the same orig-
inal molecules. And second to identify expected metabolites (’known knowns’)
as well as other metabolites described in literature and databases (’known un-
knowns’). In fact, data evaluation of untargeted analyses should also be prepared
for the discovery of hitherto unknown metabolites and yield first hints for their
de-novo identification.

LC-MS can cover more of the metabolome in a single measurement than GC-MS,
but generally both technologies are suitable for untargeted analyses. From both it
is also possible to derive RT, accurate mass and putative molecular formulas for
yet unidentified molecules.

2.6.4 Fingerprinting

Assessing the metabolome with MS can even be helpful without identifying the
metabolites that are responsible for each signal. The complex but very character-
istic spectra themselves can be used for the classification of samples which is a
powerful tool for clinical diagnostics. Such fingerprinting approaches do without
any chromatography and can thus be performed rapidly, in a high throughput
manner (Fiehn, 2002). Fingerprinting is mentioned here for the sake of complete-
ness, but it is out of the scope of this thesis, which focuses on data evaluation for
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chromatography-hyphenated MS.

2.6.5 Stable isotope labeling

Stable isotope labeling is not an alternative approach, but a possible extension for
targeted as well as untargeted analyses. It is based on the replacement of the atoms
of a specific element by a specific stable isotope in a certain culture or plant. For
example all 12C atoms (which in nature is the most abundant isotope of carbon)
can be replaced by 13C isotopes. That increases the monoisotopic mass Mi,C12 of
each metabolite by ∼ nC,i Da to Mi,C13 , where nC,i is the number of carbon atoms
in the molecular formula of Mi; for a hexose molecule C6H12O6 that is a ∼ 6 Da
shift, accordingly.

This can be achieved by only providing 13C carbon sources to an organism,
which is way easier for bacterial cultures (e.g. grow with 13C-Glucose), than for
plants (prepare an atmosphere that contains 13CO2 instead of 12CO2) (Hegeman
et al., 2007; Giavalisco et al., 2009). When the in-vivo labeling was successful, al-
most all 12C moieties have been metabolized and about 99 % of all carbon atoms
in the culture will be 13C atoms. Fig. 2.12 explains how this affects the masses, and
consequently the mass spectra, of metabolites.

There are two benefits of such experiments, when e.g. samples of a normally
grown mutant strain and a U-13C-labeled wild type strain are mixed and analyzed
in a single LC-MS measurement. First, the U-13C can serve as an internal standard:
12C and 13C peaks in a spectrum have to be normalized to the respective dry-
weights, but then their quotient directly reveals the quantitative ratio. Second, the
m/z distance between associated 12C and 13C peaks reveals the number of carbon
atoms in the analyte. This information can be used to improve the identification
of metabolites by reducing the number of possible molecular formulas (Rodgers
et al., 2000; Baran et al., 2010; Rojas-Chertó et al., 2011; Kessler et al., 2014).

As carbon is a constituent of every metabolite, it is most often 13C that is in-
troduced to replace the naturally most abundant 12C atoms, but 15N and 34S are
suited as well, when investigating nitrogen- or sulfur-containing metabolites, re-
spectively.
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Figure 2.12: LC-ESI-MS spectrum of glutamic acid after deconvolution. The spec-
trum was taken from an ALLocator experiment to analyze complex
samples of C. glutamicum measurements containing an internal stan-
dard with U-13C SIL (Kessler et al., 2014). While the figure was mod-
ified afterwards, no spectral information has been changed. Glu-
tamic acid contains nC = 5 carbon atoms. The U-13C SIL conse-
quently increases the mass of the molecule by nC × 1.003355 Da,
the mass difference between 13C and 12C isotopes, which sums up
to ∆m = 5.016775 Da. This mass difference can be observed for
the [M+H]+ and [M+H-H2O]+ ions. The other ions though, which
have each lost one carbon atom in the ion source, both differ by only
4.01342Da accordingly. Some U-13C glutamic acid molecules still con-
tain one or more 12C atoms, such that the respective isotope patterns
feature signals for the lighter isotopologues. Such reversed isotope
patterns are referred to as ’mirrored isotope patterns’ in this thesis.
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Due to the diversity of instrumental set ups and experimental approaches that are
applied for metabolome analysis, the metabolomics software landscape consists
of many solutions that cover rather narrowly defined purposes. For instance, the
fundamental differences in LC-MS and GC-MS spectra require different informatic
approaches for interpretation and identification. For the same incompatibility rea-
sons separate spectral data repositories are required. An example for experimen-
tally motivated differing requirements to analytical software is between targeted
and untargeted measurements.

More complex metabolomics software platforms and tool suites, which at least
provide some parts of the metabolome data analysis workflow, are presented in
the following sections. The applications are divided into command-line tools,
mostly lacking graphical user interfaces and often focused on early processing
steps, desktop applications, which typically excel through rapid raw data access,
and web applications, which often profit from the compute power of their backing
servers and sometimes take advantage of their potential as sharing and collabo-
ration platforms. The last section comprises the most important public resources
and repositories.

3.1 Command-line tools

This section is dedicated to freely available tools which do not (necessarily) fea-
ture a graphical user interface but that can perform one or a few steps of the
metabolomics data processing workflow. They often aim to solve the early pro-
cessing steps like peak detection, spectra deconvolution, or compound identifica-
tion. Many of these tools are integrated in more comprehensive software platforms
and thus constitute an important foundation for metabolomics software develop-
ment.

3.1.1 XCMS

XCMS is an open source R package for peak detection, peak matching across sam-
ples, and retention time alignment in all types of chromatography-coupled MS,
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but primarily LC-MS (Smith et al., 2006). The original peak detection of XCMS ap-
plied matched filtration based on a second derivative Gaussian model peak shape
to binned m/z slices in the raw data. In 2008 Tautenhahn et al. enhanced XCMS
with the centWave algorithm, which detects regions of interest based on signal
density (instead of binning) and a continuous wavelet transform based approach
for peak detection (instead of the matched filtration) to overcome the bias of the
predefined model peak shape. XCMS2 is an extension for XCMS which supports
matching for MS2 spectra against the METLIN database. To perform second-order
analyses on XCMS output of multiple groups the metaXCMS R-package was re-
leased (Tautenhahn et al., 2010).

3.1.2 CAMERA

Another open source R package that builds upon XCMS output is the CAMERA
tool for spectra deconvolution and annotation (Kuhl et al., 2012). CAMERA groups
peaks in XCMS peak lists and annotates them as adducts, fragments or isotopes
deriving from putative molecules. By this, the accurate masses of these putative
molecules are determined. CAMERA uses a graph-based approach and a prede-
fined list of common adducts and fragments. It integrates seamlessly with XCMS.

3.1.3 MET-COFEA

Similarly to CAMERA, MET-COFEA (METabolite COmpound Feature Extraction
and Annotation) aims to cluster chromatographic peak features by retention time
and peak shape, and to subsequently annotate the most common adducts, frag-
ments and their isotopes which reveals the molecular mass of the corresponding
metabolite. MET-COFEA is applicable to LC-MS data and applies a mass trace
based-extraction of ion chromatograms and a continuous wavelet transform-based
peak detection (Zhang et al., 2014). Identified peak groups can be used to align
several ESI-based measurements.

3.1.4 X13CMS

X13CMS is an extension to XCMS which was described above. It allows to integrate
12C and 13C measurements (or any other isotope labels) and to use their feature
ratios for differential analyses. X13CMS builds upon the peaks and peak groups
XCMS generates and detects the enriched features in them (Huang et al., 2014).

3.1.5 AMDORAP

Takahashi et al. (2011) seek to get the most out of the accuracy advantage which
LC-MS instruments have compared to other technologies. The open-source R
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package AMDORAP was developed to obtain the most accurate m/z values from
a set of measurements.

3.1.6 apLCMS

Similarly to AMDORAP, apLCMS is dedicated to peak detection in high-accuracy
LC-MS data. This R package applies a set of adaptive procedures in order to avoid
hard cutoffs (Yu et al., 2009). In contrast to AMDORAP, the apLCMS software
relies on a profile-by-profile analysis, rather than performing peak picking and
alignment in a single step.

3.1.7 mzMatch(-ISO)

Introducing the file format PeakML, Scheltema et al. (2011) also presented a new
R package mzMatch, which extends XCMS (Smith et al., 2006) with functional-
ity to read and write PeakML files. The PeakML format was designed to allow
researchers to set up their data processing pipelines in a more modular fashion,
rather than limiting themselves by using one or a few tools for the entire process.
To overcome the limitations of static graphs, the PeakML Viewer desktop appli-
cation was released, which allows to interactively explore the respective results.
In 2013 Chokkathukalam et al. extended the mzMatch R software with the new
package mzMatch-ISO. The latter aims to detect and visualize isotopes in SIL-
experiments.

3.2 Desktop applications

In this thesis, a desktop application is defined as any software that must be in-
stalled on a computer, makes use of the local compute power, provides a graphical
user interface, and persists raw data as well as results on this computer. Tradi-
tionally desktop applications provided the more sophisticated graphical user in-
terfaces compared to web applications. However, this advantages is increasingly
mitigated by the steep development web technologies have undergone in recent
years. A remaining advantage is that desktop applications, which mostly interact
with the local file system, are less prone to bandwidth limitations. This allows
very detailed data representations to be updated in real-time.

3.2.1 mzMine

The Java-based open-source toolbox mzMine provides a collection of methods for
the differential analysis of LC-MS data (Katajamaa and Oresic, 2005; Katajamaa
et al., 2006). It is designed to easily incorporate new algorithms and methods for
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data processing, and to this end it was leveraged to an even more modular frame-
work in its second version (Pluskal et al., 2010). The mzMine software offers visual
data exploration for quality assessment, but not for curation. Statistical analyses
are not part of the mzMine workflow.

3.2.2 MetAlign

MetAlign, first published in 2009 by Lommen, is an interface-driven desktop ap-
plication covering the analysis process of both GC-MS and LC-MS from raw data
input, to preprocessing, to the export of spreadsheets for subsequent (external)
statistical analysis. In its third version it is a multi-threaded application, which led
to a performance leap in several processing steps (Lommen and Kools, 2012).

3.2.3 Decon2LS

Decon2LS is an open source software package (written on the .NET-framework)
for automated processing and visualization of high-resolution LC-MS data. It can
be applied for both proteomics and metabolomics data. Raw data reading, peak
finding, modeling of theoretical isotope distributions, and deisotoping are cov-
ered. In-depth exploration of results is made possible with detailed visualizations.
For compound identification purposes however, data must be exported and ana-
lyzed with other programs (Jaitly et al., 2009).

3.2.4 PeakML Viewer

The PeakML Viewer (Scheltema et al., 2011) has been described in conjunction with
the PeakML file format and the mzMatch R package in subsection 3.1.7.

3.2.5 MetExtract

MetExtract is a desktop application (sources available online, precompiled for
Windows operating systems) that allows to exploit SIL in a way that is very sim-
ilar to ALLocator: It is mainly based on the mirrored isotopic patterns produced
by e.g. 99 % 13C labeled samples. The software uses the presence of both isotopic
and mirrored isotopic patterns as a hard quality criterion and bases further analy-
sis only on those features that have been found in both conditions (Bueschl et al.,
2012, 2013a,b). Important improvements that have recently been released with
MetExtract II are metabolic feature pair detection and ion deconvolution (Bueschl
et al., 2017).
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3.3 Web applications

Here, the term ’web application’ comprises any software that can run in a users
web browser, or is started from a users web browser (like JavaTM Webstart ap-
plications). This covers a broad spectrum of programs from one-trick-ponies that
perform a single analysis on uploaded data and then provide the results, to full-
fledged software platforms including management and storage functionality. They
all have in common that users do not have to install any additional software be-
sides a web browser, and may be Java Webstart or the AdobeTM FlashTM Player.
Consequently, software updates are centralized at the providers server and do not
have to be distributed. Many web applications are also covered by the term ’Soft-
ware as a Service’ (SaaS).

3.3.1 MetaboAnalyst 2.0

The MetaboAnalyst web platform was first published in 2009 by Xia et al. and pro-
vided strictly defined solutions for the analysis of GC-MS, LC-MS and NMR data.
With a second version especially the data analysis features were enhanced (Xia
et al., 2012). MetaboAnalyst makes use of the diverse software packages provided
for the R project (R Development Core Team, 2011) and Bioconductor (Gentleman
et al., 2004). With help of these, it covers the metabolomics analysis workflow from
data preprocessing, to normalization, to statistical analyses, and finally generates
analysis reports that can be downloaded.

3.3.2 XCMSOnline

XCMS (Smith et al., 2006) is one of the most accepted open source tools for LC-MS
peak detection in the scientific community. With XCMSOnline (Tautenhahn et al.,
2012) a graphical web interface was published that is completely dedicated to the
tool. While not being the first online platform to allow XCMS usage (Neuweger
et al., 2008), XCMSOnline is tailored to provide the entire XCMS feature set. It is ad-
ditionally enhanced by the features of CAMERA, which is another R package that
seamlessly integrates with XCMS to perform spectra deconvolution (Kuhl et al.,
2012).

3.3.3 MetabolomeExpress

The MetabolomeExpress project aims to be a public repository for GC-MS data
that also offers to (re-)perform analyses in that platform (Carroll et al., 2010). To
this end it provides its own peak detection algorithm as well as matching against
public databases and a set of statistical tools to explore gained results.
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3.3.4 MetiTree

The MetiTree web application was designed to support researchers in metabo-
lite identification using multi stage mass spectrometry (MSn) data (Rojas-Chertó
et al., 2012). The software provides means for data organization, processing, shar-
ing, visualization, and matching, as well as a spectral tree viewer for exploration.
MetiTree integrates the Multi-stage Elemental Formula (MEF) tool, which was de-
veloped by the same group, to assign elemental compositions to the ions and frag-
ments in MSn spectra (Rojas-Chertó et al., 2011).

3.3.5 metaP-Server

Kastenmüller et al. (2011) published a web server for statistical analyses in metabolome
research, including support for multiclass statistics. The metaP-Server does not of-
fer preprocessing by itself, but it accepts quantitation data tables as input and is
thus independent of the applied technology (MS- or NMR-based).

3.3.6 MetFrag

The combinatorial fragmenter MetFrag provides an interface and algorithm for
metabolite identification with respect to their fragmentation patterns. MetFrag
first queries public databases (HMDB, KEGG, or ChemSpider) by neutral exact
mass or molecular formula to find candidate compound structures. Then for each
compound the theoretical fragmentation pattern is determined and matched against
the user’s measured spectrum (Wolf et al., 2010).

3.3.7 ChromA

ChromA is a web-based tool for the retention time alignment of chromatography-
coupled MS data. It is applicable in both contexts, metabolomics and proteomics.
For computing pairwise alignment, dynamic time warping is applied. In addi-
tion, the user interface allows to manually define additional anchor points - e.g.
the positions of already identified compounds. Applying center-star approxima-
tion a reference file can be selected, to allow for alignment of more than two chro-
matograms (Hoffmann and Stoye, 2009).

3.4 Public resources and repositories for metabolome
informatics

Regardless of the underlying platform all mass spectrometry software solutions
that aim for annotation or even identification of small molecules need to match
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spectra against databases. These may be user-created reference lists, but more of-
ten the tools query public repositories of compounds and spectra. Search criteria
may be putative masses of compounds, complete or pseudo spectra, or even MSn

spectra. In 2013a, following the model of proteomics, even repositories for raw
data of metabolomics experiments are created and populated (Salek et al.). The
following section however comprises public databases that can be used by soft-
ware tools to perform the task of spectra annotation (cmp. Fig. 4.1).

3.4.1 Kyoto Encyclopedia of Genes and Genomes

KEGG (Ogata et al., 1999; Kanehisa and Goto, 2000) mainly consists of the three
databases PATHWAY, GENES, and LIGAND. The latter comprises the three sec-
tions COMPOUND, ENZYME, and REACTION. In the scope of metabolomics the
COMPOUND database is most interesting of course. But also in which reactions
the molecules take part and in which pathways these are embedded is an impor-
tant information that KEGG searches can return. The KEGG databases do not store
spectra, but compounds can be filtered by their molecular masses.

3.4.2 Metlin

The Scripps Center For Metabolomics hosts Metlin, a freely available data repos-
itory for metabolite identification through mass analysis (Smith et al., 2005). It al-
lows for mass spectral searches and even stores MS/MS spectra for many molecules.
Results are also linked to KEGG compounds where possible.

3.4.3 Human Metabolome Database

The HMDB is a comprehensive database of endogenous metabolites, comprising
data from literature, experimental data, and MS as well as NMR spectra. For each
available compound a so called MetaboCard is available, which contains more
than 100 data fields with physico-chemical, biological, or biomedical data (Wishart
et al., 2007, 2009). The HMDB web platform offers mass spectral searches, but does
not externalize the application programming interface (API).

3.4.4 National Institute of Standards and Technology

The National Institute of Standards and Technology (NIST) Standard Reference
Database 1A (NIST/EPA/NIH, 2014) in its current version contains more than
270,000 EI spectra, almost as many MS/MS spectra, and Retention Index (RI) val-
ues for more than 80,000 compounds.
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3.4.5 GOLM Metabolite Database

The GMD has been established as a metabolomics building block of the CSB.DB
(Steinhauser et al., 2004), a systems biology database project. The GMD allows
to query a database of GC-MS spectra by spectral information and found RIs to
obtain compound names and associated information (Kopka et al., 2005).

3.4.6 ChemSpider

The ChemSpider database provides chemical, biochemical, and spectral informa-
tion on more than 32 million structures from several hundreds of datasources in a
single website. Its contents curation is based on a crowdsourcing strategy (Pence
and Williams, 2010; Royal Society of Chemistry, 2014). It allows searches based on
various query inputs, including identifier, structure, and monoisotopic masses to
name just a few.

3.4.7 MassBank

MassBank is another public repository for mass spectra of compounds that are
relevant to life sciences (Horai et al., 2010). It contains more than 41,000 spec-
tra obtained from different ionization methods according to the latest statistics
from February 20151. MassBank provides a SOAP API which allows to query the
database from external software. With MoNA (MassBank of North America2 a
second facility takes on a central, auto-curating mass spectral database, currently
storing beyond 200,000 spectra from more than 70,000 different compounds.

3.4.8 FiehnLib

The FiehnLib database contains EI-spectra and retention indices for more than
1,000 primary metabolites with masses below 550 Da (Kind et al., 2009) and can
thus be used for compound annotation in GC-MS measurements.

3.4.9 MetaboLights

In the field of proteomics, researchers who publish their work are also demanded
to publish their experimental data in public databases like PRIDE (Martens et al.,
2005; Vizcaı́no et al., 2009). For metabolomics, the MetaboLights online repository
was established for the same reason (Steinbeck et al., 2012; Haug et al., 2013; Salek
et al., 2013b). At EMBL-EBI it tries to collect metabolomics experiments raw data
together with structured meta data.

1http://www.massbank.jp/en/statistics.html - accessed 04.02.2018
2http://mona.fiehnlab.ucdavis.edu/ - accessed 04.02.2018
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3.4.10 Metabolomics Workbench

Established by the Data Repository and Coordinating Center (DRCC) of the Na-
tional Institute of Health (NIH), the Metabolomics Workbench mainly takes the
same line as MetaboLights (see above), but also provides a set of tools for statisti-
cal analyses (Sud et al., 2016).

3.4.11 PredRet

The PredRet repository published by Stanstrup et al. (2015) tries to unlock the ad-
vantages of community-shared retention times for LC-MS. By matching retention
times of identified compounds between different chromatographic systems, for
new chromatographic systems predictive models based on the log P of other com-
pounds can be established (log P is the logarithm of the partition coefficient, here
a measure for lipophilicity.)

3.5 Summary

The here presented list of tools for metabolome informatics is large but of course
still incomplete. The vast multitude of available (open source) software reflects the
diversity of experimental, technical, and chemical approaches to the metabolome.
Yet, the landscape of tools did not cover the necessity for comprehensive LC-ESI-
MS spectra deconvolution - especially not with respect to SIL-aided isotopomer
ratio analysis. ALLocator provides means for these aspects within a web platform,
covering raw data preprocessing, highly interactive data exploration and curation
(IDEC), and a thorough metabolite annotation workflow. ALLocator is presented
in chapter 5. MeltDB (Neuweger et al., 2008) was the first of the large GC-MS
web platforms and serves as a one-stop-shop, serving from raw data upload until
statistical data exploration. MeltDB 2.0, presented in chapter 7, introduces exten-
sions in terms of data mining (unsupervised and supervised machine-learning)
and IDEC.
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4 Challenges for computational
metabolomics

As soon as wet lab experiments are completed and measurements have been per-
formed, the outcome relies on the joint success of computational tools and the op-
erating analyst. Computational support is required (or at least extremely helpful)
for every step from raw data acquisition, to data preprocessing, to data integration,
to data analysis, to data exploration. The ultimate goal of the entire workflow (in-
cluding wet lab procedures) is to gain a dataset and to derive new knowledge from
it. The data flow and the single steps that need to be addressed by computational
metabolomics are depicted in Figure 4.1 and will be described in more detail in the
following sections.

Raw data processing is not the first time informatics come into play in metabolome
analysis. Complex wet lab experiments ideally begin with computer-aided exper-
iment design. The software-controlled parameterization of the data acquisition
in the chromatograph and mass spectrometer have a very high impact on the re-
sulting data and their analysis as well. However, in the context of this thesis, the
computational data analysis workflow of interest begins after the raw data acqui-
sition.

The first two categories of tasks shown in Fig. 4.1, preprocessing and integra-
tion, may not be underestimated but have been explained in detail in sections
2.4.2 and 2.5. Foremost the deconvolution of ions though is still a difficult matter
for solely algorithmic approaches, as it is rather the rule than an exception that
deconvolution results remain ambiguous. Not only are misinterpreted ion peaks
a potential source of false positive annotations, but additionally may misinterpre-
tations of the relations between ion peaks obfuscate the true neutral masses of
metabolites and thus lead to false negatives at the same time.

Additional complexity comes into play through SIL experiments (cmp. section
2.6.5). The mixture of normal with U-13C labeled samples in one analysis theoret-
ically has the potential to double the number of monoisotopic peaks (U-12C and
U-13C combined). Also, many of the isotopic patterns and respective mirrored iso-
topic patterns of ions with few carbon atoms will overlap, which hampers deiso-
toping.

Once deisotoping and ion deconvolution have been performed and pseudo spec-
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Experiment

Information gain

Raw data acquisition

Preprocessing

Filtering

Feature detection

Alignment

Normalization

Integration

Deconvolution

Feature annotation

Spectra annotation

Processed, integrated data set

Polyomics contextStatistics Functional elucidation

Data exploration & curation

Visualization

Exploration

Curation

Figure 4.1: Tasks for computational metabolomics from raw data acquisition to cu-
rated results data sets. The steps are divided into four major categories:
data preprocessing, data integration, data analysis, and interactive data
exploration and curation. In practice, workflows do not necessarily
have to cover every single step, but all major categories.
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tra have been allocated from all the peaks, these spectra can be subjected to anno-
tation strategies. While the very reproducible spectra (and also retention times, or
at least retention indices) derived from GC-EI-MS may be matched against spec-
tral reference databases (cmp. 2.5.2), LC-ESI-MS spectra rather have to be inter-
preted. LC retention times vary so wildly between the myriads of possible chro-
matographic methods that no public databases exist and the concept of retention
indices could not be established on a community-wide basis. When using the exact
same methods though, as for example defined by standard operating procedures,
retention times are reproducible and can help for dereplication. The annotation
of LC-ESI-MS spectra is limited to mass decomposition (cmp. section 2.5.3) and
database matching by exact neutral masses or molecular formulas (cmp. section
2.5.4). The higher the mass of a molecule, and the lower the mass accuracy, the
larger is the list of candidate molecular formulas for a single spectrum according
to mass decomposition. Consequently it becomes more important to filter molec-
ular formulas by more rules than just mass and mass deviation.

When quantitation tables have been generated after peak detection, quantitation
and integration, these can be subjected to statistical analysis. Typical work horses
of statistical analysis are t-test, ANOVA, PCA, PLS(-DA) and clustering methods.
With the increasing wealth of data, answers to other question came into reach and
naturally other statistical problems came into focus: Now machine learning meth-
ods like e.g. SVM, RF, and knn could be trained to classify new, yet unknown
data sets. All these tools are described in literature and implementations are freely
available for virtually all programming languages. But there are remaining chal-
lenges for statistical analysis that are more specific to the nature of metabolomics
experimental data:

Still challenging are for example batch-effects, which hamper the integration of
larger data sets through strong retention time shifts, changing matrix-effects, vary-
ing contaminants and others. These require tools and strategies for normalization
and missing value imputation. Otherwise statistics, and consequently the signifi-
cance of a result, can not be trusted. Vice versa, subtle changes in metabolite levels
for different levels of a factor would not be detected, if these levels would not
match the different batches.

Furthermore, there is a paradigm shift away from single biomarkers towards
panels of biomarkers. Taking disease markers as an example, such biomarker pan-
els can not only reveal a deranged metabolism but may also track back the cause of
the distortion in a metabolic pathway and may thus become basis for the selection
of a proper therapy (German et al., 2005).

Such a combination of discovery science and functional elucidation through
hypothesis-driven research within a metabolic network, but also brought into con-
text with the genome, transcriptome, and proteome, is one of the mandates of sys-
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tems biology (Ideker et al., 2001).

Visualizations for the exploration of most statistical results or even plain metabo-
lite levels is not a metabolomics-specific task. But both are abstractions and have
come a long way from the initial raw data. Metabolomics software users ask for in-
teractive visualizations to trace the entire process, including aspects like retention
time alignments or ion deconvolution. This is not only important for the validation
and quality assessment of results, but also for the possibility to revoke or curate
parts of it. Neither the term ’exploratory data analysis (EDA)’ nor ’information
visualization (InfoViz)’ nor ’interactive and dynamic visualizations’ embodies the
scientists immediate, active manipulation of data. These terms fail to express that
after data exploration and quality assessment there should be options for quality
improvement, be it manual or semi-automatic. The combination of modern in-
formation visualization and (manual) data curation might be best comprised with
’interactive data exploration and curation (IDEC)’.
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LC-MS, especially in combination with ESI, is a major corner stone of metabolomics
research for several years now and its applications today outnumber those of
GC-MS. But it is not the data acquisition that is posing the greatest challenge
to metabolomics: In a survey from 2009, asking for the greatest bottleneck of
metabolomics, 35 % of the respondents named the identification of metabolites
the biggest challenge, 22 % thought that assigning biological significances is most
important, and 14 % decided that data processing/reduction is the crucial bottle-
neck (Milgram and Nordström, 2009). Six years later, an almost unaltered review
of metabolomics bottlenecks was reported by Sévin et al. (2015).

The identification of truly novel compounds is not possible by MS alone, but re-
quires complementary analytical techniques such as NMR (Scheubert et al., 2013).
Metabolite identification in the context of MS based metabolomics rather means
assigning possible known molecular entities to all detected peaks, or better to
peaks of interest. Using electrospray ionization, peaks can be observed repre-
senting so called pseudo-molecular ions. Here, intact analytes build adducts with
small ionic species. Determining m/z-values with high accuracy allows the deter-
mination of a reasonable number of possible molecular formulas for each adduct
by mass decomposition 2.5.3. Previous recognition of the type of adduct ([M+H]+,
[M+Na]+, etc.) supports narrowing down the list of candidates.

In order to find biological meaning in the data, peaks must be associated to
metabolites. This requires data reduction, i.e. filtering of noise, but also eluci-
dation of peak interrelations: Molecules form adducts and fragments during LC-
ESI-MS analyses. All these, as well as their isotopologues, generate distinct mass
signals, but they are still representatives of the same original metabolite. The allo-
cation of peaks that derive from the same analyte is called spectra deconvolution
and was introduced in section 2.5.1. The artificial, purified spectra that contain all
peaks that originate from the same single metabolite are called pseudo spectra.

Such a pseudo spectrum might for example comprise the peaks of the hydrogen
ion adduct and the ion fragments created through the losses of water or ammonia
([M+H]+, [M+H-H2O]+ and [M+H-NH3]+ respectively), which all derive from the
same molecule M. Formed ions may even be ambiguous: For example, a mass
difference of 17.027 Da can be explained by the neutral loss of ammonia ([M+H-
NH3]+ and [M+H]+) or by the formation of an ammonium adduct ([M+H]+and
[M+NH4]+). This is highly dependent on many technical parameters, for example
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mobile phase composition and ion optic settings (see 2.3.6 Electrospray ionization
(ESI) ion source for LC-ESI-MS).

One additional major aspect of LC-MS based metabolomics that has only re-
cently stepped into the focus of cheminformatics is metabolite quantitation via
isotope labeling. The use of stable isotope labeling (SIL) has become an important
and popular approach in the field of metabolomics. Many strategies using SIL
were developed, enabling more accurate metabolite identification and quantita-
tion in complex biological samples (Mashego et al., 2004; Baran et al., 2010; Bueschl
et al., 2012). The numerous advantages of this common approach have been re-
viewed in Bueschl et al. (2013a). Common to most SIL experiments is the mixing
of naturally labeled (unlabeled) samples with samples that are enriched with sta-
ble isotopes and the analysis of these mixed samples by GC- or LC-MS. Either one
group of samples from one experimental condition is unlabeled and another set of
samples from a second experimental condition is labeled, or both groups of sam-
ples are unlabeled and a labeled internal standard is added to each sample. In any
case, this allows calculating abundance ratios of metabolites in the two samples,
while matrix effects can be neglected (Mashego et al., 2004; Bueschl et al., 2012).
Additionally, the distance between the signals of the unlabeled and fully labeled
isotopologue peaks provides substantial benefits for metabolite identification as
it can be used to infer the correct number of atoms of the respective element in
the analyte. This adds a powerful filter for false positives to molecular formula
generation.

The broad range of available separation methods (i.e. columns, solvents and
gradients) allows for data acquisition of small molecules with a great coverage.
The data output is complex and it takes a number of steps to process, integrate
and interpret the raw signals. A comprehensive overview of these steps is given
in Fig. 4.1. The current landscape of metabolomics software provides solutions
for each step of the entire processing from LC-MS raw data, to signal processing,
to metabolite identification and relative quantitation. Nevertheless, it misses one
that (a) uses the full potential of 13C-stable isotope labeling for metabolite and frag-
ment annotation, (b) is optimized for mass isotopomer ratio analysis, (c) provides
users with an interactive interface not only to explore but also to modify the results
of automatic processing (see chapter 4), and finally (d) addresses the strong and
well advanced evolution of research projects towards cross-group collaborations
(Wuchty et al., 2007). To fill these gaps we developed the ALLocator system, pre-
sented in this manuscript. ALLocator is a novel web-platform particularly for the
comprehensive analysis of metabolomics LC-ESI-MS (labeling) experiments and
is streamlined for mass isotopomer ratio analysis. It covers all aspects (a) - (d), as
shown in the application example in chapter 6.

The following sections are dedicated to present the ALLocator web platform
in detail. Especially the new ALLocatorSD algorithm for spectra deconvolution
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will be explained in depth. An additional section will furthermore clarify how the
web platform allows for interactive data exploration and curation (IDEC). Fig. 5.1
comprises the ALLocator workflow from peak detection to IDEC and finally data
export in a concise scheme.

5.1 System design and implementation

The described scope of the ALLocator web platform, focused on LC-ESI-MS-centered
metabolomics, led to a number of high-level requirements which guided the de-
velopment of this software:

• Support researchers beginning from raw data upload.

• Allow to share data and to collaborate on data.

• Provide freely parameterizable preprocessing pipelines that cover all steps
that can be reliably automated.

• Give deep insight into the preprocessing results.

• Empower the user to freely curate, refine and enhance the preprocessing re-
sults.

• Integrate the results with knowledge from public repositories.

The ALLocator web platform comprises methods and tools for the semi-automated
analysis of LC-ESI-MS experiments, from the import of chromatographic raw data,
to the export of lists of annotated and quantified compounds. Users can create
experiments and upload chromatograms (CDF-, mzXML-, mzData files) of both
positive- and negative-mode measurements. The web interface then guides the
user through the customizable pre-processing steps, and finally displays the re-
sults in interactive and dynamic visualizations for data exploration and manual
annotation. The general concept of all features is to achieve transparency of the
data, i.e. to provide researchers with all information to support decisions in peak
annotations, rather than to plot irrevocable results of black box algorithms.

5.1.1 System integration

The ALLocator system integrates a number of platforms and tools to provide its
features to the user. The following paragraphs are dedicated to explain the techni-
cal aspects and software design decisions that have driven the development of the
ALLocator web application.

63



5 ALLocator 1.0

exam
ple

visualization

processing
steps

PEAK
D

ETECTIO
N

SPECTRA
D

ECO
N

VO
LU

TIO
N

CO
M

PO
U

N
D

ID
EN

TIFICATIO
N

IN
TERACTIVE

D
ATA EXPLO

RATIO
N

AN
D

 CU
RATIO

N

upload,
organization

netCD
F,

m
zXM

L, m
zD

ata

Export:
M

olecule Lists, Peak Lists (tables)
Spectra, EICs (im

ages)

XCM
S

- Peak detection
- EIC correlations

- isotopes
- 13C labeled peaks
- adducts
- com

m
on neutral losses

- large neutral losses

A
LLocatorSD

- isotopes
- adducts
- com

m
on neutral losses

CA
M

ERA

KEG
G

, M
assBank

- com
pound nam

es
- com

pound structures
- database links

M
ass D

ecom
position

- consider fragm
entation

- consider 13C labeling
- heuristic �ltering

Reference Lists

- user generated

M
olecule List

Pseudo Spectra

Extracted Ion Chrom
atogram

s

M
olecule A

nnotation

A
LLocator

Figure
5.1:The

overview
show

s
the

processing
steps

in
A

LLocator,including
peak

detection,spectra
deconvolution,

com
pound

identification,and
interactive

data
exploration

and
curation.For

each
step

the
provided

tools
are

listed.T
hird-party

tools
are

displayed
in

a
grey

color.D
ata

can
be

exported
as

peak
or

m
olecule

lists.
Spectra

and
extracted

ion
chrom

atogram
s

can
be

exported
in

various
im

age
file

form
ats.

64



5.1 System design and implementation

Platform

The main parts of the software were developed using Java, applying Spring1, Hi-
bernate2, and MySQL3 for the platform setup. R-based third party tools were inte-
grated using the RCaller library (Satman, 2010). The web interface is delivered via
Java Server Faces4 and designed with help of the bootstrap CSS library5. Beyond
that, interactivity and interconnectivity has been enhanced with JavaScript, and
often jQuery6. The display of spectra and chromatograms was realized with the
Highcharts JS library7.

As ALLocator is part of the CeBiTec bioinformatics software platform, projects,
users and restricted access are managed by the General Project Management Sys-
tem (GPMS).

Preprocessing tools

XCMS and CAMERA are both third-party R tools. XCMS was integrated to per-
form the initial peak picking, the mandatory first step in any ALLocator prepro-
cessing workflow. The ouput of XCMS (peak lists) is used as an input for the
second step: spectra deconvolution. To offer an alternative to the ALLocator own
spectra deconvolution tools (see section 5.3), CAMERA was integrated as well. In
fact ALLocator was designed to explicitly support CAMERA results in its own
data model. Vice versa, ALLocatorSD results can be exported in a format that
fits the CAMERA text output. This facilitates exchangeability of the two spectra
deconvolution tools in existing preprocessing workflows.

Metabolite identification tools

ALLocator integrates metabolite databases in different ways. The KEGG COM-
POUND database (Kanehisa and Goto (2000), version of 2010) is included in the
ALLocator database for efficient search by monoisotopic masses. The internal
KEGG searches are automatically triggered after spectra deconvolution and as-
sociates metabolites to pseudo spectra. The MassBank (Horai et al., 2010) spectral
database is accessed via its SOAP web service. Pseudo molecular ions and their
fragments can be matched against MassBank MS/MS spectra in order to easily
create manual annotations. And last, molecular formulas that result from mass

1https://spring.io/
2http://hibernate.org/
3https://www.mysql.com/
4https://javaee.github.io/javaserverfaces-spec/
5https://getbootstrap.com/
6https://jquery.com/
7https://www.highcharts.com/
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decompositions are linked to the respective search pages in ChemSpider (Pence
and Williams, 2010).

5.1.2 Data model

The design of the data model was mainly driven by the following three key ratio-
nales:

1. The system has an extensible set of tools that create results from input data

2. The parameters for each tool can be set by the user

3. Results of spectra deconvolution tools retain all information and remain mod-
ifiable

See in Fig. 5.2 how these key aspects were addressed in the relational database
model. The user is capable of creating experiments, uploading chromatograms,
and running tools with the parameterization of choice. That fulfills the first two
aspects. However, the most important rationale is the third one: By designing
an annotated many-to-many relationship between pseudo spectra and peaks, the
often ambiguous results of spectra deconvolution can be persisted and remain ac-
cessible for curation. This allows a system, in which the user is always in control
of the result and can decide which pseudo spectra are correct and which are mis-
interpretations. Refer to section 5.5 to find an illumination of this topic from a
graphical user interface perspective.

The model for the identification of metabolites was designed following the same
idea: Many metabolites can be associated to a pseudo spectrum (if they have iden-
tical or very similar monoisotopic masses), but the user is in charge of confirming
the correct one. Section 5.4.2 provides more information on automated database
search by masses. To not only rely on the monoisotopic masses, but to make use
of the specific fragmentation patterns of metabolites, the user may also create and
persist personal reference lists of pseudo spectra (cmp. 5.4.5).

5.1.3 User management

As stated earlier, ALLocator is connected to the General Project Management Sys-
tem (GPMS) of the CeBiTec Bioinformatics Platform. All ALLocator users have to
log in with their CeBiTec GPMS accounts. Beyond that, certain objects in ALLoca-
tor are subject to access control lists (ACLs). These allow the owners (i.e. creators)
of experiments and reference lists to share their results with fellow scientists by
granting access to their respective GPMS accounts. These access permissions can
eventually be revoked by the owner.
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5.2 Pre-processing methods

Pre-processing algorithms that are offered by ALLocator can be started either for
a single chromatogram or for all the chromatograms of an experiment at once.
Users can set parameters for these algorithms through the web interface. These
pre-processing jobs are submitted to the compute cluster of the Center for Biotech-
nology of Bielefeld University (CeBiTec), hosted by the Bioinformatics Resource
Facility (BRF). Whenever the Java software has to call programs running in the
R environment (R Development Core Team, 2011) (version 2.13.2), this is realized
through the Runiversal package (Satman, 2010) for R.

In the ALLocator workflow (see Fig. 5.1), the first job to execute applies the
centWave (Tautenhahn et al., 2008) LC-MS feature detection method of the XCMS
(Smith et al., 2006) software (version 1.26.1) for R. Generated peak tables and the R
object are stored to serve as input for the next step in the workflow: spectra decon-
volution. Now, two options are available: either the new ALLocatorSD algorithm
for spectra deconvolution, which will be described in detail in the next section,
or the CAMERA tool for compound extraction and annotation (Kuhl et al., 2012;
Kuhl and Tautenhahn, 2010). Both use the XCMS results as input, and both gener-
ate output that can be explored and processed manually using the visualizations
and user interface of the ALLocator web platform (see section 5.5).

5.3 Spectra deconvolution algorithm

One of the core features of the software platform is ’ALLocatorSD’, the new algo-
rithm for mass spectral deconvolution in LC-ESI-MS data. Its paramount objective
is to facilitate the interpretation of convoluted spectra by grouping peaks that can
be associated to the same potential molecule. To this end, peaks have to be set
into relations between each other. This exacts to identifying peaks from isotopes,
adducts and fragments which may have derived from the same original metabolite
with a monoisotopic mass of M . This procedure is explained below by splitting it
into seven steps. Here, all steps are described as applicable for a chromatogram
measured in positive mode. However, this approach can be applied for negative
mode measurements without any restriction. Step four and six are only applicable
to U-13C SIL experiments.

For the ease of reading, please note two requirements that are made for any two
peaks to be compared:

• In all steps, peaks are only compared to each other if the deviation of their
retention times (RT) is less than εRT , the allowed retention time error as de-
fined by the user.
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• Monoisotopic masses and m/z values are considered to be equal, if they are
within the user-defined accepted mass-to-charge error εm/z .

Step 1 - read peak lists: The ALLocatorSD pipeline annotates and groups peaks
that were identified by XCMS. Thus, the first step is to read in the peak lists gener-
ated by this R tool. Each peak is, among other attributes, defined by a RT and m/z
value.

Step 2 - identify isotopes: Many peaks in each measurement do not represent
monoisotopic molecules, but one of their isotopologues. It is important to identify
and annotate them as such for a couple of reasons:

First, annotating them as isotopologues ensures that they are not misinterpreted
as monoisotopic peaks in a later step. This can be seen as a step of data reduction.

Second, isotopologues reveal the charge of a molecule. The m/z of isotopo-
logues from a single-charged molecule will increase by 1.003355 Da, each. Is the
molecule charged twice (i.e. z = 2), the m/z distance between the isotopologues
will be half of that.

Third, in case of a 13C-labeling experiment this very same step but with de-
creasing m/z values is applied to identify monoisotopic 13C peaks by their lighter
isotopologues. Throughout this thesis, these will be called mirrored isotopes, as the
isotope patterns of incompletely 13C-labeled molecules resemble a mirrored ver-
sion of the molecules natural isotopic patterns.

Step 3 - identify common adducts and neutral losses: Users can choose from
a predefined list which common adducts and neutral losses they expect or assess
possible in their measurements. From all selected ions a distance matrix can be
created. Any two monoisotopic peaks eluting at the same RT with a mass differ-
ence found in that matrix can then be annotated as the corresponding ions. Not
all adducts and neutral losses are equally frequent though. While, for instance,
any valid spectrum of a metabolite may be expected to feature peaks for at least
[M+H]+ or [M+Na]+, other ions like [M+H-C6H12O6]+ are less common and for
most metabolites not even possible. To account for this, users may define any
number of ions as ’seeds’: Only pseudo spectra that contain at least one seed will
be allocated. As a positive side effect, this restricts the elements of the distance
matrix that have to be considered from the entire strict upper matrix to a smaller
subset. This effect can be seen in the equations (5.1) and (5.2). The default list of
common adducts and losses for ALLocatorSD features 23 single-charged ions, of
which three are defined as seeds. This results in 63 unique distances (as opposed
to 253).

i(i− 1)

2
(5.1)
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, will be restricted to

s(s− 1)

2
+ (i− s)s (5.2)

i number of all selected ions
s number of ions that where defined as seeds

Any set of adducts and fragments, including their isotopologues, that putatively
derive from the same original molecule with a mass M , is allocated to form a
’pseudo spectrum’ for M at the given RT.

Step 4 (SIL only) - associate U-13C peaks: In step 2 a number of peaks may
have been identified to be U-13C peaks, because of their mirrored isotopic patterns.
In step 4 these are associated to their 12C counterparts. To be annotated as the 13C
monoisotopic peak of another 12C monoisotopic peak, the former has to feature
a mass that is n × 1.003355 higher than the latter, where n is a positive, natural
number. As n is the number of carbon atoms in both ions, it must be in the range
of possible occurrences of carbon atoms in the ion according to mass decompo-
sition. Later, in return, only mass decompositon results with an exact number n
of carbon atoms will be accepted as valid results. As an example, the associated
13C monoisotopic peak of a pseudo molecular ion [M+H]+will consequently be
annotated as [M+n+H]+.

Step 5 - identify homoadducts: The fifth step aims to identify homoadducts
(sometimes also referred to as multimers or multi-masses). Homoadducts are two
moieties of the same analyte that are attached to each other before ionization. The
most frequent example is [2M+H]+. Finding these is obviously easy, as soon as M
is known. This prerequisite is fulfilled for all pseudo spectra as of step 3.

Step 6 (SIL only) - identify large, uncommon neutral losses: The informa-
tion on the number of carbon atoms n in 12C/13C peak pairs that was assessed
in step 4 can be used to identify fragments with large neutral, uncommon losses
that were not predefined. Step 6 may thus complement step 2. If for the primary
adduct p of a pseudo spectrum a pair of 12C/13C peaks exists (e.g. the [M+H]+ and
[M+np+H]+), a requirement for all molecular formulas sp in the list Sp of respec-
tive mass decompositions is to feature np carbon atoms. If a potential 12C/13C
fragment peak pair f with a comparatively lower m/z-values exists at the same
retention time and if it was not yet assigned to another pseudo spectrum, a list of
possible molecular formulas Sf with each having nf carbon atoms is calculated.
The mass difference between the peak pairs p and f is substituted to mass decom-
position in order to elucidate the neutral loss l, and returns a list of possible molec-
ular formulas Sl with a required number of carbon atoms nl = np−nf . If in Sp, Sf
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and Sl a unique triplet of molecular formulas s exists which satisfies sl = sp − sf ,
the fragment peak pair f can be annotated as the neutral loss [M+H-sl]+ of the
same M as the [M+H]+.

Step 7 - validate peak correlations: The last step is to validate all pseudo spectra
by checking whether the peak’s intensities correlate well over time. Any peak that
does not correlate well enough to the primary peak - i.e. the correlation is worse
than a user-defined threshold - will be discarded from the pseudo spectrum.

After completion of all steps the result is a list of annotated peaks and pseudo
spectra. Each pseudo spectrum contains adduct- and fragment-peaks that rep-
resent a common monoisotopic mass M . Isotopologues are associated to their
monoisotopic peaks, and monoisotopic 13C peaks are associated to their monoiso-
topic 12C counterparts. Monoisotopic peaks that could not be allocated by any
pseudo spectrum may nevertheless be associated to their isotopologues and can
still be identified as U-13C peaks.

5.4 Metabolite annotation

The different levels of metabolite identification were introduced in the background
section 2.5.4. Now the term ’metabolite annotation’ describes the assignment of a
name and/or molecular formula to one or more measured signals - or in this con-
text more specifically - to a set of peaks in an LC-ESI-MS measurement. Metabolite
annotations can refer to any identification level and often carry additional infor-
mation such as database identifiers. The section at hand is dedicated to the means
for metabolite annotation which are implemented in the ALLocator software. Fig.
5.4 shows a table of pseudo spectra that were found in a measurement. Note that
only metabolite names that are decorated with a green check mark (’confirmed’)
are considered as metabolite annotations. Confirmed metabolite annotations can
be created via completely manual annotations, via prepopulated manual anno-
tations, by confirming KEGG Compounds, or by applying custom reference lists.
These are explained in the following subsections, using the spectrum of L-citrulline
as an example.

5.4.1 Manual annotation

Manual annotations are a simple way to add a generic identifier to a pseudo spec-
trum. The user can define a name and a description to any pseudo spectrum.
These very basic annotations allow to reidentify the same compounds in multiple
analyses (cmp. subsection 5.4.5) and make them accessible for statistics.
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Figure 5.4: A part of the Pseudo Spectra page in ALLocator. The screenshot shows
a subset (ten entries) of all 279 pseudo spectra that were found in the
given analysis. The table presents the monoisotopic mass (Da), the
retention time (s), the intensity of the highest monoisotopic peak, the
number of associated monoisotopic peaks, and the associated metabo-
lites. The latter is either a number of KEGG Compounds with similar
monoisotopic masses (e.g. Sucrose and 29 more candidates) or a con-
firmed annotation (e.g. L-glutamate). Hovering a table cell like ’(5-L-
glutamyl)-L-glutamine (4 more)’ will reveal the complete list of KEGG
Compound candidates. Annotations can be confirmed by manual an-
notations, by using custom reference lists, or by confirming a KEGG
Compound. Confirmed annotations are indicated with a green check
mark and a bold font face.
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5.4.2 Search by monoisotopic mass (KEGG)

A KEGG Compound search is integrated into the ALLocator preprocessing pipeline,
whether the user chooses ALLocatorSD or CAMERA for spectra deconvolution.
Pseudo spectra are linked to all KEGG Compounds with the same monoisotopic
mass (within the user-defined mass tolerance εm) which are called ’metabolite can-
didates’ in the following. The pseudo spectra page allows to search pseudo spectra
that fit a certain metabolite candidate (cmp. ’Find Metabolite ...’ in Fig. 5.4). The
’Metabolites’ tab of a pseudo spectrum page reveals more details on each metabo-
lite candidate. Here, the user can also confirm a metabolite candidate, which cre-
ates a confirmed metabolite annotation (see Fig. 5.5).

Figure 5.5: The Compound tab in ALLocator. Searching KEGG for the monoiso-
topic masses ~M of all pseudo spectra that were generated during spec-
tra deconvolution is part of the ALLocator preprocessing pipeline.
When reviewing a pseudo spectrum, the user can open the Compound
tab to see a list of KEGG (Kanehisa and Goto, 2000) Compounds that
match the measured monoisotopic mass M of the putative molecule
(within user-defined allowed mass deviation εm). The Compound tab
presents all hits along with their name, molecular formula, monoiso-
topic mass, their molecular structure and external hyperlinks for con-
nected database identifiers. Confirming a KEGG hit makes it the
metabolite annotation for the pseudo spectrum.

5.4.3 Search by spectrum (MassBank)

The MassBank (Horai et al., 2010) spectral library contains mostly MS/MS spec-
tra and is thus not feasible for all pseudo spectra in ALLocator. As ALLocator is
mainly tailored to LC-ESI-MS measurements, not all pseudo spectra feature suf-
ficient fragment peaks. However, if in-source fragmentation has occured and at
least a few neutral losses can be observed, ALLocator allows to mimic MS/MS
spectra that only include the pseudo molecular ion ([M+H]+ in positive mode or
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Figure 5.6: The MassBank tab in ALLocator. If pseudo spectra contain sufficient
fragment ions ALLocator allows to use them for simulated MS/MS
spectra and to match them against the MassBank MS/MS spectral li-
brary (Horai et al., 2010). The presented results include the spectrum
identifier, MassBank identifier, the molecular formula, monoisotopic
mass and match score. The information can be used to create a manual
annotation for the pseudo spectrum.

[M-H]- in negative mode) and all its fragments. Adducts and multiply charged
ions are ignored. These mimicked MS/MS spectra can be matched against the
MassBank MS/MS spectral library in order to find new metabolite candidates or
to validate KEGG metabolite candidates. Results of the MassBank search are pre-
sented in a list format similar to the KEGG Compounds, as can be seen in Fig. 5.6.
The user can easily create manual annotations that are prepopulated with infor-
mation from the selected MassBank hit.
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5.4.4 Mass decomposition and search by molecular formula
(ChemSpider)

The mass decomposition tool that is integrated into ALLocator generates lists of
elemental compositions (i.e molecular formulas) that fit the monoisotopic mass
MPS that was figured from a pseudo spectrum. For this, the user has to define
an allowed mass error εM , such that every listed molecular formula will have a
monoisotopic massMMF within the closed range [MPS−εM ,MPS+εM ]. The set of
elements that is considered for mass decomposition, sometimes called the atomic
alphabet, is limited to L = {C,H,N,O, P, S}, which is a reasonable assumption
for small biomolecules, especially in a prokaryote context.

The theory of mass decomposition, as well as the growth of decomposition re-
sults with bothMPS and εM , is explained in the background section 2.5.3. The AL-
Locator implementation of mass decomposition however goes beyond that, by op-
tionally reducing the number of generated candidates based on a set of rules that
are built on two different foundations: biochemical knowledge and mass spectral
information.

The first includes five of the rules that were suggested by Kind and Fiehn (2007).
Some of these rules were defined after a statistical evaluation of public compound
databases and the subsequent determination of boundaries for certain element oc-
currences. The authors also suggest to apply the LEWIS and SENIOR rules (Senior,
1951), which take the valence states of all atoms in a molecule into account. The
last knowledge-based rule would only allow molecular formulas to contain phos-
phorous due to phosphorylations (Kessler et al., 2014). These first six filters, based
on biochemical knowledge, are explained in more detail below. Fig. 5.7 shows that
activating these filters effectively reduces the number of formula candidates. Note
again that these filters were evaluated using public databases and are designed
to only exclude the most exotic molecular species, if at all (Kind and Fiehn, 2007;
Kessler et al., 2014).

Filter by element numbers This heuristic rule defines upper boundaries for the
numbers of atoms of each element in generated formulas. These upper bound-
aries depend onMPS . Boundaries were determined for molecules with masses
below 500 Da, below 1000 Da, below 2000 Da, and below 3000 Da. E.g.
a molecular formula generated for a mass below 1000 Da may not contain
more than 78 carbon, 126 hydrogen, 25 nitrogen, 27 oxygen, 9 phosphorous,
or 14 sulfur atoms (Kind and Fiehn, 2007).

Filter by element probability Also heuristic, this rule defines upper boundaries
for the numbers of heteroatoms in a generated molecular formula, if multiple
of them occur. E.g. if a formula contains more than three atoms of each
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Figure 5.7: The number of calculated mass decompositions in dependency of the
target monoisotopic mass, the mass accuracy, and applied filters for the
atomic alphabet of L = {C,H,N,O, P, S}. For nominal masses from
100 Da to 1000 Da, in 25 Da steps, compounds from the KEGG COM-
POUND database have been selected. For each of these compounds
monoisotopic masses, decomposition with two different mass accura-
cies was performed (5 mDa and 50 mDa) using the mass decomposition
and filtering algorithms of the ALLocator software.
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element nitrogen, oxygen, and phosphorous, it may not contain more than
11 nitrogen, 22 oxygen, or 6 phosphorous atoms (Kind and Fiehn, 2007).

Filter by element ratio The third heuristic rule restricts the ratios of hydrogen to
carbon and heteroatoms to carbon. E.g. 99.7 % of molecules below 1500 Da
in the Wiley mass spectral database show an H/C ratio in the range of 0.2 to
3.1 and an O/C ratio below 1.2 (Kind and Fiehn, 2007).

Lewis rule Sometimes referred to as ’octet rule’ it demands that the atoms of gen-
erated formulas can share electrons such that the s, and p-valence shells are
completely filled. Then, for this formula a correct structure of a neutral
molecule can be drawn and the species potentially exists. Validating this,
the Lewis rule is fulfilled if sum of all valence electrons in the molecular for-
mula is even (considering the highest possible valences for each element)
(Kind and Fiehn, 2007).

Senior rule The Senior rule extends on the Lewis rule and furthermore requires
that the sum of valence electrons is at least twice the valence of the element
with the highest valence present in the formula. Furthermore, the sum of
all valences must be at least twice the total number of atoms in the formula
minus 1 (Kind and Fiehn, 2007; Senior, 1951).

O/P ratio > 3.3 Motivated by the fact that phosphorous most commonly appears
in biomolecules as part of an O(PO3)n substructure, where n is between 1 and
3, this rule requires that per phosphorous atom at least 3.3 oxygen atoms are
present (Kessler et al., 2014).

In addition to these six biochemical knowledge-based rules, two more rules
have been developed for ALLocator, which take the mass spectral information
of the input pseudo spectrum into account:

Consider Pseudo Spectra Spectra deconvolution allocates all product ions into
a pseudo spectrum that represents the original molecule with the monoiso-
topic mass M (see step 3 in subsection 5.3). Typically these can be a pseudo
molecular ion, adducts, and/or fragments. Among them, fragments bear
additional structural information which can be included into mass decom-
position. To give an example, the fragment ion [M+H-H2O]+ indicates a neu-
tral loss of water. It is thus clear that the molecular formula of the original
molecule must contain at least one hydrogen and one oxygen atom. Simi-
larly, the ion [M+H-NH3]+ proofs that the correct molecular formula for M
must contain at least two hydrogen atoms and one nitrogen atom. The larger
the neutral loss, the more revealing the ion is for the filter of molecular for-
mula candidates (cmp. [M+H-NH3-CH2O2]+ or [M+H-C6H12O6]+): Every
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Figure 5.8: The MassDecomposition tab in ALLocator. The example shows unfil-
tered mass decomposition results for a 12C/13C spectrum of L-citrulline
(measured monoisotopic mass ∼ 175.095562 Da) applying an allowed
mass deviation of 0.005 Da. The unfiltered mass decomposition gen-
erated 35 molecular formulas. Activating only the ’Consider Pseudo
Spectra’ filter results in ten molecular formulas. Activating only all
six chemical filters results in two molecular formulas. Activating only
the ’Consider 13C Labeling information’ results in the single molecu-
lar formula C6H13N3O3, which is the correct molecular formula of L-
citrulline. Each presented molecular formula provides a hyperlink to
a respective ChemSpider search, which allows to find compounds that
fit the given formula.
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generated molecular formula scandidate is discarded, if it does not contain
each substructure sn in the set of all observed neutral losses Sn. Note that
these substructures are not summed up, as a) multiple subsequent fragmen-
tation events can produce a series of ion species, and b) different observed
neutral losses may ’overlap’ in that they share certain atoms of the original
structure.

This rules becomes extraordinary powerful in U-13C SIL experiments, where
large, uncommon neutral losses can be identified (see step 6 in subsection
5.3).

Consider 13C labeling information This rule takes effect only, if in the pseudo
spectrum a 13C peak was identified for the pseudo molecular ion (see step
4 in subsection 5.3). Then, the number of carbon atoms nC in the original
molecule can be read from the integer distance of the monoisotopic masses
of the 12C and the 13C peak. Every generated molecular formula scandidate is
discarded, if it does not exactly feature nC carbon atoms.

In fact, filters are not necessarily applied after mass decomposition. The latter
two filters give a lower constraint to the search space before mass decomposition.
The filters for maximum element numbers and element ratios can terminate the
mass decomposition algorithm early and this way give an upper constraint to the
search space.

Fig. 5.8 shows the ALLocator user interface for mass decomposition, where
all filters can be opted for. Every generated molecular formula that remained af-
ter filtering is listed in a sortable result table and provides an external link to a
ChemSpider search for the given formula. Both a selected molecular formula and
additional information from ChemSpider (or other sources) can finally be taken to
create a manual annotation for the pseudo spectrum.

5.4.5 Custom reference lists

Reference lists are a means for dereplication. After some effort has been invested
to annotate pseudo spectra in one sample, the user can persist them as references.
Each reference will consist of m/z/intensity pairs for all monoisotopic peaks, the
putative mass of the original compound, the retention time of the pseudo spec-
trum, and the confirmed annotation for the spectrum. Applying this reference list
to another sample will automatically allocate and annotate pseudo spectra that
are similar to one of the references. That way, not only spectral annotations but
also deconvolution results can be dereplicated. The similarity is determined using
the cosine score as explained in subsection 2.5.2 and equation 2.9. Here, the in-
tensity of each monoisotopic peak in the query pseudo spectrum is matched with
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Figure 5.9: The reference list review page in ALLocator. The user can create ref-
erence lists from annotated measurements: All pseudo spectra with
metabolite annotations will be taken as reference spectra and retention
times for the given metabolite. This allows to easily apply the same
annotations to other measurements, but also to recreate deconvolution
results. The screenshot shows a few entries of a reference list based on
a measurement in C. glutamicum.
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the intensity of the same peak in the reference spectrum or zero. Two peaks in the
spectra are considered the same, if their m/z values are within the user-defined
m/z error εmz . A new annotation will be created for the best matching spectrum
that achieves a cosine score above a user-defined threshold.

The user is able to add new spectra to (or delete them from) a reference list using
the web interface. Fig. 5.9 provides a section of the reference list review page in
ALLocator.

5.5 Data curation

LC-ESI-MS spectra are often convoluted to an extent that unambiguous solutions
cannot be found by any tool yet. This is, because often multiple valid pseudo spec-
tra are formed which share certain ions. Most deconvolution tools apply heuristics
to return a most probable solution to this problem, generating datasets where any
peak will only be part of one pseudo spectrum. These results thus do not reflect
the ambiguity of the raw data and the user is not able to properly revise or curate
the pseudo spectra. Eventually, erroneously allocated pseudo spectra can feign
or hide metabolites, endanger a successful annotation in a measured sample and
finally falsify scientific assumptions based on the experiment.

The data model of ALLocator allows to reflect the original ambiguity by setting
monoisotopic peaks and pseudo spectra into a many-to-many relationship. On the
one hand, this makes sure that deconvolution is not an irrevertible black box deci-
sion, on the other, it shifts a lot of responsibility to the user. Thus it is mandatory
to provide the user with means to manually resolve conflicting spectra in an easy
and transparent way. The ALLocator web platform puts its users into full control
of all pseudo spectra, peaks, and metabolite annotations.

At first of course, the user needs to be informed about the current deconvolu-
tion results. A sortable and searchable table presents all putative molecules (i.e.
pseudo spectra) and serves as the entry point to each individual spectrum (see
Fig. 5.4). The ’Pseudo Spectrum’ page of L-glutamate is given as and example in
Fig. 5.10. A ’Pseudo Spectrum’ page consists of three to four tabs, of which the
tabs ’Metabolites’, ’MassBank’ (on demand), and ’Mass Decomposition’ have been
presented before in the Figs. 5.5, 5.6, and 5.8 respectively. The first tab, ’Pseudo
Spectrum’, provides a table comprising information on all 12C monoisotopic peaks
and the complete pseudo spectrum containing the same peaks as well as 13C peaks
and all isotopologues for both.

The sortable pseudo spectrum table offers seven columns: The m/z value, the
RT in seconds, the ion annotation for this peak in this spectrum, the charge of the
ion, the correlation of the extracted ion chromatogram (EIC) of the ion to the main
adduct, the ’also starring in’ column, and an additional column with a delete but-
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Figure 5.10: The screenshot shows the spectrum view of L-glutamate in a positive-
mode measurement in a U-13C SIL experiment. The view provides a
table of all adducts and fragments contributing to the spectrum, along
with the m/z-values and retention times of the 12C isotopologue, the
respective adduct specifications and charges. The ’correlation’ col-
umn displays the correlation of the EICs of all ions to the main adduct
([M+H]+ in this case). The column named ’also starring in’ provides
direct links to other pseudo spectra, to which the respective peak is as-
sociated with another adduct specification. The interactive visualiza-
tion of the spectrum can be zoomed, provides additional information
on peaks on mouse over, and allows to modify each peak association
with a context menu.
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ton which will remove the peak from the spectrum (after confirmation in a modal
dialog). The ’also starring in’ column is one of the unique features in ALLocator,
which comes with the many-to-many relationship of peaks and pseudo spectra:
Let L-glutamate be M147 and call the upper two adducts in the table [M147+H-
HCOOH]+ and [M147+H-HCOOH-H2O]+. These two fragment ions may as well
be interpreted as [M101+H]+ and [M101+H-H2O]+ of a second pseudo spectrum
M101 or as [M129+H-CO]+ and [M129+H-HCOOH]+ of a third pseudo spectrum
M129. The latter spectrum is even supported by an additional peak [M129+H]+

which is not part of the putative L-glutamate spectrum. The ’also starring in’ col-
umn informs the user about these conflicting interpretations and allows to quickly
navigate to all pseudo spectra a certain peak is a potential part of. The different
means to solve these conflicts are described below. Selecting an ion in the table
will highlight the corresponding peak in the spectrum below.

The interactive spectrum shows all peaks that are part of the pseudo spectrum
in the following color scheme: Monoisotopic 12C peaks are green, monoisotopic
13C peaks are purple, all isotopologues are blue (, and peaks that correlate well to
the main adduct but are not part of the pseudo spectrum are gray.) The spectrum
allows to zoom in both axes, m/z value and intensity. Hovering a peak with the
cursor will trigger a tool tip to pop up, which contains additional detailed infor-
mation on the peak as determined by XCMS (Smith et al., 2006). Clicking any peak
will open a peak-aware context menu. The here presented actions are tailored to
the selected peak. A monoisotopic 12C peaks can be removed from the pseudo
spectrum, its annotation (i.e. ion specification) can be edited, or it can be used to
create a new pseudo spectrum on its basis. A U-13C peak can be marked as a not
labeled peak, it can be converted to a regular isotope of its 12C counterpart, or it
can be used to create a new pseudo spectrum on its basis as a 12C main adduct.
Isotopologues can get their isotope status revoked.

While the above presented actions are theoretically sufficient to solve all conflict-
ing peak-to-spectrum associations, there is a more convenient way. The function
’claim’ in the ’Actions’ drop down menu of the page removes all peaks associated
to the current pseudo spectrum from all other pseudo spectra. After claiming all
peaks, the pseudo spectrum will not be part of any conflict anymore. Other actions
provided through this drop down menu are the deletion of a pseudo spectrum,
adding this pseudo spectrum to a reference list or matching it against a reference
list (cmp. subsection 5.4.5), loading the extracted ion chromatograms (EICs) of all
monoisotopic peaks, and loading peaks that correlate with the main adduct peak
of the current spectrum.

The user is warned, if a spectrum involving multiple 13C peaks contains suspi-
cious information in any of the two following ways:

The quotients Q12:13;i = I12;i/I13;i of n 12C/13C peak pair intensities have an co-
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efficient of variance cv > 0.3. Theoretically, the quotients Q12:13;i should be
equal for all n ion species in a pseudo spectrum. If this is not the case, this
is an indicator that the pseudo spectrum contains ions from different com-
pounds.

The labeling information is inconsistent in such a way that the m/z distances
∆m/z between 12C and 13C peaks do not reflect the annotated neutral losses:
If in a given pseudo spectrum ∆m/z,a of an [M+H]+ ion is 12, ∆m/z,b of an
[M+H-C6H12O6]+ must be 6, as six of twelve carbon atoms have been lost. If
this is not the case, the labeling information is marked as inconsistent.

Figure 5.11: The EICs of all monoisotopic peaks in a spectrum can be loaded into
the spectrum view on demand. It contains both monoisotopic 12C and
13C peaks. The visualization can be zoomed. The legend can be used
to either highlight or hide EICs of certain peaks.

The EICs for the masses of all monoisotopic peaks are extracted from the raw
data on the fly, using the XCMS (Smith et al., 2006) library. These EICs are limited
to the union of retention time ranges of all these peaks, such that all peaks of
the pseudo spectrum are entirely covered. Fig. 5.11 shows the EICs of the L-
glutamate pseudo spectrum mentioned above. It helps to assess the quality of
the chromatogram and allows to easily spot peaks that have been assigned to the
pseudo spectrum erroneously.

The user can also load other peaks into the pseudo spectrum which have not
yet been associated to it, but correlate with the main adduct ion better than a user-
defined threshold. Two options exist for this action: either to consider all peaks in
the peak table, or to consider only peaks that have not yet been associated to any
other pseudo spectrum. After loading correlating peaks, they will be added to the
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pseudo spectrum in a gray color. Peaks that are associated to other pseudo spectra
are displayed in a greenish gray to create awareness for the potential conflict. Cor-
relating peaks can be associated to the pseudo spectrum in various ways using the
peak-aware context menu: as a new adduct or fragment ion, as a U-13C species of
any ion, or as an isotopologue of any ion. They can also be used as a basis to create
a new pseudo spectrum.

5.6 Summary

Correct metabolite identification in LC-ESI-MS datasets heavily relies on expert
knowledge and cannot be done automatically per se. Due to this, metabolite iden-
tification is a major bottleneck in untargeted metabolomics experiments. In addi-
tion, stable isotope labeling was reported to greatly facilitate this process. ALLo-
cator constitutes a novel powerful web platform for the semi-automatic annota-
tion of peaks in LC-MS chromatograms and an interface that supports manual im-
provement of metabolite annotation with interactive tables and visualizations. A
central cornerstone of this platform is the ALLocatorSD pipeline for the automatic
assembly of pseudo spectra. As a major improvement compared to previously ex-
isting software, this new algorithm is capable of dealing with U-13C labeling exper-
iments, enabling not only relative quantitation, but also automatic annotation of
fragments resulting from large neutral losses. For the subsequent manual revision
and correction of automatic annotation results, the user benefits from the integra-
tion of the platform with public metabolite and mass spectral databases (KEGG
(Ogata et al., 1999; Kanehisa and Goto, 2000), ChemSpider (Pence and Williams,
2010), MassBank (Horai et al., 2010)) and new powerful tools, as for example the
spectrum-aware mass decomposition. The possibility to create, share and query
user-defined reference lists is an important feature that ensures transferability of
once made annotation efforts to other chromatograms and experiments. The sys-
tem contributes to the metabolomics software landscape by extending the bioin-
formatics coverage of analytical technologies. By supporting LC-ESI-MS data and
especially U-13C SIL it complements the community of metabolomics online plat-
forms, until now constituted by platforms like MeltDB 2.0 (Neuweger et al., 2008;
Kessler et al., 2013), XCMSOnline (Tautenhahn et al., 2012), and MetaboAnalyst
(Xia et al., 2009).
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6 STUDY:
Amino-acid profiling in C.
glutamicum strains

In this study the ALLocator web platform was applied for the identification and
relative quantitation of abundant metabolites in hydrophilic extracts of the Corynebac-
terium glutamicum type strain ATCC 13032 and the L-arginine producing (canava-
nine resistant) strain C. glutamicum ATCC 21831 (Nakayama and Yoshida, 1974).
Four biological replicates were prepared for both strains and a U-13C-labeled bac-
terial extract was used as internal standard. Cultivation of C. glutamicum strains,
sampling and LC-MS analysis were carried out as described previously by Petri
et al. (2013). Detailed mass spectrometer settings are listed in Tab. 6.1. Experimen-
tal raw data and protocols are publicly available (study identifier: MTBLS1281)
through the MetaboLights repository (Salek et al., 2013b). All chromatograms were
uploaded to ALLocator and organized in a single experiment. Peak detection was
performed using XCMS and resulted in the detection of approximately 1400 to
1500 peaks for each chromatogram (for XCMS parameter settings see Tab. 6.2).
Subsequently, the ALLocatorSD algorithm was started to associate isotopologues
and to generate pseudo spectra based on XCMS peak tables (for ALLocatorSD pa-
rameter settings see Tables 6.3 and 6.4). The molecule list view was then used for
manual revision of peak annotations. At first pseudo spectra with a high number
of peaks and those containing 13C labeled peaks were reviewed. In addition, sub-
strates and intermediates of the L-arginine biosynthesis pathway were specifically
searched for. The complete procedure shall be demonstrated by the identification
of glutamic acid, the most prominent metabolite and initial substrate for arginine
biosynthesis in C. glutamicum. Using the search toolbar, the peak list was filtered
to solely display metabolites with annotations containing the term glutamate. The
list included a pseudo spectrum (M147.052T287.92) with six unlabeled peaks of
a putative metabolite with a calculated neutral monoisotopic mass of 147.052 Da
and a retention time of 288 seconds as depicted in Fig. 6.1. The neutral mass with
a mass deviation of 0.01 Da matches 10 entries listed in the KEGG database, all for
the same molecular formula C5H9NO4 (see Tab. 6.5).

Mass decomposition for 147.052 Da was performed with all available filters ac-
1Study online available at: https://www.ebi.ac.uk/metabolights/MTBLS128
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6 STUDY: Amino-acid profiling in C. glutamicum strains

Figure 6.1: Automatically allocated pseudo spectrum M147.052T287.92 (glutamic
acid), featuring 12C monoisotopic peaks (black), 13C monoisotopic
peaks (medium gray) and associated heteroisotopic peaks (light gray).
The Figure was exported from the ALLocator software and adapted for
print.

tivated and finally resulted in only the single formula C5H9NO4. This is indeed
the molecular formula of L-glutamate, but also of all other nine metabolites listed
in Tab. 6.5. A pseudo fragment spectrum was queried against the MassBank
database. The best retrieved hit was a spectrum of glutamic acid (Glutamic acid;
LC-ESI-QTOF; MS2; CE:15 eV; [M+H]+; MassBank: PB000462) with a score value
of above 0.98. In fact, the list of fragment peaks in the pseudo spectrum was iden-
tical to that of the MS/MS spectrum of glutamic acid. All automatically annotated
13C-labeled peaks and thereby inferred numbers of carbon atoms were consistent
with the annotation of neutral losses, which was initially performed only on the
basis of m/z differences. Intensity ratios for all 12C monoisotopic peaks to their
fully 13C-labeled counterparts were similar. One labeled peak (m/z 300.1309) was
automatically associated to the [2M+H]+ adduct in a distance of +5 Da and anno-
tated as [2M+5+H]+. This peak most likely represented an adduct consisting of
one unlabeled and one fully 13C-labeled isotopologue. After searching for addi-
tional correlating orphan peaks, a peak was identified (m/z 305.1449) representing
[2M+10+H]+, the adduct of two fully 13C-labeled glutamic acid molecules. This
peak was manually added to the pseudo spectrum using the context menu (see
pseudo spectrum in Fig. 6.1). All available information taken together enabled a
reliable identification of glutamate, although no distinction between the L- and D-
enantiomer was possible. A subset of peaks that are associated to a large pseudo
spectrum can sometimes be added to an additional pseudo spectrum for another
putative mass. This tends to happen when multiple consecutive small neutral
losses occur. This shall be demonstrated again using the pseudo spectrum of glu-
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6.1 Annotation of large neutral losses allows identification of (γ−)glutamyl
dipeptides

tamate (147.0532 Da). Here, three of the peaks were annotated as [M+H-H2O]+,
[M+H-HCOOH]+, and [M+H-HCOOH-H2O]+. The same peaks were also assem-
bled to the pseudo spectrum M129.04T287.92 and annotated as [M+H]+, [M+H-
CO]+ and [M+H-HCOOH]+, respectively. The putative neutral monoisotopic mass
of this second pseudo spectrum (129.04 Da) matched for example 4-oxoproline in
the KEGG database. As both pseudo spectra are formally correct when regarded
separately and peak correlations can be very good for different coeluting com-
pounds, this ambiguity cannot be solved reliably without manual revision. Thus,
it is one of the main goals of the manual editing process to eliminate multiple an-
notations of such peaks. For this purpose the ALLocator function ’claim peaks’
was used, which in this case deleted the mentioned peaks from all pseudo spectra
except that of glutamate. This is an important advantage over editing annotations
in a spread sheet, because it ensures data integrity and the concise visualizations
help keeping the overview.

6.1 Annotation of large neutral losses allows
identification of (γ−)glutamyl dipeptides

Figure 6.2: Pseudo spectrum and molecular structure of (γ−)glutamyl-L-
methionine. The γ′′1 -fragment (on the very left) could be annotated
thanks to the additional information provided by the 13C monoisotopic
peaks; black: 12C monoisotopic peaks; medium gray: 13C monoisotopic
peaks; light gray: associated heteroisotopic peaks; the ’(ambiguous)’
tag informs the user that this neutral loss was calculated by mass
decomposition and filtered for the correct number of carbon atoms,
but still multiple molecular formulas might explain the present mass
difference.

Amongst the metabolites with the most prominent peaks in both strains sev-
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6 STUDY: Amino-acid profiling in C. glutamicum strains

Figure 6.3: Pseudo spectrum of (γ-)glutamyl-glutamine. Black: 12C monoisotopic
peaks; medium gray: 13C monoisotopic peaks; light gray: associated
heteroisotopic peaks.

eral dipeptides were identified. The calculated monoisotopic masses all matched
those of at least two different peptides, containing a glutamyl residue at the N- or
the C-terminal end. On the basis of the calculated mass alone it was not possible
to distinguish between the isobaric compounds, but positional information could
be inferred from the generated pseudo spectra. These included peaks for the re-
spective γ′′1 -fragment of the peptide (Fig. 6.2), showing that all dipeptides had an
N-terminal glutamyl residue (see Figs. 6.2 to 6.5).

The automatic annotation of the γ′′1 -fragments was possible through the unique
ability of ALLocatorSD to deal with 13C-labeling experiments. These uncommon
fragments are not included in the list of small neutral losses, but could be anno-
tated in the sixth step of the ALLocatorSD pipeline (see section 5.3). This aided the
annotation of the dipeptides as glutamyl-methionine, glutamyl-valine, glutamyl-
(iso)leucine and glutamyl-glutamine. In case of glutamyl-glutamine the γ′′1 -fragment
was not assigned by ALLocatorSD. The tool ’find correlating peaks’ was used with
a lowered correlation coefficient threshold of 0.75. The peaks (m/z 147 and m/z
152) representing the expected γ′′1 -fragment and its fully labeled 13C isotopologue
were present and added to the pseudo spectrum (see Fig. 6.3). Checking the ex-
tracted ion chromatograms (EICs), a different peak shape for these m/z values and
a slightly higher retention time compared to the other peaks of the pseudo spec-
trum was observed. Additionally, the intensity of the fully 13C-labeled peak com-
pared to the 12C monoisotopic peak was higher than for all the other peak pairs.
All these differences could be referred to the coelution of free glutamine, which
was checked by the analysis of L-glutamine standard. Previously, γ-glutamyl-L-
glutamine, γ-glutamyl-L-valine, γ-glutamyl-L-leucine and γ-glutamyl-L-glutamate
have been isolated from C. glutamicum fermentation broths, but the physiological
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6.1 Annotation of large neutral losses allows identification of (γ−)glutamyl
dipeptides

Figure 6.4: Pseudo spectrum of (γ-)glutamyl-leucine. Black: 12C monoisotopic
peaks; medium gray: 13C monoisotopic peaks; light gray: associated
heteroisotopic peaks.

Figure 6.5: Pseudo spectrum of (γ-)glutamyl-valine. Black: 12C monoisotopic
peaks; medium gray: 13C monoisotopic peaks; light gray: associated
heteroisotopic peaks.
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6 STUDY: Amino-acid profiling in C. glutamicum strains

role of these metabolites stayed elusive (Vitali et al., 1965; Hasegawa and Matsub-
ara, 1978). Although the presence of [M+H-NH3]+ and absence of [M+H-H2O]+

ions in the spectra of the before mentioned peptides were an indication for γ-
linkages (Harrison, 2003), it was not possible to readily distinguish between dipep-
tides with α- or γ-linkages. Kessler et al. (2014) is the first report on the synthesis of
(γ-)glutamyl-methionine by C. glutamicum, but amongst other γ-glutamyl dipep-
tides it was detected earlier for example in samples of Synecococcus sp. PCC 7002
by an untargeted metabolomics approach (Baran et al., 2010, 2013).

In order to safe the manual annotation effort and to transfer it to all the other
chromatograms in the experiment, the curated pseudo spectra with confirmed
metabolite annotations were stored in a reference list using the tool ’create refer-
ence spectra’. This reference list was later used to automatically detect, assemble
and annotate similar pseudo spectra in all the other chromatograms of this exper-
iment using the function ’apply reference list’.

6.2 Data export and relative quantitation of arginine
biosynthesis intermediates

The identification of bottlenecks by the detection of accumulating pathway inter-
mediates in large libraries of strains is an integral part of modern metabolic engi-
neering strategies and biotechnology (Pitera et al., 2007). To demonstrate function-
alities for export of data and relative quantitation of metabolites, it was obvious to
compare the relative abundances of metabolites of the arginine biosynthesis path-
way, since C. glutamicum ATCC 21831 is an L-arginine producing strain. Here it
was possible to identify the substrates L-glutamate and L-glutamine, the interme-
diates N-L-acetylglutamate, L-citrulline and N-L-argininosuccinate, as well as the
endproduct L-arginine. For each confirmed metabolite, peak intensities and areas
were automatically normalized to internal standard and biomass, and exported
to an xls document. Relative quantitation between sample groups and statistics
were performed in a spreadsheet (see Tab. 6.6). Metabolites mentioned in the
following were quantified using the peak areas of the respective [M+H]+ ions,
and all their abundances were significantly different between strains. The signif-
icance was determined by Student’s t-test and multiple testing errors were cor-
rected using the method of Benjamini and Hochberg (Benjamini and Hochberg,
1995). The concentration of the initial substrate L-glutamate was lower in the
arginine producer than in ATCC 13032 (fold-change 0.23). The intermediate N-
acetylglutamate was detectable in all samples, but the peaks of the 13C-labeled
internal standard were below the detection limit, so that no relative quantitation
could be performed. As expected, the L-arginine pool was higher (fold-change
12.26) in C. glutamicum ATCC 21831 compared to the type strain. But in addi-
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tion, accumulation of N-L-argininosuccinate (fold-change 34.05) and L-citrulline
(fold-change 1.9) could be observed, indicating a bottleneck in the last step of
arginine production, the conversion of N-L-argininosuccinate to arginine and fu-
marate. This is in good accordance with a study by Park et al. (2014), in which the
strain ATCC 21831 (AR0) was used in a systems metabolic engineering approach.
Here, authors debottlenecked the last two reactions of the arginine biosynthesis in
the derived strain AR6 by replacing the native promoter of the argGH operon with
a stronger one.

6.3 Discussion

This application study demonstrated the applicability of the ALLocator web plat-
form on complex biological samples and the software was used to annotate and
relatively quantify intermediates of the L-arginine biosynthesis in two strains of C.
glutamicum. Analyzing the data specifically with regard to arginine biosynthesis,
the last step of the pathway was identified as a bottleneck in L-arginine production
with strain ATCC 21831. In an untargeted manner γ-glutamyl-methionine, a pre-
viously unknown metabolite of C. glutamicum, has been identified. By providing
tools for widely automated identification, quantitation and exploration of LC-ESI-
MS data, ALLocator is well suited for the processing of LC-ESI-MS datasets in the
fields of systems biology and biotechnology.
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6 STUDY: Amino-acid profiling in C. glutamicum strains

Table 6.1: Parameters for microTOF control in full scan MS mode.

Mode

Scan Mode MS Ion Polarity Positive
Mass Range 50-1000 m/z Rolling Average off
Spectra Acquisition Save Spectra Absolute Threshold 10
Include Profile Spectra Always Peak Summation Width 5 pts
Focus Inactive Acquisition Rate 1.0 Hz

Source

Endplate Offset -500 V Dry Gas 8.0 L/min
Capillary -2500 V Dry Temp 180 ◦C
Nebulizer 3.0 bar

Transfer

Funnel 1 RF 180.0 Vpp ISCID Energy 0.0 eV
Funnel 2 RF 200.0 Vpp Hexapole RF 100.0 Vpp

Quadrupole

Ion Energy 5.0 eV Low Mass 100.0 m/z
Funnel 2 RF 200.0 Vpp Hexapole RF 100.0 Vpp

Collision Cell

Collision Energy 10.0 eV Collision RF 150.0 Vpp
Transfer Time 70.0 µs Pre Pulse Storage 7.0 µs

Table 6.2: Parameters for XCMS processing as set within the ALLocator GUI.

Parameter Value

ppm 30
peakwidth min 10
peakwidth max 60
noise 0
snthresh 10
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6.3 Discussion

Table 6.3: Parameters for ALLocatorSD processing as set within the ALLocator
GUI.

Parameter Value

rtBegin [s] 73
rtEnd [s] 511
epsilonMZ [Da/e] 0.005
epsilonRT [s] 5.0
minCorrelation 0.75
minIntensity 0
labeled13C true
omit100DaMassDecomps true

95



6 STUDY: Amino-acid profiling in C. glutamicum strains

Table 6.4: Adduct settings used for spectra deconvolution in ALLocator.

primary seed common excluded name

x [M+H]+
x [M+Na]+
x [M+K]+
x [M+2Na-H]+
x [M+2K-H]+
x [M+H-H2O]+
x [M+H-H2O-H2O]+
x [M+H-H2O-H2O-H2O]+
x [M+H-HCOOH]+
x [M+H-HCOOH-H2O]+
x [M+H-C2H4O2]+
x [M+H-NH3]+
x [M+H-CO]+
x [M+H-CO2]+
x [M+H-C6H10O5]+
x [M+H-C6H12O6]+
x [M+H-C6H12O6-H2O]+
x [M+H-C2H2O]+
x [M+H-C2H5O2]+
x [M+H-NH3-CO2]+
x [M+H-NH3-CHOOH]+
x [M+H-CH5N3]+
x [M+H-CH4N2O]+
x [M+2H]2+
x [M+2Na]2+
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Table 6.5: The Pseudo Spectrum for M147.052T287.92 (glutamic acid) matched 10
KEGG Compound entries by the putative neutral mass 147.052 ± 0.01
Da, which all feature the same molecular formula C5H9NO4.

KEGG Compound Name KEGG ID

L-Glutamate C00025
D-Glutamate C00217
Glutamate C00302
O-Acetyl-L-serine C00979
L-threo-3-Methylaspartate C03618
N-(Carboxymethyl)-D-alanine C03790
Isoglutamate C05574
L-4-Hydroxyglutamate semialdehyde C05938
2-Oxo-4-hydroxy-5-aminovalerate C05941
N-Methyl-D-aspartic acid C12269

Table 6.6: Normalized peak areas of pseudo-molecular [M+H]+ ions of different
metabolites.

ATCC 21831 ATCC 13032
Metabolite Average SDEV Average SDEV Ratio p-value q*

L-Glutamate 0.20589 0.05522 0.89333 0.04974 0.23* 1.8E-06 0.0125
L-Citrulline 0.25210 0.06581 0.13051 0.01081 1.93* 0.03260 0.0500
N-(L-Arginino)succinate 0.31388 0.09093 0.00922 0.00137 34.05 0.00677 0.0375
L-Arginine 0.69132 0.10437 0.05638 0.00224 12.26 0.00119 0.0250
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Compared to other molecular levels or -omics methods, metabolomics is chal-
lenging in its high degree of interdisciplinarity, interlinking experts from research
fields as diverse as engineering, physics, chemistry and biology and from chemin-
formatics over bioinformatics to statistics, data mining and finally visualization.

Both sample acquisition and subsequent analysis are automated in high-throughput
instruments which has continuously posed challenges on the systematic storage
and computational processing of the gathered experimental datasets, starting in
the early 2000s. The increasing number and quality of measurements not only
raised the generated data volume but also allowed to address more complex bi-
ological questions within conducted experiments. To comprehensively address
these demands bioinformatics internet applications were developed. MeltDB, ’a
software platform for the analysis and integration of data from metabolomics ex-
periments’, has been published by Neuweger et al. (2008). Xia et al. (2009) released
MetaboAnalyst, ’a comprehensive tool suite for metabolomic data analysis’. Car-
roll et al. (2010) published the MetabolomeExpress web server as ’a public place to
process, interpret and share GC/MS metabolomics datasets.’

Since around 2008 we have observed that the requirements to comprehensive
metabolomics software platforms have changed: The general growth of the field
of metabolomics and the increasing number of collaborations diversified the user
community of researchers and their individual scientific goals. It is obvious that
the success of a metabolomics study depends on an efficient and effective collabo-
ration of this interdisciplinary research community. Thus not only the availability
and sharing of the data is important, but also special functions have to be signif-
icantly extended with specific features to consider all researcher’s demands and
perspectives. In addition, the ever increasing throughput and the constant lack of
time makes it immensely important that automated pre-processing methods are
reliable and that analyses and manual intervention are fast and easy. And since
metabolomics approaches are applied to more and more scientific objectives, a
powerful set of statistical methods is the natural next requirement, ranging from
hypothesis-driven statistical tests to less specified and untargeted data mining
methods, such as clustering and dimension reduction. Finally, the wealth of gen-
erated data poses a necessity for interactive data exploration and curation (IDEC)
tools.

To tackle these new challenges systematically, a next generation of bioinformat-
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ics tools needed to be developed, covering all of the above mentioned aspects of
metabolome data analysis, ranging from preprocessing raw data to data integra-
tion and finally the derivation of biological knowledge. These steps were com-
prised above in Fig. 4.1 as raw data acquisition, data preprocessing, data integration,
data analysis, and interactive data exploration and curation. During the stages of that
process one can also identify four successive data categories that represent the
different levels of data classification and annotation as well as different levels of
abstraction. These describe the state of the data before and after each major step of
the computational metabolomics workflow: First, raw data (RD), stored and orga-
nized in meaningful groups after acquisition, builds the basis. Then, pre-processed
data (PD) is computed, where peaks and their quantities have been detected. It
follows integrated data (ID), where peaks that putatively originate from the same
compound are consistently annotated over chromatograms of an experiment and
thus become comparable. Last, derivative data (DD) is achieved by statistical analy-
ses of metabolite quantities in an experiment and then visualized to allow effective
exploration and to draw conclusions.

The following sections present MeltDB 2.0, which offers novel tools to challenge
the rising wealth of data quality and quantity and support the analysis of all four
categories RD, PD, ID, and DD and includes a multitude of updates. Sophisticated
preprocessing methods underpin the reliability of automatically created annota-
tions. At the same time, straight forward tools for manual peak annotation sim-
plify the curation even of large experiments. To help answering questions of dif-
ferent scientific objectives, a rich set of statistical analyses and data mining tools is
made available. To finally nail down the quintessence of an experiments outcome,
data exploration is supported by interactive and telling information visualizations.

7.1 System design and implementation

The first version of the MeltDB software platform, a 3-tiered web application and
database server published in 2008 (Neuweger et al., 2008), provides means for the
standardization, systematic storage and analysis of GC-MS metabolomics experi-
ments. Within a powerful project and user management, raw chromatograms of
various file formats can be uploaded and organized into chromatogram groups
(e.g. replicates, factor levels) and experiments. A flexible processing pipeline al-
lows to find, quantify and identify peaks in the raw chromatograms. Subsequently,
a set of statistical tools and visualizations can be applied to analyze the gathered
data tables. This fast growing, free online platform today hosts more than 25 dis-
tinct projects conducted by more than 150 registered users from around the world.
More than 17,000 chromatograms have been uploaded and analyzed yet.
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7.1.1 System integration

The MeltDB 2.0 web system serves as a platform including a number of tools to
provide their features to the user in an integrated fashion. The paragraphs of this
subsection outline the technical aspects and software design that build the foun-
dation of this platform.

Platform

The core value of MeltDB as a web platform is its carefully designed object rela-
tional database model, which combines metabolomics experimental data, meta-
data, and the parameterizations and results of preprocessing tools. The model
design was created using the O2DBI software (unpublished). O2DBI automati-
cally generates Perl code for data access object classes with create, retrieve, update
and delete (CRUD) functionality, each one mapped to a specific class in the data
model. These allow to focus on the development of business logic and features,
rather then ’boilerplate’ code. MeltDB is thus easy to extend and can serve as
a platform for ’Software as a Service’ (SaaS), providing a variety of features and
tools of (GC-MS-based) metabolome informatics (Neuweger, 2009).

7.1.2 System design and data model

Figure 7.1: a) The layers of the MeltDB three tier architecture; b) schema of the
main classes of the MeltDB data model and how they interact with each
other. Reproduced from Neuweger (2009).
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The MeltDB system design is built on a three tier architecture, in which one
layer is reserved for each, data model, business logic, and the presentation (see
Fig. 7.1a). A brief overview of the most important classes in the data model and
their relations is given in Fig. 7.1b. In the business logic layer the MeltDB API
provides create, read, update, and delete operations for all modeled classes. This core
functionality is extended with more specific API where necessary. The MeltDB
web interface finally constitutes the presentation layer, providing access to and
visualizations of the data to the user (Neuweger et al., 2008).

7.1.3 User management

As MeltDB is part of the CeBiTec bioinformatics software platform, projects, users
and restricted access are managed by the General Project Management System
(GPMS). The GPMS ensures data security through permissions imposed on indi-
vidual tables of the (MySQL) database. As is depicted in Fig. 7.1b, access to ex-
periments, chromatogram groups, and chromatograms is furthermore restricted.
Here, additional permissions may be granted on a very fine granularity and are
enforced through the business logic (Neuweger et al., 2008).

7.2 General workflow and integrated features

A scheme of the general workflow, listing the available tools and visualizations
for all steps from raw data to the IDEC of derivative data, is presented in Fig. 7.2.
More information on preprocessing, profiling, data display and data mining in
MeltDB 2.0 is given in the upcoming subsections.

7.2.1 Methods for data preprocessing

In computational metabolomics preprocessing is a critical step, as integrated data
and derivative data build upon preprocessed data. In order to ensure a reliable data
basis for statistical data exploration MeltDB 2.0 is equipped with a variety of algo-
rithms for the early steps of experiment data analysis.

The growing list of preprocessing methods includes support for the centWave
algorithm by Tautenhahn et al. (2008) for chromatographic peak detection which
features a high sensitivity, and updates of the XCMS package (Smith et al., 2006)
for chromatogram alignment and profiling analyses. In addition, the ChromA
(Hoffmann and Stoye, 2009) software adds to the list of supported chromatogram
alignment tools. ChromA computes pairwise alignments of chromatograms with-
out a priori knowledge, but is capable of optionally using previously matched or
identified peaks as anchor points which speeds up the process.
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The automatic calculation of retention time indices in GC-MS measurements
is furthermore aided by a web interface for manual index assignment. Peaks of
added substances can be assigned with retention indices and will be used as an-
chors for interpolating other peaks retention indices (Ettre, 1994) which support
subsequent peak identification (Kopka et al., 2005). The detection of alkanes as
retention markers can be automated.

Furthermore, peak identification itself is facilitated with a powerful feature:
MeltDB 2.0 offers a Reference list tool to save peaks of measured reference sub-
stances as Reference in the MeltDB database (see 2.5.2 Spectra matching and cmp.
5.4.5 Custom reference lists). The stored data comprises retention indices, quan-
tification masses and mass spectra of reference compounds. This helps to generate
project specific databases that complement the GMD1 (Kopka et al., 2005) or the
NIST standard reference database 1A2. The tool allows to aggregate References and
to use their underlying mass spectra for efficient peak identification and compari-
son.

7.2.2 Profiling methods for data integration

To complete the first step of data integration, peaks in different chromatograms that
derive from the same small molecule have to be named consistently and need to
be associated to each other. Thus, support for GC-MS-based metabolite profil-
ing experiments has been implemented. The focus for the profiling approach in
MeltDB 2.0 is to combine the results from chemometrics approaches with further
identification.

The generic MeltDB approach can be applied on netCDF, mzXML (Pedrioli et al.,
2004), and mzDATA (Orchard et al., 2007) measurements from any supported an-
alytical system. The novel tool registers peaks for non-targeted metabolite pro-
filing based on multiple criteria. These are similarity of mass spectra, retention
time difference and the existence of common EIC peaks above a given signal-to-
noise threshold. It allows to annotate completely unknown peaks that are consis-
tently detectable in several measurements of a metabolomics experiment. Thus,
these potentially interesting peaks can be subjected to further statistical analyses
in MeltDB and become accessible for profiling experiments, where the aim is in
general to find differences in the metabolic composition of two or more sample
groups.

Parameterizations of all pre-processing tools can be customized freely from within
the web interface. Parameterizations are persisted project wide, so that other users
from the same project - who typically use similar instrumental setups - can reuse
them.

1http://gmd.mpimp-golm.mpg.de/
2http://www.nist.gov/srd/nist1a.cfm
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Since pre-processing methods are usually too long running tasks as to complete
during a web request or to even allow interactivity, these jobs are forwarded to the
compute cluster of the CeBiTec bioinformatics platform and run decoupled from
the web server.

As soon as pre-processing is completed at least to the point of profiling, data
tables can be exported as XLS or TSV files. This allows to subsequently use the
MeltDB 2.0 processing results in other, external programs of choice.

7.2.3 User interfaces for all levels of data abstraction

Figure 7.3: The Experiment Total Ion Chromatogram view depicts the total intensities
over time for all chromatograms of an experiment. Detected peaks are
marked with colored dots. Blue: Detected peak; Green: peak that was
consistently detected throughout chromatograms; Red: Peak that was
identified using any database. Hovering a peak highlights other peaks
(link-and-brush) with the same annotation and description and shows
a tooltip with detailed information. From this view, semi-automated
tools for annotation can be accessed.

Visual inspection and the possibility for IDEC is important at all data abstraction
levels, i.e. from raw data to derivative data. Intuitive and responsive data visualiza-
tions are required as well as intelligent tools that allow to solve common tasks,
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Figure 7.4: The Show Absent/Present Compounds view lists which compounds
were identified in which chromatogram groups in how many chro-
matograms (pie charts). Checked fields tell that the respective com-
pound was identified in all chromatograms of that group. The darker
column in the right represents the entire experiment. This view allows
to assess the completeness of compound annotations in an experiment.

like the inspection of processing results or the navigation from an experiments
overview to the spectrum of a single peak, in a few steps.

Introducing Asynchronous Javascripting and XML (AJAX) to MeltDB 2.0 using the
jQuery library3 allows a new quality of interactive and dynamic data display4 in
terms of speed, responsiveness and user guidance. This was utilized to improve
the Experiment Total Ion Current view (cmp. Fig. 7.3) with peak specific tooltips
containing information about the associated compounds, latest annotations, and
quantities. On demand, the complete peak object can be loaded and displayed
inside the experiment TIC view, giving i.a. access to its spectrum, the complete list
of annotations and observations.

One additional major improvement that benefits from the employment of AJAX
is the dynamic manual annotation dialog. The interactive annotation function-
ality for whole experiments has been improved, so that aligned peaks with high
mass spectral similarity can be annotated in parallel. The streamlined web inter-
face helps to annotate peaks across chromatograms in a consistent manner, when
researchers annotate manually, correct errors of automated annotation tools, or
correct data that has been imported beforehand. This consistency is ensured by
an autocompletion of compound names according to the KEGG database and is
important for statistical analyses and comparison of results among different ex-
periments.

The Show Absent/Present Compounds view (see Fig. 7.4) helps to assess the com-
pleteness of annotations, resulting from joint automated and manual annotation

3http://jquery.com
4The user can interact with visualizations to cause small changes to the data representation. These

changes are performed in place without requiring a reload of the visualization.
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Figure 7.5: The Flash R© based heatmap visualization tabulates color-encoded rel-
ative abundances of metabolites in either chromatograms or chro-
matogram groups (shown). Abundances may be normalized on the
entire experiment or per metabolite (shown). Rows and columns can
be sorted freely or automatically by alphabetical order or according to
the coefficient of variation. A gain factor may be set, to reveal differ-
ences between relatively small abundances.

efforts. Not only does it give a quick overview of compounds with a high recov-
ery rate throughout all analyses, but it also provides first insights into differences
between sample groups: The results are shown for the entire experiment and ad-
ditionally split into the groups defined by the single factorial experiment design.

7.2.4 Statistics and data mining

In metabolomics, data analysis and mining can be driven by various intentions
and will strive for derivative data with different purposes or try to aid data explo-
ration and curation by highlighting the most relevant data subsets. One way to
group these aims is to relate them to one of the following questions: a) What are
the significant features of a sample group separating it from other sample groups?
b) Do groups of samples form clusters according to their features and quantities?
c) Can a sample be assigned to a class based on its spectral features? For each of

107



7 MeltDB 2.0

Figure 7.6: (a) The principal component analysis (PCA) is one of the most applied
work horses in MeltDB 2.0. The visualization is implemented using
Highcharts components. Single chromatogram groups can be shown
and hidden on the fly. A zoom functionality is available, which is ex-
tremely useful in large experiments. Each data points chromatogram
name and coordinates can be revealed via tooltip. Screenshot (b) shows
the loadings plot of the same PCA.

these questions a variety of statistical analysis methods exists.
A binding to the R software (R Development Core Team, 2011) makes numerous

statistical tools available from within the MeltDB software (Neuweger et al., 2008).
Its database objects are converted to R objects in a standardized manner. Informa-
tion about chromatograms associations to chromatogram groups is pertained in
the data representation. This integrated data conversion avoids the cumbersome
process of converting data tables from proprietary software to a format a statistics
software package can interpret and analyze. By default data is gathered from the
database on the fly, but snapshots can be stored to speed up statistical analyses
vastly, especially for large experiments.

Statistical analyses and data mining tools in MeltDB are accessed through a stan-
dardized parameterization and data selection form. Where appropriate, this basic
form is extended with specific options and parameters. The basic form consists of
a list of all chromatograms of the experiment from which the user may select. Ad-
ditionally, features can be selected to be considered in the analysis. Features can
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either be identified compounds or unidentified features that have been detected
consistently among most chromatograms. A feature or compound can be chosen
as reference to normalize to. When available, ribitol is preselected. One can select
whether peak intensities or peak areas will be used for quantitation. Quantita-
tions can be scaled linearly or logarithmically. Missing values can be handled in
different ways.

To determine the significance and variances of features (see question a), the t-test
of the Perl CPAN package Statistics::TTest (Juan, 2003) and Statistics::KruskalWallis
(Lee, 2003) is offered as well as analysis of variance (ANOVA) using the aov method
of the R statistical software (R Development Core Team, 2011) which fits a lin-
ear model. For all of these Bonferroni, Holm and Benjamini & Hochberg correc-
tions are calculated (Holm, 1979; Benjamini and Hochberg, 1995). For each feature
(metabolite) presented in the ANOVA and Kruskal Wallis test results a boxplot
view and the extracted ion chromatograms of all samples can directly be accessed.
Insight into different abundance levels and the coefficients of variation in sam-
ples and groups can be interactively achieved using the heat map visualization
presented in Fig. 7.5.

In another view, the m-values (log-2 signal ratios) of features of all chromatogram
groups of an experiment in reference to the same features in a user-selected chro-
matogram group are displayed tabularly. Volcano plots can be created plotting ei-
ther the a-values (average log-2 signal values) or t-test values (as negative decadic
logarithm of the p-value) against m-values. Variable importance estimation via
the random forest algorithm from the caret R package (Kuhn et al., 2011) can be
applied to find differing features in groups. The metabolite set enrichment anal-
ysis published by Persicke et al. (2011) is another powerful tool in MeltDB for the
identification of differentially regulated metabolic pathways.

Samples may aggregate to clusters according to their features quantities (see
question b), regardless of the groups they nominally belong to. To visualize these
clusters MeltDB provides the dimensionality reduction methods principal compo-
nent analysis (PCA, prcomp method in R, cmp. Fig. 7.6), independent component
analysis (ICA, fastICA package for R) and partial least squares discriminant analy-
sis (PLS-DA, caret package for R) (R Development Core Team, 2011; Marchini et al.,
2010; Kuhn et al., 2011). Hierarchical clustering allows to display dendrograms of
chromatograms and is made available using the hclust method in R which can
be applied with different linkage methods. The heatmap method of R is used to
show false color maps of feature signals in chromatograms, sorting columns and
rows according to the before-mentioned hierarchical clustering of feature signals
and chromatograms, respectively. Here, data can be normalized for either chro-
matograms or features.

Whenever a dataset is subdivided in k groups (see question c), since samples
were for instance taken from k sites or treated with k different protocols, another
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suitable data mining strategy is to apply supervised machine learning methods
to learn to approximate a relationship between metabolic profiles to the k cate-
gories (Hastie et al., 2009). Such a classification can be helpful in the design of
automated screening and identification processes or give insight into hidden links
in small molecule patterns which are characteristic for a group k’. This propelled
to extend MeltDB with the powerful R package caret (Kuhn et al., 2011) of which
the variable importance estimation has been mentioned above. Now, classifica-
tion algorithms (support vector machine, random forest) can be trained with chro-
matogram groups representing c different classes {ω0, .., ωc−1} and then be applied
to other chromatograms of samples which have not yet been assigned to any class
ωi. For evaluation purposes, the user may opt to partition chromatograms into
training and testing groups randomly. Additionally, MeltDB uses caret to com-
pute and evaluate the classification performances of the algorithms random forest,
k nearest neighbors, support vector machine, neural networks, and partial least
squares, to estimate which classification algorithm performs best on a problem.

Generally, the computed results can be downloaded as TSV, XLS, PNG or PDF
files in addition to the representation in the web browser.

7.3 Summary

MeltDB 2.0 was developed to comprehensively provide means to complete the
entire process from raw data to derivative data within a software platform that sup-
ports researchers of diverse scientific backgrounds and fosters collaborations in
complex metabolomics research projects. It was a further goal to make the final ex-
ploration of produced results and statistical outcomes effective and efficient. This
has been achieved by improving the MeltDB tool set throughout all four stages
raw data, pre-processed data, integrated data and derivative data. These recent devel-
opments leveraged MeltDB to an interactive rich internet application that allows
to generate high-quality data sets and to dive deep into their analyses.

Since MeltDB was first published in 2008, a few other tools have been released
that take a similar line. The MetaboAnalyst (2.0) web server offers a feature set
similar to MeltDB, also supplying means to cover the pipeline from raw data to
derivative data. MetaboAnalyst is merely made for a one-time, web service-like
usage though, while MeltDB offers a project and user management that supports
collaborative work, allows to manually refine and annotate processing results, and
stores data for documentation purposes and to support larger and/or long-term
projects.

The MetabolomeExpress web server is dedicated to making reviewed data sets
publicly available. For that, it offers a fixed pipeline and a set of statistical tools
which comprises a clearly smaller set of features, compared to MeltDB or Metabo-
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Analyst.
The hierarchical data model of MeltDB 2.0 serves single-factorial experiment de-

signs best. It is still possible to address even complex multi-factorial designs, but
then a careful organization (sometimes multiple organizations) of chromatogram
groups is necessary. The application example shown is a multi-factorial exper-
iment differentiating wheat samples of different years and farming schemes. It
is part of a study that additionally considers different cultivars as a third factor,
which was also investigated in MeltDB 2.0.

Despite the advantages and opportunities of web platforms, this technology also
has its drawbacks. The most critical aspect probably is the lack of tools, which let
users browse the original raw data and its raw signals in a smooth, interactive way
as known from desktop applications. This can be of particular importance espe-
cially for de novo identification of molecules. Thus metabolomics web platforms,
including MeltDB 2.0, are mostly useful for experiments with large numbers of
chromatograms, which ask for the statistical comparison of sample groups.

Further developments of MeltDB should strive to include support for multi-
stage (MSn) data, another inevitable tool for proper de novo identification.

From a more global and systemic point of view into the future, the potential of
integrated analysis with other omics data needs to be explored more intensively.
As an example, the MeltDB 2.0 API allows the ProMeTra (Neuweger, 2009) soft-
ware to map relative metabolite abundances to pathway maps, together with ei-
ther proteome or transcriptome data.

In total, MeltDB has undergone substantial improvements in its capacity as a
’one-stop-shop’ providing a wide spectrum of necessary tools to answer biological
and statistical questions, beginning from GC-MS raw data files. The addition of su-
pervised machine-learning tools now allows to directly apply gathered knowledge
for classification purposes. Embedded in its powerful permission management
system, MeltDB 2.0 delivers a comprehensive bioinformatics package for detailed,
systemic metabolomics research projects.
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8 STUDY:
Multivariate GC-MS wheat data
analysis

The increasing awareness of the benefits of healthy eating has tremendously risen
the popularity of organic food - a development that was not least stirred up by
the manifold food scandals grabbing the headlines in recent years. Directly re-
sulting from this popularity but in particular from organic food’s great market po-
tential, there emerged a significant interest in the authenticity of food declared as
organic (Capuano et al., 2013). Metabolomics technologies have proven successful
for several tasks of food authentication (Cubero-Leon et al., 2014). This study aims
to investigate the potential of metabolomics profiling techniques, bioinformatics
and machine learning to distinguish organically grown wheat from conventionally
grown wheat. To this end, a total of more than 300 gas chromatography-mass spec-
trometry (GC-MS) measurements from both types of treatments were recorded
and analyzed. Samples comprised eleven different wheat cultivars from up to
three different years, obtained from the DOK field trial in Switzerland (Mäder
et al., 2002). This comprehensive field trial compared organic and conventional
farming systems, using strictly controlled conditions. In previous work Bonte et al.
(2014) already presented metabolite profiling data obtained from the DOK wheat
samples of the harvest year 2007. Röhlig and Engel (2010) have applied principal
component analysis (PCA) and analysis of variance (ANOVA) to a very similar
dataset. In the scope of this work, the DOK data basis from 2007 has been ex-
tended substantially by additionally analyzing samples from the 2009 and 2010
harvest years. The particular focus of this work was placed on the potential of ma-
chine learning methods as tools for automated data classification. Furthermore the
new approach is metabolite-agnostic: It does not rely on correct metabolite identi-
fication and it does not rely on single biomarkers with significant level differences.
The latter is a core advantage of this approach, as literature reveals that only slight
(not significant) metabolite level changes can be accounted on the farming systems
(Röhlig and Engel, 2010; Laursen et al., 2011; Bonte et al., 2014).

All GC-MS measurements were automatically preprocessed and then carefully
annotated in the MeltDB 2.0 metabolomics analysis platform (Neuweger et al.,
2008; Kessler et al., 2013). MeltDB allowed to apply a well-established routine
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in high-dimensional molecular data analysis. After pre-processig (peak picking,
normalization, profiling etc.) the data is represented as a table of dimension n×D,
with n = number of samples and D = signal dimension (i.e. the metabolic profile).
The first aim is to search for hidden regularities, relationships, and correlations in
the data. To this end, unsupervised learning, i.e. dimensional reduction can be
applied. Concretely, the two unsupervised methods principal component analysis
(PCA) and t-distributed stochastic neighbor embedding (t-SNE, Van Der Maaten
and Hinton (2008)) were used to investigate the inter- and intra-class variances in
the entire dataset as well as in particular subsets of the data.

Second, the data was analyzed towards the question, if it can be classified into
distinct semantic categories (like conventional / organic treatment in this case).
Hence the two supervised machine learning methods random forests (RF, Breiman
(2001)) and support vector machines (SVM, Vapnik (1999)) were applied. The
overall aim was to establish a classifier to distinguish between organic and con-
ventional wheat, despite the influences of the years of growth and different culti-
vars.

In the following, the analytical approach is described in detail, as well as the
separation results for the investigated factors treatment, cultivar and year. All pre-
sented computational methods were implemented within the MeltDB 2.0 platform
and can be applied to other datasets as well.

Table 8.1: Number of samples for each combination of factors ’farming system’,
’year’, and ’cultivar’.
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conventional 2007 7 8 7 7 8 7 7 8 6 6 8 160
organic 8 7 7 7 7 8 8 7 8 7 7

conventional 2009 8 16
organic 8

conventional 2010 8 8 7 8 8 7 8 7 8 137
organic 8 8 8 8 8 7 7 7 7
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8.1 Wheat sample preparation and GC-MS analysis

Wheat grains of up to 11 different cultivars originated from the DOK (D: bio-
dynamic, O: bio-organic, K: ’konventionell’ German for conventional, i.e. inte-
grated, farming system) field trial, which is located at Therwil (7◦33‘ E, 47◦30‘ N)
close to Basel (Switzerland). Detailed Information on the DOK long-term field trial
is given by Mäder et al. (2002). Wheat grains of the cultivar Runal were analyzed
from the three harvest years 2007, 2009 and 2010. In 2008 wheat was not grown in
the trial. Further, the 10 wheat cultivars ’Rouge de Bordeaux’, ’Mont Calme 245’,
’Probus’, ’CCP’ (composite cross-population; for ease of reading CCP is referred
to as a cultivar), ’Scaro’, ’Sandomir’, ’DJ 9714’, ’Antonius’, ’Caphorn’ and ’Titlis’
were integrated into the wheat plots of the long term trial of the harvest year 2007.
In the 2010 cultivation period, cultivars ’Mont Calme 245’ and ’DJ9714’ were not
available, leaving the remaining 8 cultivars mentioned previously for analysis in
this work. A detailed description of the layout and design of the experiment com-
prising all winter wheat cultivars was published by Hildermann et al. in 2009.

Thus only some essential information about the DOK field trial is considered
here. The trial comprises several organic and conventional farming systems, each
system being repeated in four field plots. The experimental design was a split
plot with systems as the main factor and wheat cultivars as the secondary factor.
This study focuses on the analysis of the two farming systems biodynamic 2 (D),
(henceforth, organic) and conventional (M). These two farming systems were quite
different with respect to fertilization and further plant treatment (see below), but
at the same time were still within the range of standard organic and conventional
farming.

The organic system received composted manure and slurry at a fertilization
level of 1.4 livestock units per hectare, equivalent to 66 kg N(total) ha-1. Fertil-
ization in the conventional system was done exclusively with mineral fertilizer at
140 kg N(total) ha-1. Both farming systems also differed in plant protection prac-
tice. The conventional system followed the guidelines of integrated farming, using
fungicides, insecticides and herbicides only if needed. The biodynamic farming
allowed only mechanical plant treatments and indirect methods to control weeds,
pests and diseases. Grains of both farming systems were harvested when com-
pletely ripe, with moisture content below 140 g kg-1. Of each of the four individ-
ual field plots per agricultural system, one sample was taken for each cultivar and
farming system. Before further experimental usage, grain material was stored at a
constant temperature of 18 ◦C.

Cleaning of wheat samples from impurities and broken grains, grain storage,
grinding and extraction as well as measurement of metabolites using GC-MS anal-
ysis was exactly performed as described by Bonte et al. (2014).
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8.2 Data preprocessing and feature annotation

All data gained by GC-MS analysis were preprocessed and annotated within the
MeltDB 2.0 metabolomics software platform. Peaks where obtained using the
Warped Peak Detection tool. Retention indices were obtained semi-automatically,
using MeltDB’s RISimple tool and a manually defined list of expected retention
times for each batch of measurements. Next, a profiling was run to annotate
peaks that are common throughout multiple chromatograms, i.e. they have a
similar retention index and a similar EIC spectrum. In a like manner all chro-
matograms where matched against reference spectra to annotate peaks as identi-
fied compounds where possible. However the subsequent approach does not rely
on the identification of compounds, but rather uses it to limit the feature space to
molecules of potential biological interest. The parameterizations for these process-
ing tools can be found in Tab. 8.2.

Results from automated metabolite identification were revised manually to dis-
card erroneous annotations, but also to manually create annotations that were
missed in a few chromatograms only. Peaks that were missed in a minority of
samples were requantified using the Warped Peak Detection tool. Subsequently
all data in the obtained feature table was centered and scaled using R.

In total 313 samples were analyzed. From the years 2007, 2009, and 2010 these
comprise 160, 16, and 137 samples, respectively. How many cultivars were avail-
able in each year is mentioned in section 8.1. For each combination of year and
cultivar 13 to 16 samples, comprising duplicate metabolite extractions for grains
from most field plots, were analyzed. One half of these was treated organically,
and the other half was treated conventionally. A detailed listing of all samples is
given in Tab. 8.1.

8.2.1 Unsupervised learning / dimensional reduction

The result of the pre-processing step is an n×D data table, where n=313 is the to-
tal number of samples (years, cultivars and treatments combined) and D=36 is the
number of compounds consistently annotated in all these samples. Additionally,
subsets of this data table, for example all samples from only one year or cultivar,
have been analyzed too. Although it may be tempting to instantly apply super-
vised learning to the problem of classifying the data rows into conventional and
biological treatment, it is advisable to first apply some information visualization
in advance to avoid unpleasant black box effects and to gain a mental model of the
data. Information visualization uses different data displays which are inspected
by human experts to understand the data or to build hypotheses for the hidden
structures in the data. These are the foundation for any subsequent attempt to
apply supervised learning. Therefore displays obtained with two different dimen-
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Table 8.2: Parameters that were applied for the preprocessing tools in MeltDB.

Tool Description Parameter Value

Warped Peak Detection Mexican-wavelet based
peak detection, which
can be rerun locally (at
certain RT).

FWHM 7
SN 10

RISimple Detects and tags
retention indices based
on their characteristic
spectra.

Ion filter 57, 71, 85, 99

Multiple Profiling Gives peaks across
chromatograms a
common TAG if they
are similar.

RT window 20-35 s

Reference List Annotates peaks that
match reference
spectra, uses
dot-product.

RT window 20 s

sional reduction techniques were inspected. PCA was applied since this is a well
established statistics tool in high dimensional data analytics and is fully sufficient
to understand data with a linear sub-structure. Since data stemming from systems
biology experiments can not be expected to have such intrinsic linear structure, a
supplementary method was used, which has been proposed in the field of machine
learning: the t-SNE. In several real world applications for computational biology
(Abdelmoula et al., 2014; Bushati et al., 2011; Jamieson et al., 2010) t-SNE has shown
to be capable of projecting non-linear data structure while well preserving the local
features (i.e. neighborhoods) of the data.

The dimensional reductions were performed using the R statistical software
(R Development Core Team, 2011) and the tsne package by Donaldson (2012).

8.2.2 Supervised learning / classification

The same n × D data table was used to explore whether a machine learning al-
gorithm such as the support vector machine (SVM, Vapnik (1999)) with a polyno-
mial kernel (Karatzoglou et al., 2004) can be trained to classify the data rows into
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conventional and biological treatment. In a first step for each subset (e.g. data
from one year only), the machine learning algorithm was trained and tested on
80 percent of the data (randomly selected). Afterwards, the remaining 20 percent
out-of-the-bag data was used for validation, i.e. to finally evaluate the perfor-
mance of the classifier constructed using the 80 percent of the data. To train and
optimize the SVM, a parameter tuning was performed using a 25-fold resampling
for Leave-Group-Out-Cross-Validation (LGOCV) of the training partition. For this
cross validation, again 75 percent of the training partition were used for training,
and 25 percent were used for validation in each iteration. The best set of parame-
ters, which led to the best accuracy according to the LGOCV, was then once more
validated on the 20 percent of the data that was kept back initially. The classifica-
tion results on these latter 20 percent were evaluated in a confusion matrix to infer
the accuracy of the trained SVM.

Using the very same subsets and partitions random forest (RF, Liaw and Wiener
(2002)) was performed as well. The RF training was done with a 20-fold resam-
pling and a parameter tune length of twelve.

Supervised machine learning methods were performed in R as well, using the
caret package (Kuhn, 2008; Kuhn et al., 2008).

8.3 Results

The strategy to first apply unsupervised and later supervised learning methods to
the data gave insight into the structure of the investigated data: The dimensional
reductions via PCA and t-SNE exposed how strongly the three different factors af-
fect the clustering of the samples. This already guided the design and assessment
of classifiers trained later on. The following sections present the results for both
unsupervised and supervised learning methods.

8.3.1 Unsupervised learning / dimensional reduction

Both PCA (in the first two principal components, see Fig. 8.1) and t-SNE are ca-
pable of separating the presented wheat samples into clusters according to the
factor year. Within one year the PCA will group samples according to cultivars,
though with considerable overlap as can be seen in Fig. 8.2. Conversely, within
one cultivar samples will be grouped according to the year (see Fig. 8.3). When
one year and one cultivar are investigated in any combination, all data typically
clusters into the two groups representing either dynamically or conventionally
grown wheat. Most of these clusters show at least some overlap though. The
t-SNE method is less applicable to smaller datasets and thus was applied to the
complete data table only. Fig. 8.5 shows how t-SNE groups all samples by year
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8.3 Results

Figure 8.1: The principal component analysis on the entire dataset of all samples
throughout all years, cultivars and treatments shows that the first two
components mainly separate samples by the factor year. A separation
by the factor farming system is not possible.
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8 STUDY: Multivariate GC-MS wheat data analysis

Figure 8.2: A principal component analysis performed on a dataset from one year
only will mainly cluster samples by their cultivar, regardless of the ap-
plied farming system. This PCA is based on samples from the year
2007.
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Figure 8.3: Similar to Fig. 8.1, in the principal component analysis on a dataset of
only one cultivar - here ’Runal’ is shown - the first principal compo-
nents separate samples by factor year.
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8 STUDY: Multivariate GC-MS wheat data analysis

Figure 8.4: Plotting samples from one cultivar (here ’Runal’) along the principal
components two and four shows that a separation by farming system
might be possible even though the main variance is caused by the factor
year.

122



8.3 Results

Figure 8.5: The t-SNE method applied to all samples results in clusters and sub
clusters formed according to the factor year and cultivar, respectively.
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8 STUDY: Multivariate GC-MS wheat data analysis

Figure 8.6: The same t-SNE result as in Fig. 8.5, but colored by farming system:
Clusters representing cultivars form subclusters according to the factor
farming system.
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at first, and then into subclusters according to their cultivars. The latter subclus-
ters themselves are again split in two groups each, which correspond to the two
farming systems, as can be seen in Fig. 8.6. The Figs. 8.5 and 8.6 again visualize
strikingly how the metabolic profile is mainly influenced by year, then by cultivar,
and at least by the farming systems.

Nevertheless it is still obvious that the treatment caused measurable differences
in the metabolic composition of the wheat samples. The first two principal com-
ponents of the PCA in Fig. 8.3 already reveal that the clusters for the years 2007,
2009 and 2010 are split in themselves to form subclusters of conventionally and
organically grown wheat. This points out that later principal components with
different loadings may expose structures in the data that are mainly based on the
factor treatment. Fig. 8.4 plots the second and fourth principal components of the
PCA that has already been introduced in Fig. 8.3. In this case it is clearly visu-
alized how the fourth principal component can be used to separate the samples
according to the levels organic and conventional.

8.3.2 Supervised learning / classification

The results from the PCAs revealed that there are structures in the data that allow
for a separation of conventionally and organically grown wheat. Even though the
main clustering is driven by factor year, these clusters still form subclusters ac-
cording to cultivar, which again are clustered by the two farming systems. These
substructures suggest that SVMs can be constructed to win classifiers for the prob-
lem. In fact, SVMs trained and tested on the entire dataset (all years, all cultivars,
both treatments) to classify by treatment reached an accuracy of 0.9032 (p-value
= 1.486e-11, see Tab. 8.3) on the validation set. Even better accuracies can be
observed when investigating subsets of the data (for example accuracy = 0.9677,
p-value = 3.746e-08 within year 2007). But the smaller the subsets, the smaller the
testing partitions, the less representative are any outcomes. Thus we will not trust
the classifiers for in-cultivar or even in-year-and-cultivar problems to be flawless,
even though in these cases accuracy values may approximate one easily.

The interesting question would be, if it is possible to obtain such a trained clas-
sifier from a number of (past) years, which can then be applied to classify samples
from another (e.g. the present) year. This however turns out to be not possible on
the basis of the available data from the three growing seasons. For example, when
a SVM, trained on data from 2007, is applied to classify data from 2010 it performs
with an accuracy of 0.5547, which is hardly favorable to plain guesses. The reason
for this poor performance seems to be the massive influence of the seasonal condi-
tions, i.e. the factor ’year’. This calls for continuing research using more samples
from more years and cultivars to cover the molecular variance more appropriately.
Estimations on the variable importance (Kuhn et al., 2008) for the three years were
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Table 8.3: Results of the Support Vector Machines, trained and tested on different
subsets of all samples. Measures are given for the evaluation results
and are based on the confusion matrix for classification as biological or
conventional farming system.

Train 7→ Test nTest Acc. NIR1 p-value2 Sens. Spec. PPV3 NPV4

2007 7→ 2007 31 0.9677 0.52 3.75E-08 1 0.9375 0.9375 1
2010 7→ 2010 26 0.8846 0.5 4.40E-05 0.9231 0.8462 0.8571 0.9167

2007 7→ 2010 137 0.5547 0.5 0.1333 0.2754 0.8382 0.6333 0.5327
2010 7→ 2007 160 0.5562 0.51 0.1177 0.8101 0.3086 0.5333 0.625

2007
2009
2010

7→
2007
2009
2010

62 0.9032 0.5 1.49E-11 0.9032 0.9032 0.9032 0.9032

1No information rate: the larger class percentage; 2Exact binomial test [Accuracy > NIR];
3Positive predictive value; 4Negative predictive value

calculated based on the SVM results and published in Kessler et al. (2015). Here it
is striking that e.g. myo-inositol, which has previously been reported as a poten-
tial marker for farming systems (Röhlig and Engel, 2010; Bonte et al., 2014), was
most important for classification in 2007 but almost least important in 2009 and
2010. Such inhomogeneous variable importances additionally suggest a year-by-
year strategy for training and classification.

Table 8.3 summarizes the SVM results. Please note that classification results for
year 2009 are not reported here: with only one cultivar (Runal) and thus only 16
samples the subset is too small to generate reliable results. The 2009 samples are
part of the analysis of the entire dataset, though.

Overall random forest (RF) as described in the methods section led to similar
classification results, but showed slightly lower accuracies in the in-year subsets.
Thus no detailed results are shown. However, random forest should not be ig-
nored as a potential alternative for support vector machines in this scope.

8.4 Discussion

The main goal of this study was to investigate whether a classification of organi-
cally and conventionally grown wheat can be done, based on GC-MS metabolite
measurements of wheat grains from different years and cultivars. Results from the
unsupervised machine learning methods PCA and t-SNE show that the strongest
variation in the data can be found in samples from different years. This may be in
part due to different environmental influences and also due to systematic errors
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that inevitably will occur in analyses from different years. Other studies report on
the same obstructive effects (Röhlig and Engel, 2010; Laursen et al., 2011). On the
other hand though, this allows to extend the data basis every year. This demands
robust classifiers that are able to cope with these kinds of problems, besides ’dis-
tracting’ factors like year and cultivar. Further studies will additionally have to
consider geographical influences on the metabolic composition of wheat grains.

Peaks from all 313 samples have been carefully annotated to achieve 36 con-
sistently quantified features throughout the entire data set. These have first been
explored with dimensional reduction methods like PCA and t-SNE to find the pre-
dominant structures in the data table. Then, supervised machine learning methods
have been trained and applied to investigate in how far classifiers for organically
and conventionally grown wheat can be created.

The considerably strong differences in samples from different years make it im-
possible though, to apply a classifier that was trained using data from year a1 to
distinguish data from another year a2. To create a classifier for any year ax, data
from this ax must be part of the training data set. PC analyses also suggest that
it will be beneficial to concentrate on one cultivar or to have a broad data basis of
many cultivars to cover variances that derive from this factor.

Support vector machines trained and applied on all samples from the same year,
as well as SVMs trained and tested on all years, performed with high accuracies
above or close to 0.9. This clearly outperforms the ability of PCA to separate sam-
ples according to the applied farming system, unless samples derive from the same
cultivar. For comparison, random forests (RF) (Breiman, 2001) have been applied
as an alternative for SVMs for classification. Random forests have the advantage
to be much faster and more efficient than SVMs and they have the potential to
offer some insight into the semantics of the decision function, but the parameters
are more difficult to optimize. However, the classification performances were only
slightly different from those obtained with SVMs and inferior in in-year analyses.

The here presented machine learning tools are not meant to substitute tradi-
tional statistical methods, such as ANOVA, but provide a metabolite-agnostic ap-
proach for sample classification where reliable biomarkers are not known. Ad-
ditionally, they may contribute a starting point for focused statistical analyses of
single compounds that appear promising according to the computed variable im-
portance estimations.

An analytical approach that aims more for specific compounds as biological
markers can be found in the publication of Bonte et al. (2014), where more tra-
ditional statistical methods have been applied. The methods presented in the
manuscript at hand do not depend on the identification of compounds or the de-
termination of the biological meaning of any features. The approach rather relies
on a consistently annotated data set. Nevertheless it is constructive to do com-
pound identification to be able to base further biomarker research on these studies.

127



8 STUDY: Multivariate GC-MS wheat data analysis

Additionally, reducing the feature set to differentiating but also verified biologi-
cal compounds minimizes the risk of systematic errors through background noise.
The integration of the discussed approaches might finally lead to a set of metabo-
lites that can be used as reliable biomarkers for conventional or biodynamic farm-
ing systems.
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9 Discussion and Conclusion

The correct identification of metabolites is still the major bottleneck in metabolomics
and ion deconvolution algorithms are one important tool to overcome this limita-
tion. However, ion deconvolution heavily relies on expert knowledge and cannot
be done automatically per se. There are too many ambiguities which cannot be re-
solved reliably by any software yet. The ALLocator online platform was the first
software to provide in-depth interactive data exploration and curation (IDEC) in
the domain of LC-ESI-MS ion deconvolution. Not only it brings the ALLocatorSD
algorithm for the automated allocation and association of ion peaks into overlap-
ping pseudo spectra, but it also provides interactive tables and visualizations for
the IDEC of these spectra. The overall semi-automated workflow gives full control
to the user and provides tools to confirm, deny, or alter pseudo spectra, which al-
lows to profit from both: the algorithm’s automation and the user’s expert knowl-
edge.

The complete, here presented semi-automated preprocessing workflow is avail-
able for both algorithms, ALLocatorSD (Kessler et al., 2014) and CAMERA (Kuhl
et al., 2012), and it comprises feature finding, deisotoping, and pseudo spectra allo-
cation. This boils the complex raw data sets down to the entities that finally matter
for interpretation and statistics: Metabolites.

The in-source fragmentation is not only causing noise, which makes ion decon-
volution necessary in the first place, but it can also be used as a source of informa-
tion. When properly exploited, neutral losses help to identify the correct molecular
formula by filtering out false positives which cannot explain the respective loss.

The same is true for U-13C SIL experiments. Ion mass differences between U-12C
and U-13C isotopologues can directly be used to defer the number of carbon atoms
in the ions. In the small molecules domain this often narrows down the number
of candidate formulas to one, when combined with fragment information and the
’Seven Golden Rules’ by Kind and Fiehn (2007).

A possible future extension to the ALLocatorSD algorithm as well as to the fil-
tering of molecular formulas is the matching of isotopic patterns. Each molecular
composition results in certain intensity ratios for the monoisotopic and all follow-
ing isotopic peaks, which can be calculated from the natural abundances of the
isotopes of contributing elements. The different ions (adducts and fragments) of
the same metabolite should thus have similar isotopic patterns. This could be used
to assess the probability of two coeluting ions to derive from the same metabolite.
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Furthermore, for any candidate molecular formula for a putative metabolite the
theoretical isotopic pattern can be calculated and then could be matched against
the measured isotopic pattern. This could be used to filter out molecular formu-
las that do not fit the measured isotopic patterns. The use of isotopic pattern fits
heavily relies on two prerequisites though: First, a measured isotopic pattern has
to be available, which is only given for the more abundant ions where even the
isotopic peaks exceed the detection limit. Second, the intensities of all peaks in
the isotope pattern have to have a good accuracy, which varies between different
types of instruments and instruments of different vendors.

While the advantages of the semi-automated processing in ALLocator have been
presented extensively in this thesis, the obvious drawback of any semi-automation
is the necessary manual work. ALLocator thus allows to create custom reference
lists of MS pseudo spectra, preserving the once made effort and invested time to
curate the different ions deriving from specific compounds. These reference lists
can be applied to other measurements in order to dereplicate - i.e. to reproduce
the same allocation of ions into pseudo spectra and to annotate the known com-
pounds.

The application study nicely comprises the power of the ALLocatorSD algo-
rithm. Taking (γ-)glutamyl-valine as an example, where the deconvolution not
only supported data reduction by allocating all ions, isotopologues and isotopic
peaks, but also by filtering out false positive molecular formulas and even by al-
lowing for the distinction of the α− and γ− isomers, based on the identified neu-
tral loss of NH3. Especially the latter represents a depth of insight that is typically
considered to require MS/MS analysis.

In total, the ALLocator approach to LC-ESI-MS data, exploiting all the informa-
tion available to improve confidence in annotations, helps to close the gap between
MS1 and MS2 analyses.

The development of MeltDB 2.0 advanced the handling of 100s of analyses in
a single experiment. That mainly required improvement in two aspects: (a) the
simplification of the annotation of common features across many analyses from
multiple batches; and (b) interactive visualizations and statistics with on-the-fly
filtering methods for their exploration.

The caveat that comes with the processing of analyses from multiple batches
is the introduction of higher complexity in retention time shifts, matrix effects,
and variations in the overall intensities. The benefit of combining many analyses
from multiple batches into a single workflow for preprocessing and annotation is
the prospect of well-founded statistical statements and the chance to train more
robust classifiers for more complex classification problems.

To this end, the consistent annotation of features across large sets of measure-
ments and interactive visualizations for statistical analyses have been implemented.
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Furthermore, the MeltDB 2.0 software was extended with functionality for the
training and application of machine-learning classifiers.

In the application study on GC-MS wheat analyses, investigating the influences
of cultivation types, wheat cultivars, and the years of cultivation, these newly inte-
grated machine learning tools were applied. More than 300 analyses, derived from
samples grown and measured in three different years, were subjected to reference
list matching in order to achieve a high quality dataset including 36 consistently
annotated metabolic features. The study revealed the structure of the dataset, i.e.
how clusters are formed according to the differently influential factors. It also
showed the potential of the workflow, combining unsupervised and supervised
learning methods, to deal with complex classification problems.

Both ALLocator and MeltDB are freely accessible through the Generalized Project
Management System (GPMS) developed by the Bioinformatics Resource Facility
at CeBiTec, Bielefeld University. Building on the GPMS and the nature of online
platforms, researchers have the option to easily share their experiments with other
users. This enables team members, ideally having different backgrounds, to con-
veniently work in distributed collaborations.

ALLocator and MeltDB constitute the two substantial pillars of an extensive,
interactive and collaborative online software platform for the computational anal-
ysis of metabolomics data acquired with chromatography-hyphenated mass spec-
trometry.
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10 Contributions to computational
metabolomics

This chapter is intended to provide a concise overview of the most important con-
tributions to computational metabolomics that are presented in this thesis. Each
of these tools are publicly accessible through one of the web platforms ALLocator
or MeltDB 2.0

ALLocatorSD:
U-13C-SIL capable spectra deconvolution

In addition to comprising adducts and neutral losses of measured compounds to
pseudo spectra the ALLocator SD algorithm identifies isotope clusters that derive
from U-13C labeled moieties and associates them to their 12C counterparts. That is
not only one more step for data reduction, but the nominal mass difference from
12C and 13C monoisotopic peaks (i.e. the number of carbon atoms) is applied to fur-
ther improve the identification of unexpected neutral losses and to support mass
decomposition (see section on spectrum-driven mass decomposition below).

More details in sections: 2.3.6 Ionization methods, 2.5.1 Spectra deconvolution, 2.6.5 Sta-
ble isotope labeling, 5.3 Spectra deconvolution algorithm, 6 STUDY: Amino-acid profiling
in C. glutamicum strains.

ALLocator web platform:
Manual curation of ambiguous fragmentation spectra

The convolution of LC-ESI-MS is a problem that cannot be solved unambiguously
by any tool yet. E.g. it is often not clear, whether a certain peak represents a neu-
tral loss of molecule A, an adduct of molecule B, or the pseudo-molecular ion of
molecule C, when all these possibilities are backed by further peaks and each com-
bination forms a valid pseudo spectrum. ALLocator introduces a new user inter-
face which allows to interactively resolve conflicting pseudo spectra by ’claiming’
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ion peaks for the correct spectrum, or removing them from an incorrect spectrum,
or to add further peaks that correlate well over retention time.

More details in sections: 2.5.1 Spectra deconvolution, 5.3 Spectra deconvolution algo-
rithm, 5.5 Data curation, 6 STUDY: Amino-acid profiling in C. glutamicum strains.

ALLocator web platform:
Spectrum-driven mass decomposition

The struggle for better mass decomposition is typically thought to be limited by
the mass spectrometers precision and it is only supported by (heuristic) chemical
rules (Kind and Fiehn, 2007) to narrow down the list of putative candidates. The
ALLocator web interface not only allows to activate and deactivate these rules
for mass decomposition, but additionally includes the information from neutral
losses and even the U-13C-SIL. This often allows to elucidate the correct molecular
formula unequivocally and increases the level of confidence according to metabo-
lite identification reporting standards (Fiehn et al., 2007; Schymanski et al., 2014;
Sumner et al., 2014). In their combination, ALLocatorSD and the spectrum-driven
mass decomposition leverage in-source fragmentations from undesirable obstruc-
tions to a powerful source of information.

More details in sections: 2.3.6 Ionization methods, 2.5.1 Spectra deconvolution, 2.5.3
Mass decomposition, 2.5.4 Metabolite identification, 2.6.5 Stable isotope labeling, 5.3
Spectra deconvolution algorithm, 5.4.4 Mass decomposition and search by molecular for-
mula (ChemSpider), 6 STUDY: Amino-acid profiling in C. glutamicum strains.

MeltDB 2.0:
Handling hundreds of chromatograms efficiently

The MeltDB web platform can deal with large experiments containing hundreds
of chromatograms, and it offers a vast toolbox of statistics that can be applied.
However, with increasing data volume both the navigation through experiments
and the calculation of statistics and their static plots became cumbersome. New in-
teractive visualizations for statistics and dynamic features in the main experiment
view reduced the required data access (i.e. database queries) and sped up the gen-
eral handling. This way it is now possible to efficiently investigate experiments
that contain several hundreds of chromatograms.

More details in sections: 7.2 General workflow and integrated features, 7.2.3 User inter-
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faces for all levels of data abstraction, 7.2.4 Statistics and data mining, 8 STUDY: Multi-
variate GC-MS wheat data analysis.

MeltDB 2.0:
Integrated access to machine learning algorithms

The possibility to handle larger sets of chromatograms (i.e. samples) unlocked the
doors to meaningful machine learning experiments. Now it is possible to generate
training sets that are large enough to yield the capabilities of machine learning
algorithms. A new interface was developed that makes these algorithms accessible
directly from the MeltDB web platform, by selecting and grouping chromatograms
to train classifiers that can be directly applied to classify unknowns.

More details in sections: 7.2 General workflow and integrated features, 7.2.3 User inter-
faces for all levels of data abstraction, 7.2.4 Statistics and data mining, 8 STUDY: Multi-
variate GC-MS wheat data analysis.
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and tools for the preprocessing of LCâMS metabolomics data. Chemometrics and
Intelligent Laboratory Systems, 108(1), 23–32.

Choi, B. K., Hercules, D. M., and Gusev, a. I. (2001). Effect of liquid chromatog-
raphy separation of complex matrices on liquid chromatography-tandem mass
spectrometry signal suppression. Journal of chromatography. A, 907(1-2), 337–42.

Chokkathukalam, A., Jankevics, A., Creek, D. J., Achcar, F., Barrett, M. P., and
Breitling, R. (2013). mzMatch-ISO: an R tool for the annotation and relative
quantification of isotope-labelled mass spectrometry data. Bioinformatics (Ox-

138



11 Bibliography

ford, England), 29(2), 281–3.
Creek, D. J., Dunn, W. B., Fiehn, O., Griffin, J. L., Hall, R. D., Lei, Z., Mistrik, R.,

Neumann, S., Schymanski, E. L., Sumner, L. W., Trengove, R., and Wolfender,
J.-L. (2014). Metabolite identification: are you sure? And how do your peers
gauge your confidence? Metabolomics, 10(3), 350–353.
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mass spectra in liquid chromatographyâmass spectrometry. Analytica chimica
acta, 454(2), 167–184.

de Hoffmann, E. and Stroobant, V. (2001). Mass spectrometry : principles and applica-
tions. Wiley, Chichester New York, 2nd edition.
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Beltrán, A., Sansone, S. A., Griffin, J. L., and Steinbeck, C. (2013). MetaboLights
- An open-access general-purpose repository for metabolomics studies and as-
sociated meta-data. Nucleic Acids Research, 41(D1), 781–786.

Hegeman, A. D., Schulte, C. F., Cui, Q., Lewis, I. a., Huttlin, E. L., Eghbalnia, H.,
Harms, A. C., Ulrich, E. L., Markley, J. L., and Sussman, M. R. (2007). Stable
isotope assisted assignment of elemental compositions for metabolomics. Ana-
lytical chemistry, 79(18), 6912–21.

Hertz, H. S., Hites, R. A., and Biermann, K. (1971). Identification of Mass Spectra
by Computer-Searching a File of Known Spectra. Analytical chemistry, 43(6),
681–691.

Hildermann, I., Thommen, A., Dubois, D., Boller, T., Wiemken, A., and Mäder, P.
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Wittmann, C., Krömer, J. O., Kiefer, P., Binz, T., and Heinzle, E. (2004). Impact
of the cold shock phenomenon on quantification of intracellular metabolites in
bacteria. Analytical biochemistry, 327(1), 135–139.

Wolf, S., Schmidt, S., Müller-Hannemann, M., and Neumann, S. (2010). In silico
fragmentation for computer assisted identification of metabolite mass spectra.
BMC bioinformatics, 11, 148.

Wuchty, S., Jones, B. F., and Uzzi, B. (2007). The increasing dominance of teams in
production of knowledge. Science, 316(5827), 1036–9.

Xia, J., Psychogios, N., Young, N., and Wishart, D. S. (2009). MetaboAnalyst: a web
server for metabolomic data analysis and interpretation. Nucleic acids research,
37(Web Server issue), W652–60.

Xia, J., Mandal, R., and Sinelnikov, I. (2012). MetaboAnalyst 2.0-a comprehensive
server for metabolomic data analysis. Nucleic acids research, 40(Web Server issue),
W127–133.

Yu, T., Park, Y., Johnson, J. M., and Jones, D. P. (2009). apLCMS–adaptive pro-

149



11 Bibliography

cessing of high-resolution LC/MS data. Bioinformatics (Oxford, England), 25(15),
1930–6.

Zhang, W., Chang, J., Lei, Z., Huhman, D., Sumner, L. W., and Zhao, P. X. (2014).
MET-COFEA: A Liquid Chromatography/Mass Spectrometry Data Processing
Platform for Metabolite Compound Feature Extraction and Annotation. Analyt-
ical chemistry, 86(13), 6245–53.

150



ERKLÄRUNG
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