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Highlights 

 Inter-laboratory study with 174 participants using STRmix™ 

 CE analysis settings resulted in larger differences in LR than PG software 

 Differences in log(LR) due to MCMC variation were less than one order of 

magnitude 

 

Abstract (max 400 words) 

An intra and inter-laboratory study using the probabilistic genotyping (PG) software 

STRmix™ is reported.  Two complex mixtures from the PROVEDIt set, analysed on an 

Applied Biosystems™ 3500 Series Genetic Analyzer, were selected.  174 participants 

responded.   

For Sample 1 (low template, in the order of 200 rfu for major contributors) five participants 

described the comparison as inconclusive with respect to the POI or excluded him.  Where 
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LRs were assigned, the point estimates ranging from 2 × 104 to 8 × 106.  For Sample 2 (in the 

order of 2000 rfu for major contributors), LRs ranged from 2 × 1028 to 2 × 1029.  Where LRs 

were calculated, the differences between participants can be attributed to (from largest to 

smallest impact): 

 varying number of contributors (NoC), 

 the exclusion of some loci within the interpretation, 

 differences in local CE data analysis methods leading to variation in the peaks 

present and their heights in the input files used, 

 and run-to-run variation due to the random sampling inherent to all MCMC-based 

methods. 

This study demonstrates a high level of repeatability and reproducibility among the 

participants.  For those results that differed from the mode, the differences in LR were almost 

always minor or conservative. 

 

Key words; Forensic DNA interpretation; probabilistic genotyping; STRmix, Inter-

laboratory study; Intra-laboratory study 

  

Introduction 

In forensic DNA analysis there is valid interest in the reliability of the interpretation reported.  

Reliability, in part but not fully, relates to the scientific concepts of repeatability, 

reproducibility, and accuracy.  Before attempting to address repeatability and reproducibility, 

and the challenge in context of determining accuracy in context, we give a brief summary of 

the current process that leads to the reported result.  

The predominant DNA analysis process takes a sample through a series of processing stages 

such as extraction, amplification, separation by capillary electrophoresis (CE), and detection 

of fluorescent tags after laser excitation to produce a raw output that is a trace of signal with 

migration time.  Since several fluorescent dyes are used, multiple traces are produced 

simultaneously.  The outputs are the raw CE data.  These traces are then processed by 

software which applies baselining and other algorithms such as smoothing.  Detection time is 

converted to base length by alignment with base pair size standards.   Peaks are then 

designated as alleles by comparison of their base length with those of an allelic ladder.  The 

output from this process is a DNA profile known as an electropherogram (or epg).  After 

production of the epg, the data are interpreted.  Decisions are made at this point regarding the 

suitability of interpretation, single source or mixture, removal of artifacts, number of 

contributors, and so on.  The epg may be compared with one or more persons of interest 

(POI).  In some instances, it is possible to assume the presence of the DNA of a 

contributor(s), say the victim in intimate samples, which facilitates the interpretation process.  
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Each of the stages of the DNA analysis process will introduce variability [1] which will 

impact repeatability and reproducibility. Repeatability is the variation between results 

generated under the same conditions of measurement.  This assessment is made with the 

same operator on the same machine at closely similar times.  Reproducibility is similar to 

repeatability except under changed conditions of measurement such as different operators and 

different instruments.  The study herein describes an intra- and inter-laboratory study using 

the probabilistic genotyping (PG) software STRmix™ for the interpretation of the epgs to 

assess contributions of variability of the interpretation.   The output from STRmix™ is a 

likelihood ratio, LR.  Reproducibility in this regard could be considered to be the precision of 

the LR created from the same raw CE output by different people working independently in 

the same (intra) or in different (inter) laboratories.  

Accuracy describes how close a measurement is to the correct or true answer.  In casework 

we may never know if the POI is truly a contributor to the sample; only in controlled studies 

can we know whether or not a POI is a true donor.  The LR is the product of a number of 

modelling assumptions and the correct answer exists only within the specifications of the 

model.  In some situations the LR can be predicted from the models [2], but in most instances 

the reasonableness of the LR derives from our belief in the correctness of the model(s).  Just 

as there is no true model, there is no true LR [3]. Indeed many forensic scientists deliberately 

bias the models, and their decision making, to understate the LR, a behaviour described as 

being conservative, that is, to the favour the defendant.  Thus, accuracy is not attained 

routinely but instead a reasonable answer is sought that does not overstate the value of the 

comparison. Later in this paper reasonableness of an answer will be addressed based on the 

models, and in some cases, knowledge of the true donors. 

There have been a number of inter-laboratory studies undertaken to assess variability, and 

some of these studies are summarised by Butler et al. [4].  A general concern about the 

outcome of these studies is limited reproducibility. This lack of reproducibility has fuelled 

calls for standards of operation and standardisation.  Standards of operation and general 

features that often are addressed by various working groups (usually more so as guidelines) 

and will not be described herein. Standardisation, performing in the same manner, cannot 

begin until the sources of variation are identified.  While a degree of conservatism is desired, 

a search for standardisation should not drive reproducibility in which everyone generates an 

unreasonable result.  To emphasise this point by exaggeration, everyone would obtain 

reproducibility if an LR of 1 was reported in every situation. However, an LR of 1 in every 

situation would not serve stakeholders, since it denies the prosecution and defense valuable 

information. 

Forensic scientists have a marked and deliberate tendency to concede uncertainty in the 

direction of lowering the LR, the aforementioned conservativeness behaviour.  In an inter-

laboratory study this decision(s) translates into a long left-hand tail to the distribution of 

reported LRs, where some analysts have made concessions that others have not and thus 

contributing to variation in the final result(s).  The ranges given in such studies are usually 
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not the range of the laboratories’ best (i.e. accurate) assignment but rather the ranges in LRs 

assigned by the laboratories to deliberately understate the evidence as a deliberate policy.  

In routine casework peer (or technical) review of results before reporting is routine.  Peer 

review may or may not be performed when participating in inter-laboratory studies.  The 

effect of peer review is to ensure proper interpretation of the evidence (within a laboratory’s 

guidelines), a reduction of the rate of trivial errors, such as transcription errors, and proper 

documentation, such as maintaining chain of custody to name a few. There has been a general 

hope that the advent of PG solutions will improve reproducibility in both the approach to 

interpretation and assigned LRs.  PG solutions automate some, but not all, aspects of decision 

making and this was expected to reduce variability in LR both within and between 

laboratories. However, as mentioned above there are other aspects of the DNA typing process 

that contribute to variation which PG software cannot control and stakeholders should discern 

the sources of variation due to the analytical process, those due to the performance of PG 

software, and those due to the operator. 

We briefly discuss here three published inter-laboratory studies that used PG software.  

The Euroforgen-Network of Excellence [5] (hereafter NoE study) and the Spanish and 

Portuguese-Speaking Group of the International Society for Forensic Genetics (hereafter 

GHEP-ISFG study) [6] report inter-laboratory studies predominantly using the PG software 

LRmix and LRmix Studio.  

The NoE study demonstrated little variation (see Figure 1) although for case 2 some labs did 

report alternative proposition sets (data given in [5]) either as well as or instead of the 

majority set.  The GHEP-ISFG study had been specifically designed to present challenges1. 

Despite the use of a PG software there was a considerable spread of results even if attention 

was restricted to the one PG software, LRmix Studio (refer to Figure 1, derived from Table 1 

of [6]).  

Figure 1.  The distribution of results in the NoE and GHEP-ISFG studies.  The x-axis is 

included simply to spread the data so that they can be seen.  

                                                
1 Donors were deliberately selected who possessed alleles differing by a single base pair resulting in unresolved 

allelic peaks. The authors also modified the epg provided to participants using Adobe® Photoshop®. 

Specifically, small modifications were made to the heights of some alleles while other alleles were removed 

entirely (P.A. Barrio 2018, pers, comm., 11 August).  44% of participating labs reported that their methodology 

had been validated to international requirements, 20% answered negatively, and 36% stated that they were in the 

process of validation. 
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The authors of the GHEP-ISFG study reported that the large variance observed occurred due 

to subjective decisions made prior to use of the software (see Figure 1 of [6]). These 

decisions included whether peaks were stutter or allelic, and how to treat the two instances of 

non-resolution of allelic peaks separated by one base pair.  These are the 16.3 and 17 alleles 

at locus D1S1656 and the 19.3 and 20 alleles at locus D12S391.  In both cases shoulders can 

be seen on the detected peak suggesting the presence of an unresolved peak (particularly so at 

locus D12S391).  These authors, and many of the participants2, mention the need for and the 

lack of training. 

The third PG study was reported by Cooper et al. [7] who surveyed 20 participants from 

Australia, New Zealand, the US, Canada, and the UK using the STRmix™ software 

(hereafter early STRmix™ study). The exercise involved the interpretation of Identifiler™ 

DNA profiles generated from three questioned samples. As the samples were casework 

samples, the true number of contributors to each sample was unknown.  A reference 

Caucasian allele frequency file was provided.  The results are shown in Figure 2. 

Figure 2.  A display of the results from Cooper et al. [7].  Three cases were presented with 20 

responses received.  Some respondents did not provide a numerical response and do not 

appear on this graph.  Others provided two values for different numbers of assigned 

contributors (NoC); in such cases both responses were plotted.  In case three one respondent 

used only one replicate rather than the two provided.  This response was removed. 

                                                
2 See last paragraph of section 3.2.1 of [6] 
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The variation in the early STRmix™ study at least in regards to case 2 arises from different 

assignments of the number of contributors (NoC), with eleven participants assuming 2 

contributors, seven participants assuming 3 contributors, and the remaining two participants 

not progressing an interpretation.  Six participants also undertook a secondary interpretation, 

varying NoC hence in Figure 2 there are 24 data points for case 2.  The increased spread of 

results for cases 2 and 3 NoC 3 and 4 arises because the extra contributor allows the minor to 

split into two contributors.  A feature in STRmix™ developed subsequent to this trial allows 

the user to specify that the extra contributor is a trace by specifying the mixture proportion 

for that contributor.  This would be expected to alleviate this effect.  While the profiles 

provided originate from casework samples and the ground truth is not known, this variation 

indicates that subjective decisions prior to application of the software can lead to a wide 

range in the reported LRs. 

Since the time of this study a body of knowledge has been developed about the effects of 

uncertainty in the number of contributors and management of that uncertainty.  It has been 

shown that the correct number of contributors3 usually gives the higher LR and that incorrect 

assignments, either over or under, tend to give conservative LRs or cause false exclusions [8, 

9] for the true donors and slightly more adventitious matches of false donors usually giving 

LRs only slightly above 1.  Later STRmix™ versions allow the user to inform the software of 

the approximate mixture proportions of the contributors prior to deconvolution (referred to as 

Mx priors). This attribute has proven useful when dealing with mixtures believed to originate 

from closely-related individuals or if a very small trace contribution is suspected of being 

present.  This policy has been implemented by several laboratories.  Management of 

                                                
3 The correct number of contributors is not trivial to determine.  The true number of contributors to 

casework profiles is always unknown and unknowable. In the case of constructed mixtures it is known 

how many donors were selected for use in the mixture.  As long as each are present in a sufficient 

amount to contribute in some detectable way to the final signal they could be described as 

contributors.  We acknowledge the subjective element to this.   
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uncertainty in NoC is a recurrent theme within the forensic community.  One approach to 

manage this uncertainty in NoC is described in Taylor et al. [10] who describe a mathematical 

approach for interpreting a DNA profile without specifying the number of contributors. 

Another way forward is to interpret the profile considering all reasonable options and report 

the range or the lowest LR.  Note that this approach only addresses the uncertainty in NoC 

and does not address other decisions made by operators such as stutter management.   

The National Institute of Standards and Technology’s (NIST) MIX13 inter-laboratory study 

was mostly undertaken using manual interpretation methods and not PG [4], but subsequently 

was reanalyzed by Buckleton et al. [11] with several PG software.  Originally, raw CE output 

for five mixed DNA profiles were distributed for interpretation.  Variability in reported match 

statistics was due in part to differences in the interpretation methods used, but also due to the 

use of different allele frequencies, values for theta, and analytical and stochastic thresholds 

among laboratories. 

Case 05 from this study, in particular, attracted considerable attention as it was over-

engineered so that the profile was no longer indicative of the majority of casework and was 

intentionally designed to be difficult to interpret.  This case consisted of a four-person 

mixture constructed to masquerade as a two-person mixture based on allele count alone, and 

resulted in 69% of participating laboratories including a known non-contributor to the 

mixture [4]. Buckleton et. al. [11] argue that it is very difficult or impossible to exclude this 

non-contributor manually (one participant did manage this however).  However this case does 

demonstrate why the implementation of more sophisticated interpretation methods, such as 

PG, should be prioritised within the forensic community. 

In the study herein, we aimed to refine the sources of variation in the reported LR.  In order to 

facilitate this study, the key known variables were set such as the allele frequency database, 

values for theta, and the various STRmix™ parameters controlling the biological modelling 

of peaks that in normal casework were defined by internal validation studies. Propositions 

were set by the participants based on the same case information. 

Methods 

Two mixed GlobalFiler™ DNA profiles were submitted to participating laboratories.  The 

profiles were taken from the PROVEDIt data set [12].  Sample 1 was RD14-0003-

44_45_46_47-1;1;4;1-M3a-0.105GF-Q0.8 and Sample 2 was RD14-0003-30_31_32-1;4;4-

M2a-0.75GF-Q0.6.  Profiles were supplied as raw analysis (.hid) files as well as analysed text 

files (for participants unable to analyse 3500 data).  Each profile was supplied with brief case 

scenarios and two reference profiles, detailed in Table 1.  The epgs and provided STRmix™ 

input files are provided in the supplementary material.  

Table 1: Case scenarios and reference profiles supplied. 
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Sample Scenario References 

1 The DNA profile was obtained from a semen 

stained sample from underwear collected from 

the complainant after an alleged sexual assault.  

The male complainant alleges he has been 

sexually assaulted by two male individuals.  

DNA swabs from the complainant and a person 

of interest have been taken for analysis.  

Two reference profiles have 

been submitted, one 

described as having come 

from the complainant and 

one from the suspect  

2 The DNA profile was obtained from a semen 

stained anal swab after an alleged sexual 

assault.  The male complainant alleges he has 

been sexually assaulted by two male 

individuals.  DNA swabs from the complainant 

and a person of interest have been taken for 

analysis. 

Two reference profiles have 

been submitted, one 

described as having come 

from the complainant 

(“Sample 2 complainant”) 

and one from the suspect 

(“Sample 2 suspect”). 

  

Laboratories were asked to analyse both GlobalFiler™ .hid samples using ILS GeneScan™ 

600 LIZ™ Size Standard using the per dye analytical thresholds (ATs) of 75, 100, 60, 80 and 

100 rfu for the blue, green, yellow, red, and purple dyes, respectively, following those 

previously published [13].  Participants were asked to label and model allelic, back, and 

forward stutter peaks, review the case circumstances provided (Table 1), assign the number 

of contributors to each sample, and develop suitable propositions for a LR calculation (where 

appropriate). 

STRmix™ kit and stutter files were provided for versions 2.4 and 2.5. Both back and forward 

stutter peaks were modelled as per Kelly et al. [13].  Profiles were interpreted with drop-in 

modelled, with a maximum cap of 150 rfu, and using a saturation threshold of 30,000 rfu.  

174 participants from 42 laboratories submitted results for collation. A total of 349 

interpretations were submitted for both profiles.  35.5% (124/349) used STRmix™ version 

2.5 and the remaining 64.5% (225/349) used STRmix™ version 2.4. A summary of all the 

LRs from the submitted interpretations can be found within the supplementary material. 

All of the STRmix™ version 2.4 interpretations were undertaken using the default number of 

MCMC accepts (100,000 burn-in accepts and 400,000 post burn-in accepts across all chains). 

The majority of STRmix™ version 2.5 interpretations (94/124) were undertaken using the 

default settings (8 chains of 100,000 burn-in accepts, 50,000 post burn-in accepts per chain). 

Thirty interpretations were undertaken with an increased number of accepts. Five of these 

interpretations with increased accepts originated from the same laboratory. This particular 
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laboratory increases the number of accepts when interpreting a profile with 4 or more 

contributors. Increasing the number of MCMC accepts allows each of the chains to more 

thoroughly explore the sample space; this approach is expected to improve precision at the 

expense of longer run-times [14] but for more robust presentations of profiles in a mixture, 

the precision is not significantly improved. 

All LRs were assigned using the FBI extended Caucasian allele frequencies ([15], also 

supplied to participants) using FST=0.01.  

Results and discussion 

The experimental (ground truth) NoC for Sample 1 was four in the ratio 1:1:4:1, with total 

input DNA 0.105 ng. The complainant was the third contributor and the suspect the fourth.  

The experimental NoC for Sample 2 was three in the ratio 1:4:4, with total input DNA 0.75 

ng. The suspect was the second contributor and the complainant the third.  

A total of 173 STRmix™ results were submitted for Sample 1 with some participants 

submitting multiple STRmix™ interpretations varying the NoC.  The majority of submissions 

(162/173) interpreted Sample 1 assigning NoC =4 whilst 11 submissions assigned Sample 1 

as NoC =3. Two participants submitted interpretations assigning both NoC =3 and NoC =4 

with comments indicating both LR values would be included in their reporting.  Five 

participants chose to not progress an interpretation for Sample 1.  A plot of log(LR) versus 

NoC is given in Figure 3. 

Of the 11 responses where Sample 1 was interpreted assigning NoC =3, nine reported LR=0 

for the POI (not plotted in Figure 3).  This result was due to a single-locus exclusion at 

D18S51.  The remaining two responses ignored locus D18S51 which resulted in an 

inclusionary LR for the suspect.  No explanation was provided with the submissions as to 

why the D18S51 locus was ignored other than being indicated in the STRmix™ report.  Both 

of these responses originated from different laboratories within the same multi-laboratory 

system. 

Of the 173 results provided, all but one conditioned on the complainant.  The resulting 

log(LR) for the non-conditioned interpretation was 5.7 (NoC =4) which fell within the 

distribution of log(LR)s produced for interpretations assuming the same NoC but conditioned 

on the complainant. Given that the complainant aligns with the major contributor to Sample 1 

it would be expected that conditioning on his profile does not greatly assist with resolving the 

genotypes of the unknown contributors. 

Figure 3: A plot of the log(LR) versus NoC for Sample 1.  Submissions were interpreted 

assuming three (triangles) or four (diamonds) contributors. ACCEPTED M
ANUSCRIP
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The electropherogram for the green channel for Sample 1 at the D18S51 locus is shown in 

Figure 4 where it can be seen that seven peaks were detected.  Given the results observed it 

would be reasonable to assign each of these peaks as being at least partly-allelic in origin and 

either: 

1.  Assign the minimum number of contributors required to explain the mixture data as 

four, or 

2. Assign the minimum number of contributors as three and model either the 16 or 17 

peak at D18S51 as drop-in. 

The ground truth NoC was four.  Even though there are four contributors to this mixture, 

STRmix™ was able to proceed with an interpretation assuming three contributors by 

modelling drop-in at D18S51. Review of the genotype weights indicated that STRmix™ 

proposed that either the 16 or 17 peaks were drop-in events. It was able to do so as the 

heights of these peaks were below the drop-in cap used during interpretation (150 rfu, see 

Methods). This locus shows 6 alleles, hence for NoC = 3 all contributors must be 

heterozygotes with no shared alleles and hence this excludes the ground truth situation with is 

complainant (genotype = 13,18) and suspect’s genotype of 13,15.   

 

Figure 4: Sample 1 green channel.  The D18S51 locus is the second from the right and shows 

seven peaks above the analytical threshold 
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Examination of Figure 3 revealed that the log(LR)s for Sample 1 when run assuming four 

contributors clustered into two distinct groups. Further investigation revealed that this was 

largely due to differences in peak heights between input files. This is explored further in 

Figure 5.  Differences in peak heights were due to differences in the Peak Detector tab 

settings of the local Analysis Method within GeneMapper® ID-X.  Depending on the 

laboratory’s GeneMapper® analysis settings for peak smoothing, normalisation, peak 

window size, and baseline window size, additional peaks were present or missing compared 

to the supplied STRmix™ text input file (see Table 2).  The peak smoothing parameter 

smooths the outline of peaks and reduces the number of false peaks that are detected [16].  

The normalisation parameter utilises the signal information of the size standards to adjust the 

observed peak heights across the entire profile [17]. This is useful for binary interpretation, or 

the comparison of samples run between multiple CE instruments or injection parameters. The 

peak window size, as well as the polynomial degree, affect the resolution of peaks. A higher 

polynomial degree and small peak window can help resolve shoulder peaks and increase 

sensitivity of peak detection [16]. The baseline window controls the baselining for the range 

of data points selected.  A small baseline window can lead to smaller peak heights [16].  The 

impact of the differences in analysis settings on Sample 1 is demonstrated in Table 2 where 

the peaks detected at a single locus (D8S1179) are provided, along with the total number of 

peaks detected in the profile and the range of log(LR)s produced.  The supplied 

electropherogram and input files were analysed using Method D. 

Table 2.  A summary of the GeneMapper® ID-X analysis settings used, peak heights 

observed at D8S1179, total number of peaks within input file (including Amelogenin), and 

range of observed inclusionary log(LR)s for Sample 1. The asterisk indicates one participant 

using analysis Method B removed the 15 peak at D8S1179 (=86 peaks) and another retained 

an 11.1 peak at D5S818 (=88 peaks). The differences between methods (compared to method 

A are indicated in bold). 

Analysis method 

Allele peak heights (rfu) for 

D8S1179 
Total number 

of 

peaks/profile 

Number of 

POI alleles 

aligning 

with a peak 

above AT 

Range of 

log(LR)s 11 13 14 15 

Method A: light 

smoothing, no 

normalisation, baseline 

window 51 

263 602 181 N/A 82 30 4.3 to 4.7 

Method B: light 

smoothing, 

normalisation on, 

baseline window 51 

395 906 272 102 87 (range 86-

88*) 

32 5.7 to 6.6 
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Method C: light 

smoothing, no 

normalisation, baseline 

window 33 

258 592 176 N/A 82 30 4.3 to 4.7 

Method D: no 

smoothing, no 

normalisation, baseline 

window 51 

279 623 189 N/A 85 32 5.3 to 6.1 
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Figure 5: A plot of the log(LR) for Sample 1 interpreted assuming NoC =4. The x-axis is 

included simply to spread the data so that they may be better observed.  Yellow triangles are 

profiles analysed using CE analysis method A. Green crosses are profiles analysed using CE 

analysis method B. Blue circles are profiles analysed using CE analysis method C.  Red 

diamonds are profiles analysed using CE analysis method D. The input file and epg provided 

by the authors was produced using CE analysis method D. Refer to Table 2 for detailed 

settings pertaining to each CE analysis method. 

 

It seems likely that the two extra allelic peaks detected using methods B and D are the cause 

of the higher LRs for these methods. Although beneficial in this example this study is not 

adequate to suggest that these methods are beneficial in most or all instances. 

176 submissions were received for Sample 2. The experimental NoC for Sample 2 was three. 

151 submissions assigned NoC =3 whilst the remaining 25 submissions assigned NoC =4. All 

interpretations conditioned on the complainant. One participant did not progress an 

interpretation of Sample 2. A number of participants submitted multiple STRmix™ 

interpretations. Two participants interpreted Sample 2 assuming both three and four 

contributors.  One participant interpreted Sample 2 assuming three contributors using the 

provided text input file and then repeated the interpretation after carrying out his/her own 

analysis of the raw .hid file.  

The log(LR)s produced when the suspect was compared with Sample 2 are plotted in Figure 

6. The log(LR)s reported were highly reproducible and were largely unaffected by variations 

in the number of contributors assumed during interpretation. Examination of the mixture data 

revealed that Sample 2 appears to originate from two major contributors with at least one 

minor contributor. The major components of Sample 2 are consistent with originating from 

the complainant and the suspect. When interpreted as a four-contributor mixture, STRmix™ 

added the fourth contributor at trace levels (mixture proportion approximately 0 to 1%). This 

trace component, when added, did not interact with the genotype weights of the unknown 
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major contributor resulting in minimal impact on the LRs produced for the suspect. The 

minimum log(LR) produced was 28.3 and resulted from one participant ignoring the CSF1PO 

locus during interpretation.  No explanation was provided as to why this locus was ignored.  

The maximum log(LR) produced was 29.4, as shown by the green cross in Figure 6. The 

participant’s laboratory utilises a bespoke method to manage artifacts.  The analyst created a 

pseudo-reference DNA profile with the genotype [1,1] at all but one locus. At the D7S820 

locus where a putative artifact peak was observed, this peak was added to the pseudo-

reference profile. The analyst interpreted the mixture as originating from five individuals and 

conditioned on the pseudo-reference profile in addition to the complainant from this case.  

This approach allowed STRmix™ to consider the putative artifact peak as having originated 

from the pseudo-contributor or from one of the other four contributors. 

All of the remaining log(LR)s ranged from 29.0 to 29.1 and are consistent with run-to-run 

variability inherent in the Markov chain Monte Carlo process utilised by STRmix™. 

Figure 6: A plot of the log(LR) versus NoC =3 (Red triangles) and NoC =4 (Blue diamonds) 

for Sample 2. The datum at NoC =4, log(LR) = 29.4 indicated by the green cross, is from a 

laboratory that uses a bespoke method to manage artifacts.  The datum at NoC =3, log(LR) = 

28.3 was from one participant ignoring a locus during interpretation. Such a difference would 

not have any practical impact, contrary to what was seen for Sample 1 (which was low 

template, with the POI being a minor contributor). 

 

The effect on the LR by varying NoC has previously been explored [13, 18, 19].  The 

magnitude of LR variability due to differences in CE analysis methods has not been 

previously reported.  The variability observed when participants used identical input files and 

assigned the same NoC for STRmix™ interpretation is attributable to run-to-run Markov 

chain Monte Carlo variability [1].  The LR variability due to MCMC variability was within 

one order of magnitude. 
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Some participating laboratories have chosen not to internally validate STRmix™ beyond 

three person mixtures or have had little experience with either GlobalFiler® 3500 data or 

STRmix™ use in casework.  These factors likely led to increased uncertainty in those 

respective laboratories’ approaches to the interpretation of the profiles in this study, which 

explains why five participants elected not to interpret the Sample 1 profile. 

Sample 1 represented a complex DNA profile with low peak heights.  As part of the 

PROVEDIt dataset, it is known that this mixture was prepared using DNA from four 

contributors mixed in the ratio 1:1:4:1 and amplified with 0.105 ng total template.  The 

Complainant 1 and Suspect 1 references represented the third and fourth contributor positions 

respectively in the listed ratio.  The profile was challenging in its complexity due to high NoC 

and a high level of stochastic variation observed between/among loci.  Of the 174 

participants, a few chose not to report either Sample 1 (5 participants) or reported multiple 

interpretations.  Several participants commented that in a casework situation they would not 

interpret Sample 1 due to its complexity, i.e. assigned NoC > 3 and exhibiting low level peaks 

below their locally established stochastic threshold.  Some participants commented they 

would prefer a PCR replicate to address the uncertainty in NoC, and to see if the imbalance is 

due to stochastic effects or not.  One participant indicated the laboratory is required by law to 

use replicates.  

The requirement for allelic dropout of one of Suspect 1’s alleles at two loci under the 

contributor proposition (inclusion of the POI) led a few participants to consider a comparison 

to Sample 1 as inconclusive (1 participant) or an outright exclusion (2 participants).  

Furthermore, the complexity of Sample 1 is reflected in the range of LR values calculated for 

Suspect 1. 

Taking a close look at the Sample 1 epg (supplementary data) assuming that Suspect 1 had 

contributed DNA to Sample 1 (i.e. contributor hypothesis), then allelic dropout must have 

occurred at both the vWA (allele 18) and D1S1656 (allele 16) loci.  No sub-threshold peaks 

are visible in these positions (AT 75 rfu and 100 rfu, respectively).  A common theme to 

participant explanations provided with Sample 1 was a reluctance to consider dropout given 

the heights of the surviving peaks.  We note the absolute absence of even sub-threshold peaks 

where ground truth is that this allele was present amongst the donors.  This decision making 

behaviour is an understandable carry over from binary methodology, and likely accumulated 

over years from using older CE technology and more robust kits with fewer PCR cycles.  One 

of the strengths of moving to a PG system is the ability to model allelic dropout 

probabilistically, allowing the probability of dropout to be incorporated into a continuous 

model LR, rather than being required to make a binary decision upfront about presence or 

absence.  If the probability of the evidence given the hypothesis supports exclusion (i.e. the 

non-contributor or alternate proposition) then this will be reflected in an LR less than 1. 

Sample 2 represented a profile with less ambiguity than Sample 1.  The mixture in Sample 2 

was constructed using three contributors mixed in the ratio 1:4:4 amplified with 0.75 ng total 

template.  Overall, peak heights were higher, with less stochastic peak height variation 

observed compared with Sample 1.  Suspect 2 and Complainant 2 references represented the 

second and third contributor positions in the listed ratio.  Only one participant chose not to 

submit an interpretation of Sample 2 (explanation not provided), and two participants 

submitted two interpretations of Sample 2 under different assigned NoC.  Assigned NoC 
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ranged from three to four for Sample 2.  Despite this range, it had little impact on the LR as 

shown by the log(LR) range of 1.04. One submission ignored the CSF1PO locus with no 

explanation, resulting in a lower LR. This outcome is expected when a locus with an LR 

greater than 1 is omitted from the calculation. The log(LR) range for all submissions that did 

not exclude any loci or utilised a unique method to deal with artifacts is 0.20.  

Again, lack of familiarity with the GlobalFiler® multiplex caused some participants 

increased uncertainty with their interpretation.  In particular, several participants commented 

they would have liked more information about expected stutter rates with this system to better 

inform their assignment of the NoC.  The inter-laboratory study showed the differences in 

log(LR) due to the interpretation software STRmix™ were smaller than those introduced by 

differences in peak height due to differences in the analysis software settings.  Varying NoC 

was also shown to result in differences in LR.  Most evidently, under-assigning NoC can 

result in an exclusion for a true contributor, which is a known outcome [18]. 

In the supplementary results table, the range of log(LR)s for intra-laboratory comparisons is 

provided. The largest single laboratory (intra-laboratory) range of log(LR)s for Sample 1 was 

2.09, which appears to be due to the use of different CE analysis methods by analysts.  For 

the other laboratories where multiple participants submitted results for Sample 1, the intra-

laboratory range did not exceed one order of magnitude. For Sample 2, with the exception of 

one laboratory where one participant ignored the CSF1PO locus, the intra-laboratory range of 

log(LR)s for each laboratory system did not exceed 0.05. These results support that PG and 

concomitant interpretation guidelines contribute to the reproducibility of the LR within each 

laboratory. 

Conclusion 

Most of the decisions outlined as troublesome in the GHEP-ISFG study are automated in the 

PG solution STRmix™.  The only decision from their list that is not automated is the non-

resolution of peaks separated by one base pair.  

Five participants either called Sample 1 inconclusive with respect to the POI or excluded 

them without use of STRmix™.  Nine participants reported an LR of 0 from STRmix™ 

arising from assigning NOC=3.  Non-zero point estimate LRs ranged from 2.02 × 104 to 7.92 

× 106.  The LRs for Sample 2 ranged from 2.21 × 1028 to 2.43 × 1029.  Where LRs were 

calculated, the differences between participants can be attributed to (from largest to smallest 

effect): 

 Too few contributors (NoC) for sample 1, the effect is downwards on the LR, 

provoking a false exclusion.   

 The exclusion of one locus for sample 2 within the interpretation, the effect is 

downwards on the LR.  

 Differences in local CE data analysis methods leading to variation in the peaks 

present and their heights in the input files used, the effect is downwards on the 

LR. 
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 Too few contributors (NoC) for sample 1 and the exclusion of one locus, the

effect is slightly upwards on the LR,

 Run-to-run variation due to the random sampling inherent to all MCMC-based

methods.  The effect is minor variability in the LR.

Because the intra-laboratory LRs are a subset of the inter-laboratory LRs, the variability in the 

LR within each laboratory can be attributed to the same sources of variation observed in the 

inter-laboratory results – loci exclusion, CE analysis methods, number of contributors, and 

MCMC variation – as described above. 

In conclusion, the study herein supports that there is a high level of repeatability and 

reproducibility among the participants.  In those results that differed from the mode, the 

differences in LR were almost always minor or conservative.  We attribute this inter/intra-

laboratory convergence to the use of PG software.  This is a highly desirable and pleasing 

outcome for the forensic biology field. 
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