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Contrast Enhancement by Multi-Level Histogram Shape Segmentation with
Adaptive Detail Enhancement for Noise Suppression

Damian Tohla, Jim S. Jimmy Lia,∗

aCollege of Science and Engineering, Flinders University at Tonsley, GPO Box 2100, Adelaide, SA, 5001, Australia

Abstract

The usual problems associated with image enhancement include over- and under-enhancement, halo effects at edges
and the degradation of the signal-to-noise ratio as the enhancement of details increases. Some of those problems
manifest in the background and some in the details of the enhanced image. Our proposed method is to apply different
techniques to enhance the background and details separately. For enhancement of the image background, a novel
multi-level histogram shape segmentation method which will detect abrupt changes in the histogram is proposed so
that regions of intensity values with a similar frequency of occurrence are segmented for individual equalization to
avoid over-enhancement. For detail enhancement, a novel adaptive median based enhancement method is applied to
the details to avoid over- and under-enhancement while suppressing noise by limiting the degree of enhancement in
homogeneous regions. Halo effects due to the over-enhancement of edges are avoided in our proposed method by
using an edge preserving filter for the separation of the background and details so that edges are excluded from detail
enhancement. It has been shown that our proposed method is able to avoid the usual adverse problems of image
enhancement while producing adequate overall enhancement.

Keywords: Contrast enhancement; histogram shape segmentation; histogram equalization; detail separation; guided
image filter.

1. Introduction

Histograms give an overview of image grey level distri-
bution and density, average luminance, contrast and other
characteristics of images [1]. Histogram equalization flat-
tens and stretches the dynamic range of a histogram for
image contrast enhancement [2] to improve visual per-
ception [3, 4, 5]. However, there are two main problems
associated with standard histogram equalization, namely,
over- and under-enhancement in different regions of an
image. Over-enhancement results in an unnatural appear-
ance and under-enhancement results in a loss of details
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[6].

To overcome these problems, one approach [2, 7, 8, 9,
10, 11] is by segmentation of the histogram based on its
mean or median value to form sub-images and performing
histogram equalization on each sub-image independently.
Other approaches [12, 13, 14] include the application of
a different weight to each sub-image, as an approach to
reduce over- and under- enhancement. However, none
of those methods can completely avoid over-enhancement
due to the fact that histograms are segmented in a manner
such that they may include intensity values with a wide
range of frequency of occurrence and this may also cause
an undesirable effect of under-enhancement in other re-
gions.

Weighted thresholded histogram equalization (WTHE)
[6] applies a weight to the probability density function
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before histogram equalization. A smaller weight is given
to intensity values with a high frequency of occurrence
and a larger weight is given to intensity values with a low
frequency of occurrence. However, adjusting the weights
will not totally eliminate over- and under-enhancement as
this still inherits similar problems to histogram equaliza-
tion. WTHE also tries to preserve image brightness by
adding the difference of the mean brightness between the
original and the equalized images to the final image, but
this may cause clipping of the intensity values and reduce
the dynamic range of the image.

For the methods which only segment the histogram into
two sub-histograms, namely, brightness preserving bi-
histogram equalization (BBHE) [10], dualistic sub-image
histogram equalization (DSIHE) [11], bi-weighted his-
togram equalization (BWHE) [14], and minimum mean
brightness error bi-histogram equalization (MMBEBHE)
[9], these algorithms will only perform well for images
with well-defined bimodal distribution of the intensity
values. However, most images will not have the charac-
teristics of such a histogram and those methods will not
generally produce favourable outcomes. Additional seg-
mentation thresholds are needed to segment the histogram
to reduce the over-enhancement problem.

For methods using multiple sub-histograms, namely,
local region stretching adaptive contrast enhancement
(LRSACE) [15], recursive mean-separate histogram
equalization (RMSHE) [2], recursive sub-image his-
togram equalization (RSIHE) [8], recursively separated
and weighted histogram equalization (RSWHE) [12],
and histogram modification using bilateral Bezier curve
(HMBBC) [16], over-enhancement still cannot be avoided
completely as the histograms are not always segmented at
appropriate thresholds. In the LRSACE method, the seg-
mentation thresholds are fixed and therefore not adapt-
able to various types of images. The recursive meth-
ods provide multi-level segmentation, but histograms may
be segmented at thresholds that will still cause over-
enhancement. Moreover, recursive methods are known to
be computationally inefficient.

There are some other histogram based enhancement
methods which do not rely on segmenting the histograms,
such as the automatic contrast enhancement method us-
ing reversible data hiding (ACERDH) [17] and the gamma
correction based addition histogram modification method
(GCAHM) [18]. ACERDH manipulates histogram bins,

merging together those with the lowest frequency of oc-
currence, but this can lead to a loss of details due to
the merger of adjacent histogram bins. GCAHM ap-
plies gamma correction to the histogram to level out ar-
eas with a similar frequency of occurrence before apply-
ing histogram equalization, but this may cause inadequate
enhancement. Another gamma based technique is the
adaptive gamma correction with weighting distribution
method (AGCWD) [13, 19, 20] which uses a modified
cumulative distribution function as the adaptive gamma
value, but this method tends to increase the brightness of
an image which can result in over-enhancement.

Another approach is to treat contrast enhancement as an
optimization problem to be solved by minimizing a cost
function using an S-shaped curve [21, 22, 23, 24]. The ro-
bust image contrast enhancement (RICE) [22] is one such
method that also uses the idea of saliency preservation to
preserve the brightness in images. However, this method
is constricted by the need to preserve brightness and will
produce inadequate enhancement in some images.

Other contrast enhancement methods that incorpo-
rate optimization problems include the BIQME-optimized
image enhancement (BOIEM) [25] and the RIQMC-
based optimal histogram mapping (ROHIM) [26] meth-
ods. BOIEM and ROHIM are focused on optimising
the BIQME and RIQMC image quality measures respec-
tively, to produce an output with optimum enhancement.
However, BOIEM optimized with big data will sometimes
produce inadequate enhancement while the ROHIM opti-
mized images will sometimes be over-enhanced and nei-
ther methods allow a user control over the degree of en-
hancement to produce a desirable output.

For contrast enhancement in the spatial domain, such
as spatial entropy-based contrast enhancement in dis-
crete cosine transform (SECEDCT) [27], residual spatial
entropy-based contrast enhancement (RSECE) [28] and
spatial mutual information and pagerank-based contrast
enhancement (SMIRANK) [29], all three methods pro-
duce contrast enhancement based on the distribution of
spatial locations of intensity levels. However, those meth-
ods do not provide any control over the degree of en-
hancement and in some cases, the degree of enhancement
may be inadequate. Both SECEDCT and RSECE meth-
ods tackle this inadequacy by increasing the weight to the
high frequency components in the frequency domain to
improve detail enhancement. However, this method of
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detail enhancement will have minimal effect if the details
are already lost in the initial global contrast enhancement.
On the other hand, the noise level will be raised and halo
effects may be produced when the weights to the high fre-
quency components are increased resulting in output im-
ages with worse signal-to-noise ratio and halo effects at
edges.

For image enhancement methods with intended appli-
cations for enhancing low-light images, methods based on
the variational retinex model [30, 31] have been recently
developed. However, when the input image requires a
high degree of enhancement to produce a brighter im-
age, these methods will produce slight halo effects which
are visible at edges. Other image enhancement methods
based on neural networks [32] require training and are
therefore not suitable for real-time processing.

The problems with existing histogram segmentation
equalization techniques are that some segments may in-
clude intensity values with a wide range of frequency of
occurrence resulting in over- and under- enhancement.
This motivates the proposal of our multi-level histogram
shape segmentation method that can avoid these prob-
lems by segmenting the histogram in such a way that re-
gions with a similar frequency of occurrence are grouped
together. Methods that provide detail enhancement will
not only enhance details but also noise which is most
evident in homogeneous regions of an image. By re-
ducing enhancement adaptively in homogeneous regions
where there are no details to be enhanced, our proposed
method can reduce noise in those regions and improve the
signal-to-noise ratio of the image. Furthermore, by sepa-
rating the edges from the details prior to performing en-
hancement using an edge-preserving filter, our proposed
method will enhance only the details and not the edges so
that halo effects at edges can be avoided.

Section 2 describes our proposed enhancement method
and the results are presented in section 3. Section 4 gives
the conclusion.

2. Our Proposed Enhancement Method

To prevent over- and under-enhancement in our pro-
posed method, a different enhancement method is applied
to the background and details separately. As a guided im-
age filter (GIF)[33] is known to preserve sharp edges, it is
used to separate the details from the image background for

Figure 1: Our proposed overall enhancement method.

separate enhancement. For background enhancement, a
novel method to resolve the problem of over-enhancement
as a result of histogram equalization is proposed by seg-
menting the histogram of the background at intensities
where abrupt changes have occurred so that each segment
includes only intensity values with a similar frequency of
occurrence and each segment is then equalized indepen-
dently. For detail enhancement, a novel technique is ap-
plied to enhance extracted details separately to a desirable
degree by an adaptive method before re-combination with
the enhanced background to produce the image output.
Furthermore, a novel noise suppression algorithm based
on median of absolute deviation from the median (MAD)
[34] is built into the enhancement algorithm so that the de-
gree of enhancement in homogeneous regions is reduced
in order to suppress the enhancement of noise for the im-
provement of the signal-to-noise ratio in the output image.

An image with a limited range of intensity values will
often have poor contrast associated with a limited color
dynamic range. Consequently, applying enhancement to
the luminance component only will produce an output im-
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age with good contrast, but the color of the image will re-
main dull and faint due to virtually no improvement of the
color dynamic range. We therefore, apply the contrast ex-
pansion method [21] to the image in the RGB color space
to improve the dynamic range of colors as an initial step
of our proposed enhancement method.

2.1. Background and Detail Separation

Figure 2: Background and detail separation using a guided image filter.

To extract the background of an image, the conven-
tional method is by filtering the original image by a Gaus-
sian low-pass filter to remove the details. The details are
then extracted by taking the difference between an origi-
nal image and the extracted background [35]. However,
this conventional method for detail separation by a Gaus-
sian low-pass filter will include edges in the extracted de-
tails and subsequent detail enhancement will cause some
degree of halo effects at edges. It is therefore neces-
sary to exclude edges in the extracted details for enhance-
ment. Bilateral [36] and guided image filters (GIF) [33]
are known to smooth out details while preserving sharp
edges of an image. However, bilateral filters may suffer
from “gradient reversal” artifacts [33] and hence, GIF is
applied in our proposed method to replace the Gaussian
low-pass filter so that the difference between its output
and the original image will extract the details without any
edges to avoid halo effects as shown in Fig. 2.

Let X be an original image in RGB color space with
an intensity range of [0, L − 1] where L is 256 for an 8-
bit image and Xc be the output processed by the contrast
expansion method [21]. Let Ic be the luminance compo-
nent of Xc and Ib be the image background, which is the
GIF output with Ic as the input. Hence, the image details,

Id, without containing any edges, can be extracted by the
following:

Id = Ic − Ib. (1)

The background and details are then enhanced individ-
ually.

2.2. Background Enhancement Using Multi-Level His-
togram Shape Segmentation

Figure 3: Background enhancement by multi-level histogram shape seg-
mentation with the default values shown for the 807 test images.

In our proposed method, a novel multi-level histogram
shape segmentation method is developed for enhancement
of the background of the image. In order to avoid over-
enhancement, regions of intensity values with a similar
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frequency of occurrence have to be separated for process-
ing individually. This can be detected by observing a
sudden change in the magnitude of neighbouring values
in the histogram of the image background, Ib. To pre-
vent small fluctuations and to remove outliers in the his-
togram from producing an excessive number of segmenta-
tion points which will reduce the degree of enhancement,
the histogram, H, is smoothed by an α-trimmed mean fil-
ter [37] which is known to be able to effectively remove
outliers while smoothing the input to produce the output,
Hs. A filter window width of M = 21 was used for the
α-trimmed mean filter and the smallest and largest values
inside the filter window were discarded, i.e. α = 0.05.
Both M = 21 and α = 0.05 were the default values for all
the 807 test images in our experimental results in section
3.

For the detection of abrupt changes at position, q, of
the smoothed histogram, Hs, a window on each side of q
of width N is formed and the sum of the histogram values
inside each window is evaluated, where Kq

l and Kq
r are

the sum of the histogram values inside the windows to the
left and right hand side of q respectively as follows:

Kq
l =

N∑

k=1

Hs(q − k), (2)

Kq
r =

N∑

k=1

Hs(q + k). (3)

This process is repeated for the full range of the his-
togram to produce a ratio curve, c, which is based on the
ratio of the maximum and minimum of Kq

l and Kq
r as

given as follows:

c(q) =

{ Kmax
Kmin

(Kmin > 0)&(Kmax > (|Ib| × d))
1 otherwise

, (4)

where Kmin = min
{
Kq

l,Kq
r
}
, Kmax = max

{
Kq

l,Kq
r
}
, |Ib| is

the total number of pixels of the background image, Ib, d
is a percentage of |Ib|, and ‘&’ is a logical ‘and’ operator.

When Kmin = 0, the ratio of Kmax to Kmin is undefined at
that point and it will be replaced by unity, assuming that
it is a flat region in the histogram (i.e. Kmax = Kmin) at
which no abrupt change has occurred. When the number
of pixels within the window is too small, i.e. when the
number is smaller than a percentage, d, of the size of the

image, they are the minority and its ratio should also be
ignored and set to unity. The value of d is to be set by
the user to control the number of segmentation thresholds
in regions of intensity values with a low frequency of oc-
currence. It is not very critical to the performance of our
proposed algorithm and d = 4% is used as a default value
for all the 807 test images in our experimental results in
section 3. The peaks of the ratio curve give the location at
which abrupt changes of the histogram have occurred and
therefore are the locations at which the histogram should
be segmented to produce the sub-images. The window
width, N, can be used to control the number of peaks in
the ratio curve. Increasing N will reduce the number of
peaks detected and in turn reduce the number of segmen-
tation thresholds and vice versa. In other words, the de-
gree of enhancement will also be controlled by the value
of N. It has been found experimentally that a window
size of, N = 16, gives the best balance between contrast
enhancement and the prevention of over-enhancement for
the test images. Hence, N = 16 was used as a default
value for all the 807 test images in all our experimental
results in section 3.

To detect the location of the peaks, the first derivative,
c′, of the ratio curve is evaluated and the zero-crossings of
this derivative give all the peak and trough locations. As
only the peak locations are required, only zero-crossings
where the sign changes from positive to negative are taken
as segmentation thresholds. Let S be the set of the seg-
mentation thresholds located at the peaks of the ratio
curve where n = 1, 2, . . . , |S| and |S| is the cardinal number
of S as follows:

S =
{
q : (c′(q) > 0)&(c′(q + 1) ≤ 0)&(c(q) > C)

}
, (5)

where C is a threshold for the slope of the histogram and
N ≤ q < L − N. The range for q is equal to [N, L − N) so
that both (2) and (3) are valid.

The ratio curve, c(q) at location q must be greater than
the threshold C for an abrupt change of the histogram
to have had occurred. In a flat region of the histogram,
c(q) = 1, hence, C must be greater than unity to detect
any abrupt changes. To avoid the inclusion of segmenta-
tion thresholds due to minor fluctuations in the histogram,
C is set slightly above unity to a value of 1.25. This value
of C = 1.25 was the default value for all the 807 test im-
ages in our experimental results in section 3.
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In order to cover the full range of intensity values for an
intensity range of [0, L − 1], the lower and upper bounds
of the intensity range should be included to be the lower
and upper segmentation boundaries. Therefore, S (1) = 0,
S (|S|) = L are added to the set S and all the q values in (5)
are re-assigned to [S (2), . . . , S (|S|−1)] in the ranked-order
of magnitude of q. The interval for each sub-image is
given by [S (n), S (n + 1) − 1] where n = 1, 2, . . . , (|S| − 1).

Let Vn be the nth sub-image with intensity values within
the intensity interval of [S (n), S (n + 1) − 1] from the im-
age background, Ib as follows:

Vn = {Ib(i, j) ∈ Ib : S (n) ≤ Ib(i, j) ≤ S (n + 1) − 1}, (6)

where n = 1, 2, . . . , (|S| − 1).
Let Fn be the nth equalized sub-image output of Vn us-

ing standard histogram equalization [4]. Each Fn is an
equalized sub-image over a section of the full intensity
range and the concatenation of all Fn will give an over-
all equalized background image, Ĩb, with the full intensity
range as follows:

Ĩb =

|S|−1∑

n=1

Fn, (7)

where

Fn = {Ĩb(i, j) ∈ Ĩb : S (n) ≤ Ĩb(i, j) ≤ S (n + 1) − 1}. (8)

Fig. 3 gives the block diagram for background en-
hancement using our proposed multi-level histogram
shape segmentation method.

2.3. MAD Based Adaptive Detail Enhancement
A novel median of absolute deviation from the me-

dian (MAD) [34] based adaptive method is proposed to
enhance only the details to a desirable degree which is
settable by a user. In homogeneous regions of an im-
age, there are no details for enhancement and hence, in
order to suppress the enhancement of noise to improve
the signal-to-noise ratio, no enhancement should be ap-
plied in those regions. An adaptive weight to control the
degree of enhancement is proposed so that a desirable de-
gree of enhancement will be applied to regions with de-
tails while maintaining minimal enhancement in homo-
geneous regions. The adaptive weight applied to Id is as
follows:

Ĩd(i, j) = w(i, j)Id(i, j), (9)

Figure 4: Detail enhancement method with the default values shown for
the 807 test images. S W is at P1 when the adaptive algorithm is “ON”
and at P2 when it is “OFF”.

where Ĩd is the enhanced details and w(i, j) is the adaptive
weight for detail enhancement at the location (i, j) given
as follows:

w(i, j) =

{
ws +

(1−ws)
1+(R×MAD(i, j))2 S W = P1

ws S W = P2
, (10)

where S W is at P1 when the adaptive algorithm is “ON”
and at P2 when it is “OFF”, ws is the user set weight for
detail enhancement, MAD(i, j) is the MAD [34] within
a 3x3 filter window centred at (i, j) in the image back-
ground, Ib, with an intensity range of [0, L − 1] and R is a
normalized scaler for the MAD given by the following:

R =
256
L
. (11)

For 8-bit luminance component, L = 256 and R = 1.
The MAD is used as a robust estimator for the standard

deviation. In homogeneous regions of the image back-
ground, Ib, the MAD value will tend to zero and there-
fore the adaptive weight, w(i, j), will tend to unity. In this
case, no enhancement will be applied regardless of the
value of ws and hence, there will be no enhancement of
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Figure 5: Adaptive weight, w, verses (R × MAD) for various user set
weights, ws.

noise in those regions for the improvement of the signal-
to-noise ratio. In other non-homogeneous regions, the
MAD value will be large and the adaptive weight will
be approaching the user set weight, ws. Increasing ws

above unity will increase the degree of detail enhance-
ment in non-homogeneous regions and vice versa. Fig.
5 gives the curves for the adaptive weight, w(i, j) verses
(R × MAD) for different user set weights, ws by (10).
The solid red line, which shows the adaptive weight curve
when S W = P1 (i.e. the adaptive algorithm is “ON”) and
ws = 8, is the default value used for all the 807 test images
in our experimental results. When (R × MAD) tends to
zero in homogeneous regions, w(i, j) tends to unity which
is the weight for no enhancement. When (R × MAD) gets
larger in non-homogeneous regions, w(i, j) approaches
the user set weight quickly, to produce uniform enhance-
ment in all non-homogeneous regions. Fig. 4 gives the
block diagram for our proposed MAD based adaptive de-
tail enhancement method. The default position for switch,
S W, is P1, at which adaptive detail enhancement is turned
on. However, if the user wishes to enhance weak details in
homogeneous regions at the expense of poorer signal-to-
noise ratio, the adaptive equation for detail enhancement
can be turned off by switching S W to P2 and the detail en-
hancement weight, w(i, j), will be a constant value equal
to the user set weight, ws for all regions of the image.

The final enhanced image, Y, is obtained by combining

the enhanced background, Ĩb, with the enhanced details,
Ĩd, as follows:

Y = Ĩb + Ĩd. (12)

Refer to Fig. 1 for our proposed overall enhancement
method.

3. Results

The test images used for quantitative evaluations and
visual assessment are comprised of the TID2013 [38],
NIRRGB [39] and CSIQ [40] datasets. The TID2013
dataset [38] consists of 25 reference images for which
the contrast is increased and reduced to 5 different lev-
els: “level 1” corresponds to a small contrast reduction;
“level 2” corresponds to a small contrast increase; “level
3” corresponds to a larger contrast reduction; “level 4”
corresponds to a larger contrast increase; and “level 5”
corresponds to the largest contrast reduction. The NIR-
RGB dataset [39] consists of 477 RGB natural and near-
infrared (NIR) images. The CSIQ dataset [40] has 30 ref-
erence images to which the contrast is incrementally re-
duced where “level 1” is the smallest amount of contrast
reduction and “level 5” is the largest amount of contrast
reduction. All the images from the three datasets, exclud-
ing those NIR images in the NIRRGB dataset, giving a
total of 807 test images, were used in our tests. These
three datasets combined provide a large number of natu-
ral and simulated images of varying contrast that provide
a significant challenge for many enhancement algorithms.

Our proposed method is compared with ten bench-
marking algorithms, namely, RSWHE [12], WTHE [6],
AGCWD [13], SSTF [24], RICE [22], SECEDCT [27],
SMRIANK [29], BOIEM [25], ROHIM [26] and IESCSA
[21]. Default parameter settings for all algorithms are
used. In our proposed method, the user set weight for
detail enhancement, ws = 8, was used for all our exper-
imental results except Fig. 8 which shows the effect of
enhancement with various values of ws.

3.1. Quantitative Results

Three image quality measures (IQMs), namely, the
quality-aware relative contrast measure (QRCM) [29],
the blind image quality measure of enhanced images
(BIQME) [25] and the no-reference image quality metric
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Table 1: The p-values for QRCMA > QRCMB. M1:RSWHE, M2:WTHE, M3:AGCWD, M4:SSTF, M5:RICE, M6:SECEDCT, M7:SMIRANK,
M8:BOIEM, M9:ROHIM, M10:IESCSA, M11:Proposed (S W=P1), M12:Proposed (S W=P2).

Alg. B
Alg. A M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

M1 - 0.102 0.302 0.193 0.380 0.000 0.001 0.200 0.188 0.069 0.000 0.000

M2 0.898 - 0.606 0.788 0.855 0.002 0.029 0.773 0.439 0.492 0.000 0.000

M3 0.698 0.394 - 0.520 0.682 0.009 0.083 0.620 0.367 0.416 0.019 0.001

M4 0.807 0.211 0.480 - 0.756 0.005 0.031 0.684 0.284 0.317 0.005 0.000

M5 0.617 0.145 0.318 0.243 - 0.002 0.010 0.051 0.229 0.102 0.002 0.000

M6 1.000 0.998 0.991 0.995 0.998 - 0.984 0.998 0.979 0.989 0.357 0.072

M7 0.999 0.970 0.916 0.969 0.990 0.016 - 0.967 0.813 0.892 0.033 0.005

M8 0.800 0.226 0.379 0.316 0.949 0.002 0.033 - 0.285 0.192 0.002 0.000

M9 0.812 0.560 0.633 0.716 0.771 0.021 0.186 0.715 - 0.515 0.031 0.010

M10 0.929 0.507 0.582 0.682 0.898 0.011 0.108 0.804 0.483 - 0.016 0.009

M11 1.000 1.000 0.981 0.995 0.998 0.642 0.967 0.998 0.969 0.984 - 0.005

M12 1.000 1.000 0.999 1.000 1.000 0.926 0.995 1.000 0.990 0.991 0.995 -

Table 2: The p-values for BIQMEA > BIQMEB.

Alg. B
Alg. A M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

M1 - 0.055 0.602 0.348 0.336 0.232 0.120 0.222 0.152 0.171 0.010 0.051

M2 0.945 - 0.748 0.906 0.914 0.716 0.543 0.857 0.444 0.616 0.325 0.305

M3 0.397 0.250 - 0.375 0.361 0.346 0.268 0.340 0.191 0.285 0.188 0.188

M4 0.652 0.090 0.623 - 0.591 0.301 0.196 0.538 0.197 0.171 0.108 0.104

M5 0.663 0.083 0.639 0.406 - 0.302 0.192 0.203 0.202 0.176 0.051 0.089

M6 0.767 0.283 0.654 0.698 0.696 - 0.252 0.613 0.279 0.353 0.138 0.144

M7 0.879 0.454 0.731 0.804 0.808 0.745 - 0.753 0.369 0.520 0.312 0.291

M8 0.777 0.141 0.660 0.461 0.794 0.384 0.244 - 0.243 0.230 0.084 0.118

M9 0.848 0.555 0.809 0.803 0.792 0.719 0.631 0.755 - 0.585 0.477 0.475

M10 0.829 0.383 0.711 0.824 0.823 0.647 0.478 0.768 0.415 - 0.263 0.248

M11 0.990 0.672 0.812 0.891 0.948 0.862 0.686 0.914 0.522 0.735 - 0.338

M12 0.949 0.695 0.810 0.896 0.911 0.856 0.709 0.882 0.523 0.752 0.654 -
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Table 3: The p-values for NIQMCA > NIQMCB.

Alg. B
Alg. A M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12

M1 - 0.086 0.437 0.494 0.596 0.089 0.015 0.421 0.284 0.286 0.024 0.009

M2 0.914 - 0.670 0.968 0.901 0.487 0.202 0.890 0.522 0.726 0.393 0.227

M3 0.563 0.330 - 0.606 0.590 0.361 0.222 0.574 0.361 0.512 0.327 0.270

M4 0.506 0.032 0.394 - 0.532 0.046 0.017 0.460 0.094 0.154 0.045 0.016

M5 0.404 0.099 0.410 0.468 - 0.071 0.015 0.230 0.247 0.257 0.026 0.009

M6 0.910 0.512 0.639 0.953 0.929 - 0.140 0.912 0.544 0.838 0.388 0.200

M7 0.985 0.798 0.778 0.983 0.985 0.860 - 0.974 0.699 0.922 0.771 0.585

M8 0.579 0.110 0.426 0.540 0.770 0.088 0.026 - 0.295 0.327 0.037 0.009

M9 0.716 0.478 0.639 0.906 0.753 0.456 0.301 0.705 - 0.672 0.441 0.354

M10 0.714 0.273 0.488 0.846 0.743 0.161 0.078 0.673 0.328 - 0.141 0.050

M11 0.976 0.606 0.673 0.955 0.974 0.612 0.228 0.963 0.559 0.859 - 0.076

M12 0.991 0.773 0.730 0.984 0.991 0.799 0.415 0.991 0.646 0.950 0.924 -

Table 4: The average processing time per image for each algorithm in
seconds for each dataset.

Time in seconds

Algorithm TID2013 CSIQ NIRRGB

HE 0.31 0.34 0.79

RSWHE 0.31 0.34 0.78

WTHE 0.37 0.40 0.89

AGCWD 0.34 0.38 0.88

RICE 0.40 0.43 0.95

SECEDCT 1.11 1.10 3.08

SMIRANK 1.05 0.79 2.07

BOIEM 2.88 2.77 4.23

ROHIM 7.09 9.37 24.36

IESCSA 16.58 13.37 14.39

Proposed 2.13 2.16 5.70

Average 2.96 2.86 5.28

for contrast distortion (NIQMC) [41] were used for our
quantitative comparison. QRCM is a combination of the
relative contrast enhancement between the input and out-
put image, and any distortions that result from enhance-
ment, BIQME combines contrast, sharpness, brightness,
colorfulness and naturalness into one quality score using
a regression module and NIQMC combines both local and
global information together to produce a score based on
the concept of information maximization. All the bench-
marking and our proposed algorithm were evaluated us-
ing all the 807 test images from the three datasets. The
QRCM, BIQME and NIQMC values for each benchmark-
ing algorithm were found for each of the 807 test images
to statistically determine which algorithm provided the
best enhancement.

The p-values [29] in Table 1, represent the propor-
tion of enhanced test images when {QRCMA > QRCMB}
where QRCMA and QRCMB are QRCM values produced
by algorithms A and B, for a test image, respectively.
When compared with all the ten benchmarking algo-
rithms, namely, RSWHE (i.e. M1), WTHE (i.e. M2),
AGCWD (i.e. M3), SSTF (i.e. M4), RICE (i.e. M5),
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SECEDCT (i.e. M6), SMIRANK (i.e. M7), BOIEM (i.e.
M8), ROHIM (i.e. M9), and IESCSA (i.e. M10), our pro-
posed method when the adaptive algorithm was “on” (i.e.
Row M11 where S W was at position P1) produced an av-
erage p-value of higher than 0.96 except when compared
with SECEDCT (i.e. M6) where it was 0.642. As all the
p-values are greater than 0.5, our proposed method when
the adaptive algorithm is “on” outperformed all the bench-
marking algorithms. When comparing all the ten bench-
marking algorithms with our proposed method when the
adaptive algorithm was “off” (i.e. Row M12 where S W
was at position P2), the p-values were higher than 0.92
for all the 807 test images. In other words, our proposed
algorithm statistically outscored all the ten benchmarking
algorithms for all the 807 test images in the three datasets
quantitatively regardless of the position of switch, S W.
The better score for our proposed method when S W was
at position P2 was due to the fact that QRCM is based on
the image gradient and a higher degree of enhancement
in the homogeneous regions will give a higher score as a
result. On the other hand, the output image when S W is
at position P1 (i.e. the adaptive algorithm is “ON”) gives
a cleaner image in homogeneous regions as shown in the
visual assessment results in the following section 3.2.

For the comparison of our proposed method with the
other ten benchmarking algorithms using BIQME, the p-
values in Table 2 show that our proposed method at either
position of the switch (i.e. both M11 and M12) outper-
formed all of the ten benchmarking algorithms with p-
values over 0.52.

For the comparison using NIQMC, as shown in Table 3,
our proposed method outperformed the other nine bench-
marking algorithms except SMIRANK (i.e. M7). One
reason is that the NIQMC score is based on the contrast-
distortion caused by an enhancement method. As SMI-
RANK will often over-enhance the contrast of an image,
it is not surprising this method produced better results for
this IQM. However, its score, produced by NIQMC, does
not generally agree with the visual assessment as shown
in the following visual assessment section.

Table 4 gives the average processing time per image for
each algorithm to process the set of test images. All the
benchmarking and our proposed algorithms were coded
in MATLAB and processed using a Quad Core i7 pro-
cessor. It shows that the speed of our proposed method
is about the average of the speed of all the benchmark-

ing algorithms. Even though our proposed method, when
implemented in software using a general purpose proces-
sor, is not the fastest among the benchmarking algorithms,
its non-iterative structure can be implemented using ded-
icated hardware, such as field-programmable gate arrays
(FPGAs), for real-time processing [42, 43].

3.2. Visual Assessment

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: The original images used for visual assessment; (a) the moun-
tain image, (b) the lake image, (c) the country image, (d) the building
image, (e) the test pattern image, (f) the girl image, (g) the foxy image
and (h) the pyramid image.

In this section, some of the test images from the three
datasets, as shown in Fig. 6, were used for visual assess-
ment to compare our proposed method with the ten bench-
marking algorithms.

To visually assess our proposed multi-level histogram
shape segmentation method for the enhancement of the
image background alone, it was only compared with other
methods using histogram segmentation, namely, BBHE
[10], MMBEBHE [9], RMSHE [2] and RSIHE [8]. In
order to clearly illustrate the differences among the meth-
ods, cropped regions of the output images are shown with
the corresponding histograms in Fig. 7. It is obvious
that the whole cropped region, particularly the moun-
tain region at the centre of the image, was over-enhanced
with a loss of details by all of the benchmarking algo-
rithms as shown in Fig. 7(b) - Fig. 7(e), while our pro-
posed method produced a better contrast image without
any over-enhancement in the sky or mountain regions. It
is evident that our proposed method based on the detec-
tion of abrupt changes in the histogram was able to avoid
the problem of over-enhancement by segmenting the im-
age at appropriate locations of the histogram.
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(a) (b) (c)

(d) (e) (f)

Figure 7: The results of different multi-level histogram equalization methods applied to (a) the mountain image from the NIRRGB dataset [39] by
(b) BBHE, (c) MMBEBHE, (d) RMSHE, (e) RSIHE, (f) Our proposed method without adaptive detail enhancement (i.e. ws = 1). The red dotted
lines in the histogram indicate segmentation locations.
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(a) (b)

(c) (d)

Figure 8: The results for our proposed method using a different user set
weight, ws, on (a) the lake image from the CSIQ dataset [40] for (b)
ws = 1, (c) ws = 8, (d) ws = 16.

To assess the changes of the degree of detail enhance-
ment with various values of the user set weight, ws was
set to the values of 1, 8 and 16 as shown in Fig. 8(b)
- Fig. 8(d), respectively. This shows that our proposed
method allows the user to have control over a wide range
of the degree of detail enhancement while most enhance-
ment methods have no or limited control over the degree
of detail enhancement. In general, ws = 8, provides a
good degree of detail enhancement and hence, it was set
as the default value in our experimental results for com-
parison with other benchmarking algorithms.

To examine the effects of background and detail sep-
aration using different window sizes of the GIF, window
sizes of 3x3, 5x5 and 7x7 were applied and the output im-
ages are shown in Fig. 9(b) - Fig. 9(d), respectively. From
our observations, a smaller filter window size will include
only finer details, while a bigger window size will include
more coarse details to be enhanced. In our experimental
results, a window size of 5x5 was set as the default value
to produce balanced outputs for all our experimental re-
sults.

(a) (b)

(c) (d)

Figure 9: The results for our proposed method with different guided
image filter window sizes on (a) the country image from the NIRRGB
dataset [39] with (b) [3x3] window size, (c) [5x5] window size, (d) [7x7]
window size.

To examine our proposed adaptive detail enhancement
algorithm in the suppression of noise in homogeneous re-
gions, the switch S W was set at position P1 and P2 to pro-
duce the outputs shown in Fig. 11(b) and Fig. 11(c), re-
spectively. When comparing the outputs with the original
image, as shown in Fig. 11(a), which is a cropped region
of Fig. 6(d), the noise level in the homogeneous region
of Fig. 11(b) when the adaptive detail enhancement was
turned off (i.e. when S W = P2) was much higher than
that in Fig. 11(c) when the adaptive detail enhancement
was turned on (i.e. S W = P1). On the other hand, the
enhancement in non-homogeneous regions was similar in
both Fig. 11(b) and Fig. 11(c).

To examine the difference of the halo effects after de-
tail enhancement between the conventional method using
a Gaussian lowpass filter and a GIF for background and
detail separation, an image with sharp edges at various
angles as shown in Fig. 12(a) was used as the input. The
enhanced output produced by the conventional Gaussian
lowpass filter, as shown in Fig. 12(b), displayed strong
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(a) Input (b) RSWHE (0.034) (c) WTHE (0.052) (d) AGCWD (0.066)

(e) SSTF (0.049) (f) RICE (0.049) (g) SECEDCT (0.174) (h) SMIRANK (0.087)

(i) BOIEM (0.044) (j) ROHIM (0.031) (k) IESCSA (0.059) (l) MLHSS (0.317)

Figure 10: The enhancement results and the corresponding QRCM values (shown in brackets) using (a) the building image from the NIRRGB
dataset [39] as the input for (b) RSWHE, (c) WTHE, (d) AGCWD, (e) SSTF, (f) RICE, (g) SECEDCT, (h) SMIRANK, (i) BOIEM, (j) ROHIM, (k)
IESCSA and (l) Proposed (S W = P1 (i.e. the adaptive algorithm is “ON”)).

13



(a) (b) (c)

Figure 11: The results for different detail enhancement on a cropped
area of the (a) the building image from the NIRRGB dataset [39] for
(b) our proposed method with a constant enhancement weight, ws = 8
(S W at P2 (i.e. the adaptive algorithm is “OFF”)) and (c) our proposed
method with adaptive enhancement, ws = 8 (S W at P1 (i.e. the adaptive
algorithm is “ON”)).

(a) (b) (c)

Figure 12: The results of using different filter types for background and
detail separation on (a) the contrast reduced input image test pattern
from the TID2013 dataset [38] with (b) a Gaussian low pass filter and
(c) a GIF.

halo effects at the proximity of the sharp edges particu-
larly along the rims of the circles and all the characters,
while the enhanced output using a GIF, as shown in Fig.
12(c), showed no sign of halo effects at all.

For overall visual comparison with other benchmark-
ing enhancement methods, the building image, as shown
in Fig. 10 from the NIRRGB dataset [39] was used as it
consists of sharp edges at different angles of the building
and homogeneous regions in the sky and the facade of the
building. The benchmarking methods, namely, RSWHE,
WTHE, SSTF, RICE, SMIRANK and BOIEM, as shown
in Fig. 10(b) - 10(c), Fig. 10(e) - 10(f) and Fig. 10(h)
- 10(i) respectively, produced negligible overall enhance-
ment, particularly for the reflections in the window. For
AGCWD, ROHIM and IESCSA as shown in Fig. 10(d)
Fig. 10(j) and Fig. 10(k), respectively, both produced
over-enhanced output images, causing an unnatural ap-
pearance in the color of the sky and the building. For
the method with separate detail enhancement in the high
frequency domain, namely, SECEDCT as shown in Fig.

(a) Input (b) RSWHE (c) WTHE (d) AGCWD

(e) SSTF (f) RICE (g) SECEDCT (h) SMIRANK

(i) BOIEM (j) ROHIM (k) IESCSA (l) MLHSS

Figure 13: The enhancement results using (a) the girl with painted face
image from the TID2013 dataset [38] as the input for (b) RSWHE, (c)
WTHE, (d) AGCWD, (e) SSTF, (f) RICE, (g) SECEDCT, (h) SMI-
RANK, (i) BOIEM, (j) ROHIM, (k) IESCSA and (l) Proposed (S W =

P1 (i.e. the adaptive algorithm is “ON”)).

(a) Input (b) RSWHE (c) WTHE (d) AGCWD

(e) SSTF (f) RICE (g) SECEDCT (h) SMIRANK

(i) BOIEM (j) ROHIM (k) IESCSA (l) MLHSS

Figure 14: The enhancement results using (a) the foxy image from the
CSIQ dataset [40] as the input for (b) RSWHE, (c) WTHE, (d) AGCWD,
(e) SSTF, (f) RICE, (g) SECEDCT, (h) SMIRANK, (i) BOIEM, (j) RO-
HIM, (k) IESCSA and (l) Proposed (S W = P1 (i.e. the adaptive algo-
rithm is “ON”)).
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(a) Input (b) RSWHE (c) WTHE (d) AGCWD

(e) SSTF (f) RICE (g) SECEDCT (h) SMIRANK

(i) BOIEM (j) ROHIM (k) IESCSA (l) MLHSS

Figure 15: The enhancement results using (a) the pyramid image from
the NIRRGB dataset [39] as the input for (b) RSWHE, (c) WTHE,
(d) AGCWD, (e) SSTF, (f) RICE, (g) SECEDCT, (h) SMIRANK, (i)
BOIEM, (j) ROHIM, (k) IESCSA and (l) Proposed (S W = P1 (i.e. the
adaptive algorithm is “ON”)).

10(g), halo effects are produced at the edges of the build-
ing and noise is also enhanced in the homogeneous re-
gions of the sky and the building facade. Our proposed
method was able to enhance the image, particularly the
reflections in the window without causing any halo effects
and maintain noise free homogeneous regions as shown in
Fig. 10(l).

For visual assessment of the enhancement algorithms
on natural human skin, which is known to be challeng-
ing for many enhancement algorithms, a contrast reduced
version of a human face, namely the girl with painted face
image as shown in Fig. 13(a) was used. The girl’s face
was over-enhanced by AGCWD with reduced details as
shown in Fig. 13(d) and the degree of over-enhancement
was even worse for ROHIM, as shown in Fig. 13(j), with a
loss of details and over-saturation around her right eye and
the background. For RSWHE, SSTF, RICE and BOIEM
as shown in Fig. 13(b), Fig. 13(e) - 13(f) and Fig. 13(i) re-
spectively, the four enhancement methods produced inad-
equate enhancement with virtually invisible enhancement.
For WTHE, SECEDCT, SMIRANK IESCSA, shown in

Fig. 13(c), Fig. 13(g) - 13(h) and Fig. 13(k) respectively,
the contrast of the girl’s face was over-enhanced causing
an imbalance of intensity of the girl’s face with her left
cheek being too dark and her right cheek being too bright.
Our proposed method, as shown in Fig. 13(l), gave well
balanced enhancement to the background with adequate
enhancement of the details. The dynamic range of the
color of our proposed method has also been improved and
the color has come to life, while the color of most of the
other benchmarking algorithms remained dull and faint.

For visual assessment of the enhancement algorithms
on a natural scene with wildlife, a contrast reduced
version of a fox, namely the foxy image as shown in
Fig. 14(a) was used. For the benchmarking methods,
namely, RSWHE, AGCWD, SSTF, RICE and BOIEM,
as shown in Fig. 14(b), Fig. 14(d) - 14(f) and Fig.
14(i) respectively, only minimal enhancement was pro-
duced. Stronger enhancement was produced by WTHE,
SECEDCT and SMIRANK as shown in Fig. 14(c) and
Fig. 14(g) - 14(h) respectively, but the color remains
washed out and dull. On the other hand, the enhanced
output by ROHIM, as shown in Fig. 14(j), was severely
over-enhanced with a loss of details. IESCSA and our
proposed method, shown in Fig. 14(k) - 14(l) respectively,
both produced strong enhancement with full vivid color,
but our proposed method provided sharper detail enhance-
ment, highlighted by the fur coat of the fox.

For visual assessment on a natural landscape, the pyra-
mid image as shown in Fig. 15(a) was used. For
the benchmarking methods, namely, RSWHE, AGCWD,
SSTF, RICE, and BOIEM, as shown in Fig. 15(b), Fig.
15(d) - 15(f) and Fig. 15(i) respectively, inadequate en-
hancement can be seen in the output images. On the other
hand, the WTHE and AGCWD methods, as shown in
Fig. 15(c) - 15(d) respectively, over-enhanced the sand in
front of the pyramid, resulting in a loss of details. Over-
enhancement was also produced by the SECEDCT and
SMIRANK methods, as shown in Fig. 15(g) - 15(h) re-
spectively, as seen by the extreme variation of dark and
light regions in the sky and the pyramid. ROHIM, as
shown in Fig. 15(j), severely over-enhanced the image re-
sulting in highly saturated and unnatural color. IESCSA,
as shown in Fig. 15(k) produced some degree of enhance-
ment while our proposed method, as shown in Fig. 15(l)
produced adequate natural enhancement revealing more
details in the pyramid and the city behind the pyramid.
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4. Conclusion

A novel image enhancement method by enhancing the
background and details using individual novel enhance-
ment techniques has been proposed. It has been shown
that our proposed multi-level histogram shape segmen-
tation method is able to enhance the background of an
image without over-enhancement by the segmentation of
intensities with a similar frequency of occurrence for in-
dividual equalization. By excluding edges in detail en-
hancement through a guided image filter (GIF), halo ef-
fects at edges have been avoided. Our proposed adap-
tive detail enhancement method was also proven to be
able to maintain low noise level in homogeneous regions
by suppressing the enhancement of noise in those re-
gions. It has been shown that our proposed method out-
performed the other benchmarking algorithms both quan-
titatively and visually without the usual adverse prob-
lems of other enhancement methods in terms of over- and
under-enhancement in different regions and halo effects
at edges. Future research is the hardware implementation
of our proposed method on FPGAs for real-time image
enhancement with applications including digital TV.
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 Apply different techniques to enhance image background and details separately 

 

 Novel multi‐level histogram shape segmentation avoids over‐enhancing image background 

 

 Novel adaptive median based detail enhancement reduces noise in homogeneous regions 

 

 Separation of edges from details using an edge‐preserving filter avoids halo effects 




