
Archived at the Flinders Academic Commons: 
http://dspace.flinders.edu.au/dspace/ 

‘This is the peer reviewed version of the following article: 
Campbell, L., & Brunger, M. J. (2018). Electron-impact 
vibrational excitation of the hydroxyl radical in the 
nighttime upper atmosphere. Planetary and Space 
Science, 151, 11–18. https://doi.org/10.1016/
j.pss.2017.10.010 

which has been published in final form at 
http://dx.doi.org/10.1016/j.pss.2017.10.010

© 2017 Elsevier. This manuscript version is made 
available under the CC-BY-NC-ND 4.0 license:
http://creativecommons.org/licenses/by-nc-nd/4.0/ 

http://dspace.flinders.edu.au/dspace/


Accepted Manuscript

Electron-impact vibrational excitation of the hydroxyl radical in the nighttime upper
atmosphere

L. Campbell, M.J. Brunger

PII: S0032-0633(17)30263-5

DOI: 10.1016/j.pss.2017.10.010

Reference: PSS 4412

To appear in: Planetary and Space Science

Received Date: 24 July 2017

Revised Date: 3 October 2017

Accepted Date: 16 October 2017

Please cite this article as: Campbell, L., Brunger, M.J., Electron-impact vibrational excitation of the
hydroxyl radical in the nighttime upper atmosphere, Planetary and Space Science (2017), doi: 10.1016/
j.pss.2017.10.010.

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and all
legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.pss.2017.10.010


M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

Electron-impact vibrational excitation of the hydroxyl

radical in the nighttime upper atmosphere

L. Campbella, M. J. Brungera

aCollege of Science and Engineering, Flinders University, GPO Box 2100, Adelaide SA
5001, Australia

Abstract

Chemical processes produce vibrationally excited hydroxyl (OH) in a layer
centred at an altitude of about 87 km in the Earth’s atmosphere. Observa-
tions of this layer are used to deduce temperatures in the mesosphere and to
observe the passage of atmospheric gravity waves. Due to the low densities
and energies at night of electrons at the relevant altitude, it is not expected
that electron-impact excitation of OH would be significant. However, there
are unexplained characteristics of OH densities and radiative emissions that
might be explained by electron impact. These are measurements of higher
than expected densities of OH above 90 km and of emissions at higher en-
ergies that cannot be explained by the chemical production processes. This
study simulates the role of electron impact in these processes, using theo-
retical cross sections for electron-impact excitation of OH. The simulations
show that electron impact, even in a substantial aurora, cannot fully explain
these phenomena. However, in the process of this investigation, apparent in-
consistencies in the theoretical cross sections and reaction rates were found,
indicating that measurements of electron-impact excitation of OH are needed
to resolve these problems and scale the theoretical predictions to allow more
accurate simulations.
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1. Introduction

Several infrared emission lines from the night sky, between 725.14 and
896.22 nm, were identified by Meinel (1950a) as being due to the rotation-
vibration spectrum of OH. Soon thereafter, Meinel (1950b) deduced that a
chemical mechanism was likely the source of the excited OH. Simulations
of observations supported that mechanism, while assumed auroral sources
were shown to be due to contamination. The emissions from the excited
OH were used to measure temperatures in the mesosphere and substantial
effort was made to show that these were not affected by auroral input. Nev-
ertheless, there are several characteristics of the observations which are not
explained by the theory, such as higher OH densities at greater heights and
weak emissions at energies higher than the maximum set by the chemical
mechanism. Thus this work aims, using simulations, to investigate whether
electron impact, by both thermal and auroral electrons, has any input to the
OH emissions.

Measurements of cross sections for electron impact excitation of OH are
not yet available, so simulations in this work are based on a theoretical
approach by Riahi et al. (2006). Difficulties were encountered in reproducing
the results of Riahi et al. using their formulae, in that the calculated rates for
excitation of the OH[A2Σ+] state in the current implementation were smaller
by a factor of 8. However, the current implementation was able to reproduce
the results of Teulet et al. (1999) for O2, who used the same formulation as
Riahi et al. Thus there is a need for experimental measurements to resolve
this discrepancy.

The method of Riahi et al. (2006) does not take account of branching
between various final vibrational levels, although in principle this might be
achieved by a normalisation to experimental data if that were available for
OH. Hence this work introduces a method to determine a distribution be-
tween excitation to various vibrational levels.

The calculated cross sections were applied to determine excited popula-
tions and emission rates due to the impact of thermal or auroral electrons
in the upper atmosphere. These were in all cases much smaller than the
populations and rates due to the chemical reaction and hence do not explain
the discreapancies between the chemical theory and observations. However,
the investigation has flagged problems in the existing theoretical method for
calculations of electron-impact excitation of OH and casts doubt on theoreti-
cal rates that have been used in simulations of plasma processes (Bruggeman
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et al., 2010).
In Sec. 2 the theory of the production of the OH layer in the meso-

sphere is outlined, with discrepancies between simulations and observations
identified. The method to calculate cross sections and excitation rates for
electron-impact excitation of OH is also described here. In Sec. 3 the current
implementation of the theory of Riahi et al. (2006) is discussed and veri-
fied and an extension of the theory to excitation of vibrational levels of the
ground state is described. The atmospheric computation model is also de-
scribed. These are then applied in simulations presented in Sec. 4 to show the
relative populations and emissions due to electron impact and the chemical
processes, leading to the conclusions in Sec. 5.

2. Background

2.1. OH layer measurements and theory

Meinel (1950b) observed that the intensities of OH emissions from the
upper atmosphere were larger for higher vibrational levels, with no emissions
for vibrational levels above ν = 9. Meinel suggested that it is very likely that
the observed bands are due to an energy resonance selectively populating
level 9. Bates and Nicolet (1950) argued that this was most likely due to
the reaction

H + O3 → OH′ +O2 (1)

as the available 76 kcals (3.814 eV) of excess energy would explain the ab-
sence of excitation above level 9. However, Anlauf et al. (1968) showed in
laboratory measurements that chemiluminescence from levels 8 and 9 of the
ground electronic state of OH was substantial. Charters et al. (1971) up-
dated this to relative populations of < 0.4, ≈ 0.4, ≈ 0.8 and 1.00 for ν =6,
7, 8 and 9.

Nicolet (1970) considered the reaction

O + HO2 → O2 +OH∗
ν≤6 + 55 kcal/2.4eV (2)

noting that it could only play a role in the upper mesosphere. Takahashi and
Batista (1981) subsequently found experimental evidence for this reaction
occurring. Since then it has been contentious (Xu et al., 2012) with some
researchers including it (e.g. (Grygalashvyly, 2015)) while others (Adler-
Golden, 1997) did not. A simultaneous measurement of levels 1–9, including
what is claimed to be the first measurement of the ν = 1 population, was
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reported by Migliorini et al. (2015). These are claimed to agree with the
model of Xu et al. (2012), based on Eq. (1)

Harang and Pettersen (1967) compared nightglow and auroral spectra,
looking carefully at the 6-1 band of OH to see if it contaminated the Hα line.
There was no obvious enhancement of this band by the aurora. Harrison
(1970) looked for but found no significant correlation between auroral and
hydroxyl emissions (1.02–1.03 µm). Romick (1973) found an OH enhance-
ment in the 937.0-nm region was probably due to contamination by NI lines
and declared all previously reported aurorally associated enhancements to be
suspect.

When observing mesospheric temperatures in auroral conditions a major
concern is contamination of the OH bands by emissions from other species.
Sigernes et al. (2003) stated that “No auroral effects have so far been re-
ported/observed to influence the OH temperature series.” Phillips et al.
(2004) examined this in detail for the OH(8-3) band while Greet et al. (1998)
did so for the OH(6-2) band. French (2002) examined the contamination of
OH lines by auroral lines and also unthermalised OH lines. French and Kleko-
ciuk (2011) measured rotational temperatures from the P-branch lines of the
OH(6-2) band to determine the variation over a 16-year interval. They found
no dependence of the derived temperature on auroral activity (indicated by
the atomic oxygen line at 844.6 nm). Nevertheless this does not rule out
electron-impact vibrational excitation because temperature measurements
depend on ratios of rotational lines, which reach thermal equilibrium much
faster than vibrational levels. Hence the lack of correlation between OH-
derived temperatures and aurora does not rule out an auroral contribution
to vibrational excitation. Suzuki et al. (2010) reported observing an increase
in the OH rotational temperature during an active aurora event, but only on
one out of six suitable nights. They attributed the observations to auroral
depletion of OH in the upper part of the OH layer.

Thus there is no definitive evidence for electron-impact effects on OH in
the mesosphere. However, there are observations that are not explained by
existing models:

• observations of emissions of much higher intensity than predicted at
greater heights (McDade et al., 1987) and

• observations of emission from OH(ν = 10) (Osterbrock and Fulbright,
1998).
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Hence it is a priori interesting to investigate the role of electron impact on
OH in the mesosphere. To do this cross sections for electron-impact vibra-
tional excitation are required, but no measurements are available. Theoreti-
cal calculations by Chen and Morgan (1997) are available for electron impact
excitation of only the first vibrational level. These are not sufficient for this
work, where there is a need to calculate excitation to levels ν = 8 and 10,
including from ν = 7 and 9. The only option identified is to take the theo-
retical formulation of Riahi et al. (2006), which was used to calculate rates
for excitation to electronic excited states of OH, and adapt it to excitation
of vibrational levels in the ground state.

2.2. Electron impact cross sections for excitation of hydroxyl

Riahi et al. (2006) present formulae to calculate cross sections for electron-
impact excitation of OH, as a starting point for calculation of excitation
rates as a function of temperature. However it is necessary to refer to the
work of Teulet et al. (1999) for many details, including an “elementary cross
section” (originally put forward by Drawin (1968) and developed further
by Bacri and Medani (1980)).

Riahi et al. (2006) specify the excitation cross section QT2
T1

for incident
electron energy ε as:

QT2
T1
(ε, θe, θg) =

1

Z(T1, θe, θg)

νL(T1)∑
ν1=0

exp

(
−G(ν1)

kθe

)

×
JL(ν1)∑
J1=0

(2J1 + 1) exp

(
−Fν1(J1)

kθg

)

×
νL(T2)∑
ν2=0

JL(ν2)∑
J2=0

δ(J2, J1 ± 2)

∫ ∞

0

Pν1(r)q
T2,ν2,J2
T1,ν1J1

(r, ε)dr (3)

where T is the electronic state, ν the vibrational level and J the rotational
number, each with subscripts 1 and 2 indicating the initial and final case.
θe and θg are the background electron and gas temperatures and k is Boltz-
mann’s constant. Z is the two-temperature internal partition function of elec-
tronic state T1, given by Teulet et al. (1999) as Z(T1, θe, θg) = θg/θeZ(T1, θ =
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θe = θg) where:

Z(T1, θ = θe = θg) =

νL(T1)∑
ν1=0

exp

(
−G(ν1)

kθ

) JL(ν1)∑
J1=0

(2J1 + 1) exp

(
−Fν1(J1)

kθ

)
.

(4)
νL(T1) is the maximum vibrational quantum number for state T1 and JL(ν)
is the maximum rotational quantum number for vibrational level ν. G and
F are the vibrational and rotational energies given by:

G(ν1) =

(
ν1 +

1

2

)
ωe −

(
ν1 +

1

2

)2

ωexe +

(
ν1 +

1

2

)3

ωeye (5)

and
Fν1(J1) = Bν1J1(J1 + 1)−Dν1J

2
1 (J1 + 1)2, (6)

where Bν1 = Be − αe(ν1 +
1
2
) and Dν1 = βe(ν1 +

1
2
). The probablility P is

given by Riahi et al. (2006) as:

Pν1(r) =
1

2ν1ν1!

√
α

π
exp(−α(r − re)

2)H2
ν1
(χ), (7)

where χ =
√
α(r − re), α = (2π)/h)

√
µk0, k0 = 4π2c2µw2

e , c is the speed of
light, h is Planck’s constant, µ is the reduced mass of the molecule and re
is the equilibrium internuclear distance. Riahi et al. (2006) define Hν1 as the
Hermitian (assumed here to be Hermite) polynomial of the νth

1 degree. The
elementary excitation cross section qT2,ν2,J2

T1,ν1J1
(r, ε) at internuclear radius r for

an impacting electron of energy ε is given by Teulet et al. (1999) as:

qT2,ν2,J2
T1,ν1,J1

(r, ε) = 4πa20αg1g2ξ

(
U12 − 1

U2
12

)
, (8)

where U12 = ε/∆U , ∆U = U(T2, ν2, J2, r) − U(T1, ν1, J1, r), a0 is the Bohr
radius, ξ is the number of optical electrons in state T1 and αg1g2 is a nor-
malisation factor that depends on the spin multiplicities gi = 2Si + 1 of the
initial and final states. U is the Morse potential function:

U(Te, ν, J, r) = Te+G(ν)+(De−G(ν))[1−exp(−β0(r−re))]
2+

h

8π2µc

J(J + 1)

r2

(9)
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with
β0 = 2.43534× 107(µAωexe)

0.5, (10)

where µA is the reduced mass in atomic units and De is the dissociation
energy measured from the lowest value of the potential curve (Herzberg,
1989). The ionization cross section is:

qT2,ν2,J2
T1,ν1,J1

(r, ε) = 2.66πa20

(
EH

1

∆U

)
αg1g2ξ

(
U12 − 1

U2
12

)
ln(1.25U12), (11)

where EH
1 is the ionization energy of the hydrogen atom.

The spectroscopic constants are given in Table 2 of Riahi et al. (2006),
with values of αg1g2 given in their Table 4. Riahi et al. specify two con-
straints in implementing the equations above: the range of r over which the
integration is performed is limited to where Pν1(r) > 0.001 of the maximum
value, and also to the stability area (under the horizontal lines in our Fig. 1)
where the molecule would not immediately dissociate.

3. Implementation: methods and verification

3.1. OH cross sections

Problems were encountered in reproducing results from Riahi et al. (2006),
so initially the current implementation was tested by reproducing results
given by Teulet et al. (1999). In Fig. 1 the calculated potential curves and
stability areas for 4 excited levels of O2 are compared with those plotted
by Teulet et al. (1999) in their figure 2. There are substantial differences.
These differences are largely eliminated by replacing Eq. 10 with equation
(III,100) from Herzberg (1989):

β = 1.2177× 107ωe

√
µA

De

(12)

(assuming that β0 is the same quantity as β of Herzberg (1989)). The re-
maining differences are removed by replacing De with the dissociation energy
D0 throughout the calculation, giving the dashed curves in Fig. 1 that are in
good agreement with the values of Teulet et al. (1999).

These two formulations were then applied to produce the cross sections
for the O2[X

3Σ−
g ] →O+

2 [X
2Πg] ionization in figure 4 of Teulet et al. (1999).

In Fig. 2 the current implementation for the specified model of Teulet et al.
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Figure 1: A comparison of computed potential curves with values (•) digitised from figure
2 of Teulet et al. (1999). Computed curves are given for the current implementation of the
calculation specified by Teulet et al. (—) and of that calculation with the modifications
described in the text (– – –). Horizontal lines show the “stability areas”.
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Figure 2: A comparison of the cross sections for electron impact ionisation
O2[X

3Σ−
g ] →O+

2 [X
2Πg] with values digitised from Fig. 4 of Teulet et al. (1999) (•). The

solid curves show the results of the implementation of the model of Teulet et al. The
dashed curves result from addition of the modifications De = D0 and using the Herzberg
β0. Both curves are labelled with the range of upper levels that contribute to the sum.
The unlabelled curves are the cross sections for individual vibrational levels of the final
state.

(1999) is shown by solid curves and for the modified case (using Eq. (12) and
De replaced by D0) by dashed lines. Again there is much better agreement
between the current calculations and those of Teulet et al. (1999) for the
modified case. The individual contributions for transitions to the various
upper levels are shown for information.

Teulet et al. (1999) and Riahi et al. (2006) calculated excitation rate
coefficients as functions of temperature for Maxwellian electron energy dis-
tributions using:

RT2
T1
(θe, θg) = 2

(
2

πme

)0.5

(kθe)
−1.5

∫ ∞

0

εQT2
T1
(ε, θe, θg) exp

(
− ε

kθe

)
dε (13)

where me is the electron mass.
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The current implementation was run with various constraints, as shown
in Fig. 3, to compare with the rate coefficients for the O2[X

3Σ−
g ] → O2[a

1∆g]
excitation presented in figure 5 of Teulet et al. (1999). These are 7 indi-
vidual calculated values (◦) digitised from their figure and their fit (—) to
those values. In the upper panel the ratios of the current calculated values
to those of Teulet et al. are plotted. Error bars show the digitisation error,
estimated from discrepancies between the digitised temperatures and integer
multiples of 2000 K. The current calculation with only the probability con-
straint gives discrepancies of up to 25%. These are considerably reduced by
adding the stability constraint. Including the modifications of De = D0 and
the Herzberg β0 reduces the differences to the magnitude of the digitisation
error. This shows that the current implementation is at worst very close to
an accurate reproduction of the method of Teulet et al.

As Riahi et al. (2006) did not present any calculated OH excitation cross
sections, the only option for comparison is with their calculated values of
rate coefficients versus temperature. In Fig. 4 the current calculations for
excitation rate coefficients of the OH[A2Σ+] state are compared with values
from their table 11 and their fitted formula. With both the probability
and stability constraints applied the values in the current implementation
are about 1/8 of their values. Excluding initial predissociative levels from
Eqs. (3) and (4) improves the fit to the shape of their fitted curve. In this
case the modifications that improved the agreement with the values of Teulet
et al. (1999) each reduce the agreement with the shape, although theDe = D0

case produces agreement with the absolute values above 10000 K.
Thus the current implementation can reproduce the absolute values of

excitation rate coefficients given by Teulet et al. (1999) for O2, but can only
reproduce the coefficients for OH[A2Σ+] of Riahi et al. (2006) if these are
reduced by a factor of 8. This discrepancy is of some concern due to the
use of the rate coefficients of Riahi et al. in plasma modelling (Bruggeman
et al., 2010) and so ultimately needs to be resolved by measurements of the
relevant cross sections.

3.2. Ground-state vibrational cross sections

The only cross sections for ground state vibrational excitation of OH
found in the literature were those of Chen and Morgan (1997), who used
the R-matrix method to calculate the total integrated cross section for low-
energy electron impact excitation of the ν = 1 vibrational level of OH, as

10
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Figure 3: A comparison of rate coefficients for excitation of the O2[a
1∆g] state given

by the current calculation with the values of Teulet et al. (1999). The curve shows the
approximate formula fitted by Teulet et al. to their calculated values (◦). The current
implementation of Teulet’s formula is shown for the probability constraint only (□), then
addition of the stability constraint (△), then addition of the modifications De = D0 (⋄)
or the Herzberg β0 (×), then finally with both these modifications (•). In the upper panel
all values are replotted as a ratio to the calculated values (◦) of Teulet et al. The error
bars are an estimate of the digitisation error.11
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Figure 4: A comparison of rate coefficients for electron impact excitation of the OH[A2Σ+]
state given by the current calculation with the values of Riahi et al. (2006). The dashed
curve shows the approximate formula fitted by Riahi et al. to their calculated values.
The current implementation of Riahi’s formula is shown for the probability constraint
only (□), then addition of the stability constraint (△), then elimination of predissociated
initial levels (•), then application of the modifications De = D0 (+) or the Herzberg β0

(⋄). A solid curve shows Riahi’s fit divided by 8. In the upper panel all values are replotted
as a ratio to the fitted curve of Riahi et al.12
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shown in Fig. 5. As this study requires cross sections for several other tran-
sitions (e.g. 0 → 10), the only option currently available was to apply the
approach of Riahi et al. (2006), which includes all upper vibrational levels.
However, Riahi et al. did not apply their method to electron-impact excita-
tion to vibrational levels of the ground state of OH, so it is necessary here to
investigate the application in detail, to ensure that the results are physically
reasonable.

The required constants that were not available from Riahi et al. (2006),
ωeye and ωeze, were taken from table 3 in Brooke et al. (2016). The maxi-
mum values of JL were determined as those that provide a stability area in
the potential curve, rather than a monotonically decreasing potential with
increasing r.

Application of Eq. (3) at 300 K produces the curve for the 0 → 1 exci-
tation shown in Fig. 5. It is significantly different to the calculated results
of Chen and Morgan (1997), particularly in the energy of the maximum cross
section, the absence of resonances and the absence of a drop at 0.85 eV due
to the opening of the ν = 2 channel. The latter suggests that a term is
missing in Eq. 3 to allow for the branching between upper vibrational lev-
els. The curve for the 0 → 2 cross sections has the same maximum value
as for 0 → 1, which is further evidence that branching between different
upper levels is not accounted for in the formulation of Riahi et al. For ex-
ample, measurements by Noble et al. (1996) for electron-impact excitation of
vibrational levels ν = 1−4 in the ground state of O2 show a decrease in max-
imum cross section with increasing ν. Note that as resonances are ubiquitous
in electron–molecule scattering (Brunger and Buckman (2002) and Brunger
(2017)), their absence in the formulation of Riahi and colleagues strongly
suggests a limitation in that approach.

The cross sections calculated for the 0 → 0 (i.e. excitation or deexcitation
to other rotational levels of the ν = 0 vibrational level) excitation are also
plotted in Fig. 5. Deexcitation is implemented using (Makabe and Petrovic,
2014):

Qs(ε) =
g0
gj

ε+ εj
ε

Qj(ε+ εj), (14)

where Qs is the cross section for a superelastic collision from state j (with a
threshold energy of excitation εj and statistical weight gj) produced by an
electron of energy ε. As all the rotational levels are of different energies all
statistical weights are unity in this work.
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Figure 5: Theoretical cross sections for electron-impact excitation of vibrational levels of
the ground state of OH at 300 K: digitised values of Chen and Morgan (1997) (△—△)
and the current calculation using Eq. (3) for 0 → 0 (- · - · -), 0 → 1 (—) and 0 → 2 (–
– –). 0 → 2 cross sections are also shown for substitution of the spectroscopic constants
of Brooke et al. (2016) (×) and for limiting the calculation to the region P0(r) > 0.05×
maximum probability (· · ·).
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To investigate the significance of uncertainties in the calculations, 0 → 2
cross sections are plotted for calculations using the spectroscopic constants
of Brooke et al. (2016) (×) and for limiting the calculation to the region
where P0(r) > 0.05× maximum probability. The change due to the former
is negligible, while the small change produced by the altered probability
constraint indicates that the inaccuracy of the Morse potential at small r
does not introduce a significant error.

Application of the same equation for ν2 > 2 produces cross sections with
the same maximum value, leading to an increasing and unphysically large
total excitation cross section with increasing impact energy. The missing
term could be handled within the paradigm of Riahi et al. (2006) by setting
a value of αg1g2 for each vibrational level, based on experimental values. In
the absense of these, an algorithm is applied here in which the cross sections
given by Eq. (3) are scaled so that their sum is equal to the maximum cross
section calculated for any individual contributing excitation, with the result
shown by dashed curves in Fig. 6. Comparing the result for ν = 1 with the
calculation of Chen and Morgan (1997) shows a similar maximum value but a
larger drop at the energy of the onset of the ν = 2 excitation. This suggests
that the cross sections of Chen and Morgan (1997) for ν = 2 are smaller
than given by the current algorithm. As the theory of Chen and Morgan is
more rigorous than that of Riahi et al. it might be expected that it might be
better. However, this can only be resolved either by measurements (as are
being set up at Flinders University (Campbell and Brunger, 2016)) or the
application of a more advanced theory for electron scattering from molecules,
as has recently been applied to hydrogen by Zammit et al. (2017).

The dip in the 0 → 0 transition at about 0.47 eV seemed unphysical,
suggesting that the branching algorithm is not correct, at least where the
cross sections are close to being equal for two upper vibrational levels. As
this might be explained by the varying weightings within the assemblages of
rotational levels with changing impact energy, the calculation was performed
with the branching between channels applied for each individual initial ro-
tational level. This produced the cross sections shown by the solid curves in
Fig. 6. The difference in the cross sections is only apparent near crossover
points and appears negligible relative to the integrated cross section over all
energies. Nevertheless, due to the large decrease in electron flux with in-
creasing energy (Campbell et al., 2006) and the consequent large weighting
of the contribution of cross sections at low energy, the difference may be
significant, so in the subsequent modelling the distribution between upper
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Figure 6: Theoretical cross sections for the 0→ ν transitions in the ground state of OH
(curves as labelled for ν = 0, 1, 2, 3), for the approximate allocation to different transitions
(dashed curves) and for the detailed allocation for every initial rotational level (solid
curves).
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Figure 7: Theoretical cross sections for the 0→ ν transitions in the ground (—) and A2Σ+

(- - -) electronic states of OH (curves as labelled with ν). The 0 → 10 excitation in the
ground state is highlighted (thick dashed line).

levels is calculated for each initial rotational level.
The full set of cross sections necessary for determination of the 0 → 10

excitation is shown in Fig. 7. Electrons with energies in the range for this
excitation can also excite the A2Σ+ electronic state, so these are included in
scaling down the cross sections for individual vibrational levels. (N.B. These
cross sections are thus about one tenth of the values predicted by Eq. (3),
implying that the coefficients of Riahi et al. in Fig. 4 are too large by a factor
of 10, in addition to the factor of 8 found in the current emulation of their
formula.)

The same procedure is used to calculate cross sections for excitation from
vibrationally excited levels, such as the 9 → 10 transition with the term
exp(−G(9)/kθe)) in Eqs. (3) and (4) set to 1. The resulting cross sections
are shown in Fig. 8 for excitation and dexcitation from OH(ν = 9) to levels
0–13. Here the differences between applying the distribution between levels
at the summed or individual rotational level are more apparent.
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Figure 8: Theoretical electron-impact cross sections for 9 → ν transitions in the ground
state of OH (curves as labelled with ν), with the distribution between levels determined
by normalisation of cross sections for vibrational levels (dashed curves) and normalisation
of transitions for each individual initial rotational level (solid curves).

3.3. Atmospheric modelling

The different atmospheric models used in this study were specified in
text files, which were then converted to efficient computer code by a general
computer program that was used for all models. This allowed easy imple-
mentation of the different models and variations without any possibility of
making new coding errors when changing models.

A model was specified as a set of reactions, each with a reaction rate.
These were then evaluated in an implicit time-step calculation, where a
species with population density P0, gain rate G(t0) and loss probability L(t0)
at time t0 has a population density of P1 given by

P1 =
P0 +G(t0)∆t

1 + L(t0)∆t
(15)

after a time interval ∆t. An adaptive time step, in which ∆t is calculated
at each step so that the density of any species does not change by more
than a specified fraction in that time step, was used. While the interactions
involving excited OH (radiative transitions and quenching by N2, O2 and O)
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are relatively fast, so that an equilibrium calculation could be performed,
the density of O3 takes much longer to reach equilibrium, so the time-step
calculation was necessary to confirm that the O3 and OH densities reached
close to equilibrium within the necessary time (of about 3 hours).

Electron impact was included in this method by calculating electron-
impact excitation rates and inserting them as reaction rates. For thermal
electrons Eq. (13) was used, with θg determined from the MSISE-90 atmo-
spheric model (Hedin, 1991)) and electron density and θe from the IRI-2007
model (Bilitza and Reinisch, 2008). Auroral electron fluxes were calculated
as described by Campbell et al. (2006), with the exception of the auroral
flux below 130 km, where that of Campbell et al. at 130 km was scaled
down in proportion to the electron energy flux measurements of McEwen and
Venkatarangan (1978). The secondary electrons produced by auroral impact
produce a thermal electron population with higher densities and tempera-
tures. This enhanced thermal population was modelled using an electron
density profile measured in auroral conditions (Miyoshi et al., 2015) and an
electron temperature profile calculated by Rees and Walker (Vallance Jones,
1974). The non-Maxwellian auroral flux cannot be used in Eq. (13), but the
rate coefficient is determined in a similar way by multiplying the flux by the
cross sections at each energy and summing over all energies (Campbell and
Brunger, 2013).

4. Simulations

As a basis for comparison and verification, this study emulated two cases
in the literature where OH densities or emissions were calculated and com-
pared with measurements. The input to these from electron-impact was then
added, to investigate whether electron-impact makes a difference to vibra-
tional excitation of OH.

Adler-Golden (1997) described a model (incorporating new transition
probabilities by adjustment of values from Turnbull and Lowe (1989) and
the MSISE-90 atmospheric model (Hedin, 1991)) to calculate parameters
measured by Takahashi and Batista (1981) and several others. Their very
good absolute agreement (within 30%) provided credibility for the model,
which was also used to calculate number densities for the ν = 1, 3, 5, 7 and 9
vibrational levels of OH as a function of height for the circumstances of the
measurements by Takahashi and Batista (1981).
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The current emulation of the calculation of Adler-Golden is shown in
Fig. 9. Symbols showing the calculated values of the densities of vibra-
tionally excited OH (for ν = 1, 3, 5, 7, 9) show good agreement with the
values (curves) digitised from figure 6 of Adler-Golden.

Eq. (13) was used to determine the part of the OH(1) population produced
by electron excitation (+) in Fig. 9. The same populations (△) were then
determined by using the electron-flux calculation. The agreement of the two
methods verifies the implementation of the electron-flux approach that is
used below for auroral electrons.

A postulated profile for the density of OH(ν = 10), based on the obser-
vation by Osterbrock and Fulbright (1998) of a ratio of 1.6 × 10−3 for the
OH(ν = 10) density to that of OH(ν = 9), is shown by circles. As the obser-
vations of Osterbrock and Fulbright were made at a low-latitude site, auroral
input is not relevant and so only thermal electrons were considered. As the
electron temperature is too low to produce the 0 → 10 excitation in OH,
only the 9 → 10 excitation was included. In the absence of published values,
the loss rates for OH(ν = 10) (radiative transitions and quenching) were
assumed to be the same as the Adler-Golden values for OH(ν = 9). The
resulting calculated populations produced by electron impact (•) are very
much less than the values based on ratio given by Osterbrock and Fulbright.

The above analysis was repeated for the place and time of rocket mea-
surements to be considered below, which is at a higher latitude (57.4◦N)
appropriate for inclusion of auroral input. In this case the calculated pop-
ulations for OH(ν = 1, 3, 5, 7, 9) are different to those of Adler-Golden for
the low-latitude site, showing the sensitivity of the densities to location and
time. Auroral excitation of OH(ν = 10) by both the 0 → 10 and 9 → 10
were added. Again the densities of OH(ν = 10) are very much less than the
densities postulated to produce the emissions measured by Osterbrock and
Fulbright (1998).

McDade et al. (1987) analysed a rocket flight P234H (Greer et al., 1986)
that made simultaneous measurements of the OH(8-3) emissions and the
atomic oxygen density. As many of the parameters (such as transition prob-
abilities) were uncertain, they established ratios between parameters in order
to remove the effect of uncertain values, allowing a calculation of the OH(8-3)
emission that agreed well with the measurements. In Fig. 11 emulation of
their model using the current computational program (—) agrees well with
their measurements (×) in the altitude range 81–95 km. Above 100 km the
measured values are much higher than calculated. (N.B. McDade et al. did
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Figure 9: Emulation (symbols, as labelled) of the Adler-Golden model (—) of the densities
of the ν = 1, 3, 5, 7, 9 vibrational levels of OH. An approximation of the OH(ν = 10) level
(large ◦) (based on the ratio of Osterbrock and Fulbright (1998)) and the population of
this level (•) due to impact of thermal electrons producing the OH(ν = 9 → 10) transition
are shown. The population of OH(1) due to electron impact is shown for calculations
using Eq. 13 (+) and using the electron-flux method (△).

21



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

0→10a
9→10a

•

•

• ••
••
••
••

••
••

•••
••
••

••
••

••
••

••
••

••
••

••
••

9→10e
OH(0)
OH(1)
OH(3)
OH(5)

°

°

°°
°°
°°
°°

°°
°°

°°
°°

°°
°°

°°
°°

°°
°°

°°
°°

°°
°°
°°
°°

OH(7)

⊕

⊕

⊕
⊕
⊕
⊕
⊕
⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕

⊕
⊕
⊕
⊕
⊕

OH(9)
OH(10)

A
lti

tu
de

 (
km

)

80

90

100

110

120

130

140

150

160

-15 -10 -5 0 5
LOG10 density (cm-3)

Figure 10: Current calculation of the densities of the ν = 1, 3, 5, 7, 9 vibrational levels of
OH and an approximation of the OH(ν = 10) level (large ◦) (based on the ratio of Os-
terbrock and Fulbright (1998)) at a higher latitude site. The populations of OH(ν = 10)
due to electron impact are shown for thermal-electron (•) and auroral-electron (♢) impact
producing the OH(ν = 9 → 10) transition and auroral excitation of the OH(0 → 10)
transition (□).
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not make the comparison above 100 km.)
As the model of McDade et al. did not calculate populations of individ-

ual vibrational levels of OH, the model of Adler-Golden was used to include
electron input. While this model does not agree well with the measurements
below 93 km, it gives a similar result to the emulation of the McDade model
above 100km, in that it predicts emissions much less than the measurements.
Hence it is valid to use it to compare the electron-impact contribution to the
population of OH(ν = 8) and so to the (8-3) emissions. These contribu-
tions are shown for auroral excitation of 0 → 8 and 7 → 8 transitions and
(aurorally-enhanced) thermal-electron excitation of the 7 → 8 transition. In
all cases the electron-induced emissions are far less than the chemically pro-
duced emissions and do not account for the deficit of the chemically-based
models relative to the measurements above 100 km.

5. Conclusions

We have investigated the current knowledge of electron-impact excitation
of OH, using a theoretical formulation that allows interactions between all
vibrational levels to be calculated. Difficulties were encountered in reproduc-
ing some published results, so the discrepancies were investigated to confirm
that the problem is not in the current implementation of the technique. This
raises serious doubts about some published rates for excitation of OH(A2Σ+)
that have been used in plasma modelling (Bruggeman et al., 2010), as the
current work finds that in the emulation of previous work the rate coefficients
are a factor of 8 smaller, illustrating the need for measurements of the cross
sections. To produce physically reasonable results it was necessary to adjust
the theory of Riahi et al. (2006) to allow for branching between excitations
to different vibrational levels (which produces a further ∼90% reduction in
the cross sections for the A2Σ+ state). The cross sections calculated with
this amended technique were applied to predict the contribution of electron
impact to excitation of OH in the mesosphere, in addition to the princi-
pal chemical process. It was found that the contributions of both thermal-
and auroral-electron impact to vibrational excitation are much smaller than
those of the chemical processes and so do not account for differences between
measurements and theoretical models for the production of the OH(ν = 10)
vibrational level or the (8-3) emissions above 95 km. However, the calcu-
lated cross sections could be used to predict whether emissions from the
OH(ν = 10 − 13) vibrational levels and the A2Σ+ state could be used as
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Figure 11: Measurements (×) of the (8-3) transition in the ground state of OH (McDade
et al., 1987) compared with predictions: (—) the current emulation of Mcdade’s fit; (- - -)
the current emulation of the Adler-Golden model. The components of the (8-3) emissions
due to thermal-electron excitation of the 7 → 8 transition (□), auroral-electron excitation
of the 0 → 8 transition (♢) and auroral-electron excitation of the 7 → 8 transition (◦) are
shown.
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tracers of secondary electrons produced in energetic particle events.
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• Electron-impact vibrational excitation cross sections are calculated for 

OH 

 

• Application to mesospheric OH does not explain observations 

 

• Discrepancies with previous calculations show need for measurements 

 




