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Abstract 

Psychology and economics (the mixture of which is known as behavioral economics) are two 

fundamental disciplines underlying marketing. Various marketing studies document the non-

rational behavior of consumers, even though behavioral biases might not always be consistently 

termed or formally described. In this review, we identify empirical research that studies 

behavioral biases in marketing. We summarize the key findings according to three classes of 

deviations (i.e., non-standard preferences, non-standard beliefs, and non-standard decision-

making) and the marketing mix instruments (i.e., product, price, place, and promotion). We 

thereby introduce marketing researchers to the theoretical foundation of and terminology used in 

behavioral economics. For scholars from behavioral economics, we provide ready access to the 

rich empirical, applied marketing literature. We conclude with important managerial implications 

resulting from the behavioral biases of consumers, and we present avenues for future research. 
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1. Introduction 

For several decades, research in behavioral economics (i.e., the mixture of psychology and 

economics) has challenged the neoclassical paradigm by providing ample evidence that 

individual decisions are often systematically biased and do not confirm the forecasts of the 

standard theory (Thaler 2016). Such “behavioral biases” refer to deviations from the standard, 

neoclassical model that assumes that people are rational and have stable preferences, maximize 

expected utility (defined over final payoffs), exponentially discount future utility, process 

information like a Bayesian, and are purely self-interested (Rabin 2002). Behavioral scientists 

have been very successful in documenting those biases and in establishing new theories that 

formalize and explain the observed behavior, which deviates from the neoclassical model. 

Despite a growing interest in behavioral economics in recent years, there has been substantial 

resistance to the behavioral approach within economics until relatively recently (Thaler 2016). In 

business research, however, and particularly in the domains of finance1 and marketing, drawing 

on psychological theory has a long history and is deeply rooted in studying actual human 

behavior. In fact, precisely predicting human behavior to inform marketing decisions is one of the 

key objectives of marketing. However, even though economics and psychology are the two most 

influential disciplines underlying marketing (Ho, Lim, and Camerer 2006), no review has yet 

documented the empirical findings focusing solely on this field. Marketers in need of more theory 

could benefit from paying closer attention to behavioral economics, and economists could benefit 

from more closely following developments in marketing (e.g., developments that exploit the 

availability of rich consumer data documenting instances of non-rational behavior).2 

In this paper, we aim to bring together research from behavioral economics and marketing. The 

objective of this paper is to identify research in marketing that analyzes behavior deviating from 

neoclassical predictions and to map these findings onto a structure that involves elements of both 

economics and marketing. We provide an overview of behavioral biases studied in the latter and 

demonstrate that the major biases studied in economics have also been studied in marketing, even 

though they might not always be consistently termed or formally described. We provide detailed 

summaries of selected strong examples of biases from empirical marketing research, deriving 

                                                           
1 The field of behavioral finance can be considered as the most comprehensive combination of psychology and 
economics in a business discipline (DellaVigna 2009). A review documenting the empirical findings can be found in 
Barberis and Thaler (2003). 
2 http://evonomics.com/behavioraleconomics-neglect-marketing 
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implications for marketing research and practice. We focus on evidence from both the field and 

the lab. Note that, as opposed to the typically context-free lab experiments of economics, lab 

studies in marketing usually involve a particular marketing context and may therefore also 

provide interesting insights into how consumers and firms might behave under different 

circumstances. 

This paper contributes to marketing research and practice as well as to the field of behavioral 

economics. The contribution to research is twofold. First, the paper provides a structured review 

of the behavioral biases studied in marketing contexts and published in marketing outlets. 

Specific biases are analyzed for each of the elements of the marketing mix (i.e., product, price, 

place, promotion). Thus, this paper, unlike DellaVigna's (2009) paper, in which marketing studies 

were undersampled, applies a thematic focus. This approach introduces marketing researchers to 

the (more rigorous) terminology employed in the field of behavioral economics and may thereby 

help them to better navigate the extensive list of documented biases in this field. Regarding the 

field of behavioral economics, we aim to provide scholars with easy access to the rich marketing 

literature that contains applied empirical research. In addition, incorporating insights from other 

social sciences such as marketing gives researchers the opportunity to develop better models of 

economic behavior. 

More generally, researchers may benefit from this review by pursuing the proposed avenues for 

future research. With regard to marketing practice, this paper provides important implications for 

marketing managers by discussing how they could benefit from the non-rational behavior of their 

customers and how such behavior could change due to continuing technological advances. 

The paper’s structure reflects the goal of combining marketing and behavioral economics. We 

organize the paper according to the marketing mix instruments and categorize behavioral biases 

into three different classes following DellaVigna's (2009) review of deviations from rational 

behavior (non-standard preferences, non-standard beliefs, and non-standard decision making). 

The conceptual framework in the next section addresses the specific behavioral biases included in 

our review and briefly introduces the marketing mix instruments. Thereafter, we discuss selected 

papers that reflect the different “marketing instrument-bias” combinations, as well as managerial 

implications and avenues for future research. The paper concludes with general implications and 

a conclusion. 
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2. Conceptual Framework 

2.1. Behavioral Biases 

In this section, we introduce and briefly explain biases, which are widely covered in behavioral 

economics and that we discuss subsequently against the background of the marketing literature. 

We follow the structure of DellaVigna (2009) and distinguish deviations (i.e., behavioral biases) 

of individuals from the neoclassical standard model (Rabin 2002), where decision-makers are 

rational and have stable preferences, maximize expected utility (defined over final payoffs), 

exponentially discount future utility, process information like a Bayesian, and are purely self-

interested. In particular, we cover three classes of deviations from this model (DellaVigna 2009): 

non-standard preferences, non-standard beliefs, and non-standard decision-making (see Figure 1). 

Figure 1: Three classes of behavioral biases 

The first class of behavioral biases, non-standard preferences, refers to deviations from the 

assumptions of the standard model regarding the utility function (DellaVigna 2009; Rabin 2002). 

In the framework of intertemporal choice, the rational decision-maker has time-consistent 

preferences, which are modeled using exponential discounting of future utility. This implies that, 

for example, if someone chooses one apple today over two apples tomorrow, the same choice 

should hold at any other point in time, i.e., one apple in a year should be preferred to two apples 

in a year and one day. Thaler (1981) has provided experimental evidence that in such cases, 

preferences might, in fact, reverse so that two apples in a year and one day would be preferred to 

an apple in a year. This implies time-inconsistent preferences and discount factors, such that the 

outcomes of the near future are discounted more steeply than the outcomes of the distant future. 

Such discounting behavior is generally modeled by a (quasi-) hyperbolic discounting function 

(Laibson 1997; Loewenstein and Prelec 1992) and has been termed “present bias”, “hyperbolic 

discounting” or “declining impatience” (Urminsky and Zauberman 2016). Moreover, this concept 

can capture consumers’ problems of self-control. For example, suppose a person signs up for a 
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gym membership to force their future self to exercise more. As the future gets closer, e.g., the 

person must decide whether to exercise today, the future utility is discounted more steeply, so the 

person tends to procrastinate and postpone exercising (DellaVigna and Malmendier 2006). 

Kahneman and Tversky (1979) provided evidence of the violation of one of the of the standard 

model’s core assumptions, namely that a rational agent maximizes a global utility function. This 

assumption entails that valuation is based on overall wealth. Instead, Kahneman and Tversky 

(1979) propose that the utility function is defined relative to a reference point (reference 

dependence). The reference point defines what is considered a gain and what is considered a loss 

by the decision-maker. To capture diminishing sensitivity, the gain function is assumed to be 

concave, while the loss function is convex. Reference dependence has become one of the main 

building blocks of prospect theory; additionally, to accommodate the empirical evidence 

suggesting that people are more sensitive to losses than to gains (loss aversion), prospect theory 

assumes a steeper value function for losses. While prospect theory stems from evidence 

generated in the context of risky choice, these two key features – reference dependence and loss 

aversion – can explain, for example, the endowment effect, which refers to the finding that the 

mere possession of an object induces individuals to value it more than they did before possessing 

it. The endowment effect serves as a primary explanation for the observed asymmetry in 

exchanging goods with or without initial possession (Knetsch 1989), as well as for the so-called 

willingness-to-pay and willingness-to-accept asymmetry (Kahneman, Knetsch, and Thaler 1991; 

Knetsch 1989). In the context of risky choice, the third key assumption of prospect theory 

concerns the non-linear probability weighting function. This assumption aims to capture the early 

evidence by Allais (1953) that people tend to overweight small probabilities and underweight 

large probabilities (known as “Allais’s paradox” or “common ratio violation”). 

Furthermore, the standard model is built on the premise that the individual value function 

depends only on own payoffs and does not account for other-regarding preferences such as social 

preferences. Vast empirical evidence, however, suggests that people are not purely self-interested 

but rather involved in charitable giving (DellaVigna, List, and Malmendier 2012) and concerned 

with social welfare and fairness, e.g., in ultimatum or dictatorship games (Camerer and Thaler 

1995, 1995, 1995; Fehr and Gächter 2000, 2000). Also relevant in this context are social- and 

self-image effects, where rewards (whether material or image-related) for prosocial behavior can 

even be counterproductive (Benabou and Tirole 2006). 
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The second class of deviations, non-standard beliefs, builds on the empirical evidence suggesting 

that consumers form systematically incorrect beliefs and do not act as Bayesian information 

processors (DellaVigna 2009; Rabin 2002). Three major causes can come into play in this 

context. First, belief-based biases might be due to overconfidence, which might take different 

forms, including systematic over- or under-estimation of own capabilities and knowledge, as well 

as overprecision, i.e., the degree of certainty in one’s own beliefs, predictions and capabilities 

(Windschitl and O'Rourke 2015). Moreover, consumers tend to project their current preferences 

into future states, which is known as projection bias (Loewenstein 1996; Loewenstein, 

O'Donoghue, and Rabin 2003). This bias may come into play, for example, when ordering or 

buying food in a hungry state (Read and van Leeuwen 1998) or ordering winter clothing on an 

unusually cold day (Conlin, O'Donoghue, and Vogelsang 2007). Another source of belief-based 

biases is the misconception that small random samples are as representative as large samples, 

known as the law of small numbers (Tversky and Kahneman 1971). One such example is the so-

called gambler’s fallacy, that belief that, for example, after several occurrences of heads in a coin 

toss, tails will occur next to somehow restore the balance (Tversky 1974). A related 

misconception is the so-called “hot hand fallacy”, where subjects tend to believe that positive 

correlation exists in random processes, i.e., after a sequence of heads in a coin toss, another head 

is more likely to occur (Gilovich, Vallone, and Tversky 1985). 

The third class of deviations, which DellaVigna (2009) refers to as non-standard decision-

making, addresses violations of the assumption of utility maximization. Rationality assumptions 

imply that choices are not affected by the environment/context or by the way the options are 

presented to the decision-maker. Research has shown, however, that the particular choice 

architecture does indeed affect the choices people make (Thaler, Sunstein, and Balz 2013). 

Specifically, we will discuss framing effects and local context effects. A number of experimental 

studies have shown the robustness of framing effects, i.e., when logically but not transparently 

equivalent problem formulation affects individuals’ choices (Rabin 1998). While in some cases, 

framing effects may arise due to a reference-dependent utility function, in other cases, such 

effects might affect preferences by making certain characteristics of options more salient. Putting 

aside the potential explanation for the existence of framing effects, they result in suboptimal 

choices from the perspective of the utility maximization assumption. Levin, Schneider, and Gaeth 

(1998) further outline that framing might implicitly manipulate goals. For example, Meyerowitz 

and Chaiken (1987) show that women are more likely to conduct a breast self-examination when 
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the negative consequences are stressed. Moreover, in an intertemporal context, Loewenstein 

(1988) shows that, keeping the time interval constant, describing the same option as a delayed or 

expedited decision results in different discount rates, which violates the assumptions of 

rationality. This phenomenon is referred to as “temporal framing” or “delay-expedite 

asymmetry”.  Furthermore, choices might be affected by a particular composition of the choice 

set, resulting in non-utility-maximizing behavior (Simonson and Tversky 1992). These types of 

effects are accordingly named context effects and include compromise, attraction, and similarity 

effects, which violate the independence of irrelevant alternatives, regularity, and betweenness 

inequality assumptions of the standard model. The compromise effect (also known as 

“extremeness aversion”) describes a situation in which a product attracts a larger share in a 

setting where it is a middle rather than an extreme option (e.g., Simonson 1989; Simonson and 

Tversky 1992). The attraction effect (also known as “asymmetric dominance” or the “decoy 

effect”) implies that adding an asymmetrically dominated alternative to a choice set can lead to 

an increase in the probability of choosing the alternative that dominates it (Huber, Payne, and 

Puto 1982; Huber and Puto 1983). Tversky (1972) further distinguishes the similarity effect: An 

alternative loses more choice share to another more similar alternative. 

Furthermore, the standard model operates under the strict assumption that individuals consider all 

available information in their decision-making. This premise, however, has attracted criticism 

since Simon (1955), who suggested that individuals operate under bounded rationality and tend to 

simplify complex decisions. Limited attention, which might manifest as over- or underweighting, 

or completely ignoring some of the information available at no (or very low) cost, can result in 

suboptimal decisions from the perspective of the standard model. 

The normative theory further assumes that rational agents would be wary of the incentives that 

the provider of the information (e.g., firms, politicians, etc.) has and would account for this when 

making decisions. The literature on the effects of persuasion, however, shows that this is not 

necessarily the case, and quite often the beliefs of the information provider might, in fact, have 

excessive influence on individuals’ attitudes and behavior (DellaVigna 2009). As DeMarzo, 

Vayanos, and Zwiebel (2003) argue, this is an important bias, which offers a simple explanation 

for the existence of such phenomena as propaganda. Moreover, individuals’ attitudes and 

behavior might be subject to social pressure (DellaVigna, List, and Malmendier 2012), i.e., 

subject to explicit pressure from their reference group (e.g., peers, family, etc.). 
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In addition, the rational agent is considered to be deliberate and emotionless. Emotions, however, 

including visceral influences, e.g., hunger or thirst (Loewenstein 1996); anticipatory emotions, 

e.g., anxiety or fear; as well as anticipated emotions, e.g., regret (Loewenstein et al. 2001), have 

been shown to drive consumer behavior. 

While we largely follow DellaVigna (2009) in separating the three classes of deviations, it is 

important to note that quite often, these are interrelated. For example, persuasion might result in 

nonstandard decision-making through the induced biased beliefs. Furthermore, emotions may act 

as mediators of some of the other biases, e.g., self-control problems, social preferences 

(DellaVigna 2009) and attitudes towards risk (Loewenstein et al. 2001). 

2.2. Marketing Mix Instruments 

To provide marketing managers and researchers with a deeper understanding of the previously 

mentioned biases in a marketing context, we adopt an instrumental view. Marketing is an 

exchange relationship between customers and firms, where, in order to reach their goals, firms 

use the marketing mix instruments (Iacobucci 2017; Kotler and Keller 2012; Winer and Dhar 

2014). We structure our literature review based on these instruments and employ the classical 

definition of the 4Ps – product, price, place, and promotion – as suggested by Jerome McCarthy 

in 1960 (McCarthy and Perreault 2002) and covered in numerous marketing textbooks (Iacobucci 

2017; Kotler and Keller 2012; Winer and Dhar 2014). Product refers to any tangible or intangible 

item that satisfies particular consumer wants or needs. We consider such components as product 

variety (e.g., product line); product features, quality, and brand; as well as warranties and product 

returns. With regard to Price, i.e., the amount that a consumer pays for a product (including 

recurring payments, multi-part tariffs, and renting), we include, for example, list price and 

discounts. Under Place, we consider channels (online and offline) through which the products are 

marketed to consumers, (retailer) assortment decisions, location, and (in-store) placement. 

Promotion includes communication activities that aim at directly or indirectly informing, 

reminding as well as persuading consumers about the firm’s products (Kotler and Keller 2012). 

In our case, this includes advertising (at the point of sales (POS) and other media), direct 

marketing, and sales force. 
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3. Behavioral Biases in Marketing 

In this section, we present, for each marketing instrument, selected marketing papers that cover 

specific deviations from the standard model, grouped by the three classes of deviations from the 

neoclassical assumptions mentioned in the previous section. We selected these papers based on 

relevance, journal quality, citations, and recency. Table 1 gives an overview of the behavioral 

biases and marketing topics that we discuss in the following (see Table A in the appendix for the 

corresponding references). 

Marketing 

Instrument 

Group of Biases Bias Marketing Topic 

Product Non-standard 
preferences 

Time-inconsistent 
preferences 

 Utilitarian vs. hedonic product choice 

 Durable product adoption 
Reference dependence  Extended warranties 

 Product insurance 

 Endowment effect 

 Return policy 
Social preferences  Fair trade labeling 

Non-standard 
beliefs 

Overconfidence  New product adoption 
Projection Bias  Remote purchases 

 Durable goods purchases 

Law of small numbers  Investment decisions 
Non-standard 
decision making 

Choice architecture/Framing  Package labeling 

 Delivery option 

 Local choice context 

 Preference for “all average” 

 Product line design 
Limited attention  Information overload 

 Consideration/choice set construction 

 Inattention to attributes 

 Left-digit bias 
Persuasion and social 
pressure 

 Peer effects 

Emotions  Branding 

Price Non-standard 
preferences 

Time-inconsistent 
preferences 

 Quantity discounts 

 Consumption impulses 
Reference dependence  Reference prices 

 Price sensitivity 

 Price-quality heuristic 
Social preferences  Pay What You Want 

 Charitable giving 

 Price fairness 
Non-standard 
beliefs 

Overconfidence  Tariff choice 
Projection Bias  Usage prediction 

 Habit formation 

Law of small numbers  Store image 
Non-standard 
decision making 

Choice architecture/Framing  Price presentation 

 Price promotion 
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 Partitioned prices 
Limited attention  Price knowledge 
Persuasion and social 
pressure 

 

Emotions  Bidding behavior 
Place Non-standard 

preferences 
Time-inconsistent 
preferences 

 Impulse buying 

Reference dependence  Endowment effect 

 Need for touch 
Social preferences  

Non-standard 
beliefs 

Overconfidence  Online search 
Projection Bias  

Law of small numbers  

Non-standard 
decision making 

Choice architecture/Framing  In-store marketing 

 Store layout 

 Recommendations 

 Search cost 

 Ranking effects 

 Channel effects 
Limited attention - 

Persuasion and social 
pressure 

 Social influence 

Emotions - 

Promotion Non-standard 
preferences 

Time-inconsistent 
preferences 

 Sweepstakes and lotteries 

 Hedonic consumption 
Reference dependence  Probabilistic rewards 

 Frequency (loyalty) programs 

 Reward structure of sweepstakes 
Social preferences  Charitable giving 

 Direct marketing 

 Sales force incentives 
Non-standard 
beliefs 

Overconfidence  Probabilistic promotion 

 Delayed promotion 

 Redemption slippage 
Projection Bias - 

Law of small numbers  Casino gambling 
Non-standard 
decision-making 

Choice architecture/Framing  Redemption rates 

 Comparative advertising 
Limited attention  Feature advertisement 
Persuasion and social 
pressure 

 Exaggerated claims 

 Anecdotal claims 
Emotions - 

Table 1: Overview of Behavioral Biases and Marketing Keywords 
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3.1. Product 

3.1.1. Product & Non-Standard Preferences 

Present-biased preferences are of particular interest in decisions involving (1) the choice between 

utilitarian vs. hedonic products in settings when a time lag exists between ordering and 

consumption of such products and (2) durable product adoption, where the adoption decision 

depends not only on the person’s static preferences but also on how and how much they discount 

future utility. In the first case, Milkman, Rogers, and Bazerman (2009; 2010) find that while 

products with more utilitarian or “should” characteristics are preferred at the time of ordering in 

advance, preferences switch to products with more hedonic or “want” characteristics at the time 

of consumption in the context of movies and groceries. Such preference reversals are consistent 

with present-bias preferences and can potentially be explained by self-control, as when ordering 

in advance, people might choose more “should” options to control their impulsive future selves. 

Similar to the example of cigarettes in the study by Wertenbroch (1998) discussed in 

section 3.2.1., such behavior is inconsistent with standard rationality assumptions of time 

consistent preferences. Regarding present-bias in the context of durable goods adoption, Dubé, 

Hitsch, and Jindal (2014) explore the susceptibility of consumers to this preference-based bias 

using the example of Blu-ray players. First, they develop a new experimental design that elicits 

product adoption choices conditional on expert predictions of future market conditions (e.g., 

prices), which enables the joint identification of utility and discount functions. Second, they test, 

in two choice experiments, different assumptions regarding the discounting behavior. In 

particular, they test (quasi-)hyperbolic discounting against the geometric discounting of the 

standard model, simultaneously accounting for heterogeneity in the discounting rates of 

consumers. They find that the dynamic choice model allowing for present-bias does fit the data 

slightly better in one experiment. However, the distribution of the individual estimates for the 

present-bias is concentrated at one, suggesting only limited empirical support for hyperbolic 

discounting. The small share of individuals who do exhibit present-bias, however, and 

subsequently act in contrast to the standard assumptions of time-consistent preferences, would be 

more prone to earlier product adoption. 

Regarding reference-dependent preferences, Wood (2001) provides experimental evidence that in 

remote purchase environments (e.g., catalog sales, online retailing), under a more flexible return 

policy (full refund vs. no refund for shipping costs), total deliberation time (over two stages of 

the decision-making, initial ordering and keep-or-return decision after delivery) decreases and 
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simultaneously increases the product quality perception. Moreover, they establish that 

respondents under a more flexible return policy are also less keen on continuing the search, 

which is counterintuitive. As the authors suggest, such a result can be explained by the 

endowment effect. After the initial purchase, the consumer is in possession of the product, which 

shifts the reference point so that returning the product would imply occurring losses. Wang 

(2009) provides further support for the endowment effect in product returns in the context of “in-

store” environments. Manipulating the return deadline, the author finds that more flexible 

policies increase the net purchase rate. Flexible return policies induce people to put less thought 

into the buying (ordering) decision, as returning the product is easy, and therefore a more 

informed decision can be made later at the keep-or-return stage. Thus, in the absence of the 

endowment effect (i.e., under the standard model), one would expect an increase in deliberation 

time at the keep-or-return stage. In the presence of the endowment effect, however, due to mere 

possession, the valuation of the product seems to be higher, and deliberation at the keep-and-

return stage does not increase. 

Furthermore, in practice, we can observe that many consumers pay high premia for extended 

product warranties and other types of insurance, which would imply an unrealistically high 

degree of risk aversion. However, in describing such behavior, it is not clear what the primary 

driver of risk attitude is: risk aversion (diminishing returns in utility), loss aversion (which 

requires a reference-dependent utility function), or nonlinear probability weighting. Jindal (2015), 

for example, finds that loss aversion is the most important of the three abovementioned drivers in 

the context of extended warranty choices for washing machines. This finding is robust across two 

different mechanisms, simultaneous choice – when the product and warranty choice is a joint 

decision – as well as sequential choice – when consumers first decide whether to buy the product 

and then decide whether to purchase an extended warranty. From a firm’s point of view, this is a 

problem of bundling or unbundling the product and the warranty. The author uses a flexible 

modeling approach that distinguishes among all three potential drivers of risk attitudes and 

simultaneously accounts for heterogeneity in all model components. Furthermore, an innovative 

survey design is used to attenuate possible belief-based biases: respondents choose products and 

warranties under given failure probabilities. Jindal (2015) shows in simulations (based on the 

estimated models) that not accounting for risk aversion, loss aversion, and nonlinear probability 

weighting leads to roughly 16-20% lower optimal prices and, consequently, reduced profits for 

manufacturers. 
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Lastly, in the context of products, social preferences might come into play for product features 

such as fair trade labels. Hainmueller, Hiscox, and Sequeira (2015) provide more recent empirical 

evidence from a large-scale field experiment in which sales for (whole and ground) coffee 

increased by approximately 8% when the product carried a fair trade label. A fair trade label does 

not improve the quality of the product itself (i.e., there is no difference in taste for a fair trade 

food product compared to the same one without a label), yet there is ample empirical evidence 

from surveys that consumers are willing to pay more for socially responsible products (see Tully 

and Winer 2014for a meta study). This implies that consumers perceive higher utility for products 

with fair trade labels because they care about others (i.e., the workers), indicating social 

preferences that would not matter in the standard model. 

3.1.2. Product & Non-standard Beliefs 

Overconfidence can play a crucial role in product choice, particularly for new product adoption. 

Here, consumers need to predict and anticipate the utility of new products that have features they 

can hardly evaluate without experiencing them (Guo 2006). Consumers can be overly optimistic 

regarding the future usefulness of capabilities and then fail to use the features they paid for. 

Meyer, Zhao, and Han (2008) provide empirical evidence from experiments on such valuation-

usage disparity: respondents are willing to pay for a new set of controls in a computer game, but 

after ownership, usage is rather limited. While hyperbolic discounting can potentially explain this 

phenomenon, as individuals procrastinate learning the new capabilities of the product, belief-

based biases such as overoptimism might act as a further driver. The latter is a bias closely 

related to overconfidence, where decision-makers are overly positive about the prospect of 

something desirable. In this particular context, the valuation-usage disparity can be a result of 

individuals being overoptimistic about the likely performance value of the new set of controls.  

The product choices of consumers might also be influenced by projection bias. This is especially 

true for goods that are purchased for later consumption (e.g., catalog/internet purchases) or 

durable goods (Conlin, O'Donoghue, and Vogelsang 2007). Here, consumers have to forecast 

how much utility they will derive in the future, and this carries the risk that they only project their 

current preferences into the future. Busse et al. (2015) analyze automobile purchases and 

investigate whether specific product choices are affected by belief-based biases, such as the 

projection bias. Indeed, they find that the weather has an impact and that convertibles (four-

wheel-drive cars) have higher sales if the weather is warm (cold) at the time of purchase. Busse et 
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al. (2012) also report similar findings for the housing market, where consumers tend to buy 

houses with swimming pools in the case of warm weather at the time of purchase. 

Next to projection bias, two product-related belief-based biases, which stem from the law of 

small numbers, are the gambler’s fallacy and the hot hand myth. Both biases are well documented 

in marketing, particularly in the context of trading decisions of consumers at the stock market. 

Johnson, Tellis, and Macinnis (2005) conduct an experiment where respondents have to choose 

one out of two products (i.e., stock) which differ in their past performance. Under the standard 

model, past random events should not have an influence on current decisions. However, which 

bias (hot hand vs. gambler’s fallacy) dominates depends on whether one wants to buy or sell a 

stock and on the length of the trend in the available information. In the buying condition, the hot 

hand fallacy dominates (“buy a winner”) as the length of the trend increases. Only a minor share 

of respondents would “buy a loser,” hoping the trend will reverse. However, in the selling 

condition, the picture is less clear. A considerable share of respondents would sell a winning 

stock because they anticipate that the trend will reverse. This effect is strongest for a trend of 

medium length. 

3.1.3. Product & Non-Standard Decision-Making 

Product choices might be affected by the framing of attribute information. Ample evidence 

suggests that positive vs. negative frames affect choices. Hence, regarding product attribute 

information, it might matter how certain information is described, e.g., on a package. Levin and 

Gaeth (1988) find that describing ground beef as “75% lean” vs. “25% fat” increases the 

favorability of a consumer’s evaluation of the product. This contradicts standard rational 

decision-making, as both descriptions report exactly the same information, only differently. A 

rational consumer would not have been susceptible to such framing effects and would have 

evaluated the products under each description as equally favorable.  

Temporal framing (i.e., delay-expedite asymmetry) is of particular interest in marketing in the 

context of remote purchase environments. For example, online retailers offer different delivery 

options for the same product (e.g., same-day delivery, next-day delivery, etc.). Loewenstein 

(1988) provides evidence that consumers have overall higher discount rates when delaying an 

outcome rather than expediting it, a robust deviation from a normative discounting utility model. 

Malkoc and Zauberman (2006) provide experimental evidence of this effect in a marketing 

context that mimics DVD purchases on Amazon. In particular, they show that in a delay frame, 
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consumers require higher compensation (e.g., larger price discounts) to wait longer (e.g., 

choosing a later date over same-day delivery) compared to the price they are willing to pay for 

getting the product earlier (expedite frame). Furthermore, they find that the pattern of discounting 

can differ depending on the temporal frame, such that consumers demonstrate the greater extent 

of present-bias (i.e., a steeper discounting) when delaying the delivery compared to expediting it. 

Choosing a product from a set of alternatives implies trading off different attributes of the 

products (e.g., quality, brand, packaging, price, etc.). In such situations, consumers might be 

susceptible to context effects, resulting in choices that are not consistent with standard decision-

making. Many studies in the marketing literature have shown the robustness of these phenomena 

across a wide range of product categories, particularly in settings involving the choice between 

three alternatives varying on two attributes (e.g., Dhar, Nowlis, and Sherman 2000; Dhar and 

Simonson 2003; Simonson 1989). For example, Kivetz, Netzer, and Srinivasan (2004) find 

empirical evidence for the compromise effect. In particular, they analyze consumer choices in 

two product categories, which are described on two attributes: portable PCs varying in speed and 

memory as well as speakers varying in power and price. They find that consumers do indeed 

prefer the middle option, which provides a good trade-off on both dimensions. Furthermore, 

testing different models that allow capturing the compromise effect, they show that such models, 

in general, provide a better fit and higher predictive validity compared to the standard model 

operating under rationality assumptions. However, in the particular applications they use, it is 

difficult to determine the exact mechanism creating the compromise effect. 

Rooderkerk, van Heerde, and Bijmolt (2011) analyze the choice of digital cameras, which are 

described using their picture quality (in megapixels) and optical zoom. Following Tversky and 

Simonson (1993), they propose an approach that accommodates not only the compromise effect 

but all three context effects. In particular, they suggest separating the total utility into context-

independent and -dependent parts, modeling the latter as a linear combination of compromise, 

attraction, and similarity effects. This allows all three effects to co-occur, which is indeed the 

case in their empirical application. The model outperforms the traditional random utility model. 

Most importantly, the authors demonstrate that even after accounting for preference 

heterogeneity, context effects still prevail, excluding preference heterogeneity as a possible 

explanation of the observed context effects on the aggregate level, as described in the literature. 

The specific drivers and causes of context effects still require further investigation. For example, 
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Kivetz, Netzer, and Srinivasan (2004) suggest that complexity can potentially attenuate the 

magnitude of the compromise effect, and Dhar and Simonson (2003) outline a no-choice option 

(i.e., whether the consumer is forced to choose or not) as a potential moderator of context effects. 

The consequences of limited attention have also been given a rather prominent position in the 

marketing literature. Substantial evidence suggests that increasing the number of alternatives or 

attributes of the choice setting leads to information overload (Malhotra 1982), which can prompt 

decision-makers to apply heuristic strategies and ignore information (Payne et al. 1992). This, in 

turn, results in suboptimal choices from the standpoint of the standard model. In particular, 

consumers may limit their attention to a subset of alternatives or attributes. For example, in the 

context of powder detergent brand choice, Bronnenberg and Vanhonacker (1996) show that 62% 

of loyal consumers consider only one brand, and 60% of more sensitive consumers consider 2-3 

brands in their choice set. Gilbride, Allenby, and Brazell (2006) focus on inattention to attributes 

and, based on a choice experiment, provide evidence that consumers consider only approximately 

46% of attributes in their decision-making. Such results contradict standard decision-making, as 

inattention to attributes or alternatives results in non-compensatory decision rules. From the 

modeling perspective, not accounting for the fact that individuals might consider only subsets of 

attributes or alternatives in their decision-making results in biased estimates and false insights 

derived from the estimated parameters, such as willingness-to-pay measures or the relative 

importance of attributes (Gilbride, Allenby, and Brazell 2006), as well as competitive dynamics 

and substitution of brands (Bronnenberg and Vanhonacker 1996). To better understand the 

underlying mechanisms of inattention, it is important to relate inattention to potential drivers, 

such as complexity measures (Swait, Popa, and Wang 2016). 

Inattention can further result in incomplete processing of the information provided by a specific 

attribute. One of the main examples is the left-digit bias – the tendency to ignore the rightmost 

digits of numeric information. This is relevant in the context of product features, which are 

described quantitatively (e.g., power, weight, and price; see Koschate-Fischer and Wüllner 

(2016) for an overview). Lacetera, Pope, and Sydnor (2012) find strong evidence of left-digit bias 

in the processing of the mileage of used cars, which results in discontinuity of sales prices. This is 

a surprising result, as buying a used car is still costly, and the mileage itself is an important and 

readily available piece of information when making a decision. 
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The marketing literature has also contributed to the research on social influence or peer effects. 

For example, Narayan, Rao, and Saunders (2011) conduct an experiment with MBA students in 

which they analyze the choices in E-book readers. In the first stage, the students participate in a 

typical discrete choice experiment stating their preferred products. In the second stage, the 

experiment is repeated, but the respondents are informed about the choices of their peers during 

stage one. The authors observe that the choices change in the second round, so that strong brands 

obtain an even larger choice share, while the weak brands’ choice share decreases. Such behavior 

is strongly consistent with peer effects, as respondents tend to conform with the preferences of 

their respective reference group, resulting in non-utility-maximizing behavior. However, the 

authors find that the number of influencers has a positive but diminishing moderating effect on 

peer influence. 

Lastly, emotions have also been shown to affect the product choice decisions of consumers. 

Brands are valuable intangible assets of firms that strongly influence consumer choice and lead to 

vertical product differentiation (Keller and Lehmann 2006). However, emotions, and particularly 

negative emotions, play a significant role in the relationship of consumers with brands. Romani, 

Grappi, and Dalli (2012) develop and test a new scale with six distinct brand-related emotions 

(i.e., anger, discontent, dislike, embarrassment, sadness, and worry). Their study shows that 

negative emotions towards a brand also influence consumer decision-making. Consumers who 

feel, e.g., dislike, anger, or sadness towards a brand, have a higher likelihood of complaining 

about the brand, engaging in negative word of mouth about the brand, and switching to a 

competing brand. Under rationality assumptions, consumer behavior, by definition, should not be 

influenced by general or brand-related emotions. Therefore, such findings argue for 

“irrationality” in a narrowly defined sense. 

3.2. Price 

3.2.1. Price & Non-standard Preferences 

Using multiple methods and data sources, Wertenbroch (1998) studies consumption self-control 

in the context of relative “vice” (i.e., regular) and “virtue” (e.g., reduced fat, calorie, or caffeine) 

goods. He shows that to control their unwanted consumption impulses, consumers voluntarily 

and strategically ration the quantities of goods they purchase; thus, they buy smaller quantities at 

a higher per-unit price. For example, regular smokers often buy their cigarettes by the pack, 

although they could afford to buy 10-pack cartons. In this way, they give up per-unit savings 
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from quantity discounts and increase their transaction costs to make smoking overly costly for 

themselves. Such behavior might seem intuitive but is inconsistent with the time consistency of 

preferences assumed by the standard model. As a consequence, vice consumers are less likely 

than virtue consumers to buy larger quantities in response to unit price reductions such as 

quantity discounts. 

Reference dependence in the context of pricing is a widely researched area in the marketing 

literature, which we illustrate through examples from reference price theory, loss aversion, and 

the price-quality heuristic. Various studies in the pricing literature use prospect theory 

(Kahneman and Tversky 1979), especially its features of reference dependence and loss aversion, 

as a conceptual framework for their analyses; these studies use the applications and boundaries of 

prospect theory to answer marketing research questions. One of the most prevalent phenomena 

studied in this context is reference price theory. Kalyanaram and Winer (1995) establish three 

generalizations from reference price research that are drawn from broad empirical research in 

marketing. The first and the third are more general in that they also apply to other contexts of 

reference dependence, whereas the second generalization is specific to pricing research. The first 

generalization states that reference prices have a consistent and significant impact on consumer 

demand. Typically, the reference price is the “perceived” or expected price. The third 

generalization states that consumers react differently to price increases and decreases relative to 

the reference price, namely they react more strongly to price increases (Kalyanaram and Winer 

1995). In general, consumers perceive prices above the reference price as losses and prices below 

the reference price as gains. Finally, the second generalization implies that “internal” reference 

prices use past prices as part of the consumer’s information set. This generalization aims at the 

question of how reference prices are formed. There is convincing empirical evidence that past 

prices play an important role in the reference price formation process. For a more comprehensive 

assessment of reference price research, see also Mazumdar, Raj, and Sinha (2005). In general, 

reference price theory clearly deviates from the standard model, in which agents make decisions 

based on actual prices and income. Conversely, reference price theory assumes that consumers 

also base their decisions on perceived prices – namely the reference price, which serves as an 

internal standard against which observed prices are compared. 

Returning to loss aversion, early research found loss aversion to be ubiquitous, whereas more 

recent research stresses the importance of also considering its boundaries and attenuations (e.g., 
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Novemsky and Kahneman 2005). For example, Bell and Lattin (2000) show that loss aversion is 

not a universal phenomenon but that accounting for price-response heterogeneity leads to lower 

and frequently non-significant estimates of loss aversion, at least in the context of frequently 

purchased grocery products. They argue that the kinked value function, as implied by loss 

aversion, is confounded with the slopes of the response curves across consumer segments with 

different price responsiveness. A more price sensitive consumer is assumed to have a lower 

reference point and thereby encounters more prices above his reference point (i.e., the response 

curve is steeper for losses). Analogously, less price-sensitive consumers have less-steep curves in 

the domain of gains. Therefore, cross-sectional estimates of loss aversion that do not account for 

heterogeneity in price responsiveness will be biased upwards. 

Finally, reference dependence can also help explain the so-called “price-quality” heuristic, which 

represents the fact that consumers often use price as a proxy for quality, resulting in a positive 

correlation between price and product liking. According to (Gneezy, Gneezy, and Lauga 2014), 

expectations are an important driver of the price-quality relationship. High prices increase 

expectations, which serve as a reference point against which people evaluate their consumption 

experience. If the consumption experience meets or exceeds this reference point, the traditional 

price-quality effect is observed. However, when the price is high and quality is relatively low, the 

product falls short of the consumer’s reference point, and the price-quality relationship is 

reversed. As a result, consumers evaluate a low-quality product with a high price more negatively 

than a low-quality product with a low price. 

Pay What You Want (PWYW) is a pricing mechanism in which consumers make voluntary 

payments for a good or service for private as well as public consumption (Spann et al. 2017). 

Although a niche mechanism, many examples of sellers applying PWYW can be found in various 

industries, such as the music industry, gastronomy, or entertainment (Krämer et al. 2017). Much 

research focuses on the behavioral drivers that influence payments. Schmidt, Spann, and 

Zeithammer (2014) show that outcome-based social preferences and strategic considerations to 

keep a seller in the market can explain why and how much buyers voluntarily pay to a PWYW 

seller. This behavior clearly deviates from the standard model, as purely self-interested and 

myopic consumers, for whom utility only depends on their own payoff, would simply pay 

nothing (DellaVigna 2009). Jung et al. (2017) extend the phenomenon of voluntary payments to 

shared social responsibility, i.e., whether a charitable contribution is made with a purchase. Their 
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study shows that consumers are sensitive to whether any part of their payment goes to charity but 

largely insensitive to the amount of that payment. 

With regard to perceived price unfairness, Campbell (1999) shows that consumers are less likely 

to conduct business with a firm that is perceived to have established unfair prices. In terms of 

price increases, the study demonstrates that consumers’ inferred motive for the price increase and 

the relative profit to be made by the firm because of the increase both affect consumers’ 

perceived price fairness. For example, when participants concluded that a firm had a negative 

motive (e.g., increasing profits) for the price increase, the increase was perceived as less fair than 

when the firm had a positive motive (e.g., donating additional profits to charity). Moreover, firm 

reputation moderates the effect of inferred relative profit on inferred motive. Consumers are more 

willing to give a firm with a good reputation the benefit of the doubt when speculating about the 

inferred motive for the price increase. This phenomenon again contradicts standard economic 

theory, as the motives behind firms’ pricing strategies should not affect their customers’ decision-

making. However, Campbell’s (1999) study shows that consumers also take the interest of the 

firm into account, consistent with the example of customer-driven pricing mechanisms discussed 

above. 

3.2.2. Price & Non-standard Beliefs 

Focusing on the internet service industry, Lambrecht and Skiera (2006) find that consumers make 

“mistakes” in tariff choice in that they often do not pick the tariff that is financially optimal for 

them. The authors show that many consumers pick the flat-rate tariff even when it is not the least 

costly choice (i.e., “flat-rate bias”), and a smaller share of consumers picks the pay-per-use tariff, 

although they would save money under the flat-rate tariff (i.e., “pay-per-use bias”). With regard 

to the causes of these biases, the study shows that overestimation of usage leads to a flat-rate bias 

and that underestimation of usage leads to a pay-per-use bias. In addition, they show that 

consumers seem to derive additional benefits from the flat-rate option, and these benefits also 

influence tariff choice. The so-called insurance effect (reliability of the billing rate) and the taxi 

meter effect (the joy and independence of using a flat-rate) are also correlated with the flat-rate 

bias. Although not explicitly mentioned in the study, overconfidence is a leading candidate 

explanation for mistakes being made in tariff choice, as proposed by other related studies 

(DellaVigna and Malmendier 2006; Grubb 2012). More specifically, it is likely that 

overconfident consumers overestimate their ability to predict their future demand and its 
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precision; thus, they misestimate their demand, which leads to mistakes in tariff choice. Recall 

that under the assumptions of the standard model, consumers should form rational expectations, 

and these expectations should be valid, on average. 

Returning to the previous example of self-control in the context of cigarette consumption, we 

discussed how overconfident consumers might overestimate their ability to forecast their future 

demand and thereby misestimate it. While they might underestimate their demand for vice goods, 

they might overestimate their demand for virtue goods. Acland and Levy (2015) study such a 

virtue good by analyzing, in a field experiment, the influence of incentive intervention on gym 

attendance. They incentivized the treatment group with $100 if they visited the gym twice a week 

during one month. In addition, they provided subjects with coupons that subsidized each gym 

visit during an indicated week. Their results show that consumers overpredict future attendance, 

which they attribute to consumers having a naïve present bias, such that consumers fail to predict 

the future impact of immediate gratification in the form of a price discount on gym attendance. In 

addition, the study finds an increase in the treated gym members’ attendance after the treatment 

phase (although only for a short period of time), which they attribute to habit formation. 

Participants, however, did not predict such an increase in gym attendance after the treatment 

phase. The authors’ explanation for this phenomenon is projection bias with regard to habit 

formation, as participants did not expect the increased attendance in the treatment phase to result 

in a habit that would also increase their attendance in the immediate post-treatment period. 

Instead, participants exhibited incorrect beliefs in line with the projection bias, as they expected 

their future preferences regarding gym attendance to remain the same as the present ones. 

Next to overconfidence and projection bias, the law of small numbers is documented in 

marketing research. For example, it could be shown that consumers seem to generalize from a 

small sample of advertised prices to the overall store price image (Cox and Cox 1990). Using an 

experiment, the authors analyze the effect of different versions of retail advertisements – with 

differing price and product representations – on the perceived store’s overall price level. The 

results show that when advertised prices are displayed as reductions from a previous higher price, 

consumers perceive the store to have overall lower prices. Thus, consumers generalize from a 

small and possibly highly selective sample of advertised reference prices to make inferences 

about the population of prices in the entire store. This illustrates the law of small numbers, as 
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information on a small sample is overweighed, and consequently, consumers’ decisions are likely 

to be biased. 

3.2.3. Price & Non-standard Decision-Making 

Price framing is a widely researched area in the marketing literature. Many features of how a 

price is communicated to consumers – for example, whether it is accompanied by a reference 

price – significantly influence price perceptions. In their meta-analysis, Krishna et al. (2002) 

focus on experimental literature dealing with the impact of price presentation on perceived 

savings. Perceived savings is considered the main dependent variable because it is the most 

common method of measuring the reaction to price promotions (Krishna et al. 2002). Looking at 

how different price promotion characteristics affect perceived savings, it was shown that higher 

values for both percentage of savings and absolute savings increase perceived savings, but 

percentage has a larger effect. This contradicts utility theory, which suggests that only the 

absolute dollar amount should have an effect on the evaluation of a price promotion. The effect of 

price promotion percentage is moderated by store type, that is, whether the promotion is by a 

department store, whether the regular price is used as an external reference price, and by tensile 

claims (e.g., savings of __% and more). Moreover, price presentation effects also play an 

important role when measuring the effect on perceived savings. For example, large effects within 

this category are caused by whether a sale was announced, the promotion plausibility, tensile 

claims, within-store frames (e.g., our current price is x, our regular price is y), and external 

reference prices. To give an example, tensile claims are perceived as lower savings than other 

non-tensile (objective) claims (e.g., savings given as a coupon), as the low end of the price 

promotion is highlighted in tensile claims. Finally, situational effects seem to be less important 

than price promotion characteristics and price presentation effects in terms of effect size, but 

many of these effects are still very important for marketing managers. Brand type, store type, and 

type of good all have significant effects on perceived savings. With regard to store type, it was 

shown that sales in discount stores and department stores are perceived to be of lower value than 

sales in specialty stores, in supermarkets, and when the type of store was not mentioned (Krishna 

et al. 2002). All these examples clearly highlight that the context and the framing of a situation 

matter strongly for price presentation, promotions, and strategy. Prices framed differently were 

shown to have different effects on perceived savings or attitudes towards the price promotion or 

product. 
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Another example of framing that influences consumers’ reactions to prices is partitioned prices – 

i.e., dividing a product’s price into two mandatory parts, such as the base price of the product and 

a surcharge, for example, the shipping cost (Morwitz, Greenleaf, and Johnson 1998). Using 

experiments, the authors show that partitioned prices tend to decrease consumers’ recalled total 

costs and to increase consumers’ product demand in comparison with all-inclusive or combined 

prices. In line with the results above, the study also shows that the way in which the surcharge is 

presented also influences the reaction to partitioned prices. This is an indication of irrational 

behavior, as consumers should not differ in their demand depending on how the price is 

presented, as total costs remain the same.  

Moving to limited attention, Dickson and Sawyer (1990) study price knowledge within the 

context of behavioral pricing in marketing. In their study, the authors employed personnel with 

clipboards who observed and interviewed shoppers in supermarkets. They observed shoppers at 

the point-of-sale and asked them questions regarding their price knowledge of items (e.g., the 

selling price or whether a product was on sale or not) that the shoppers had, just a moment 

before, placed in their shopping carts. The results show that only slightly more than half of the 

shoppers checked the price of the chosen item, and only slightly more than 20% also stated that 

they had checked the price of a competitor brand. Despite being interviewed directly after 

selecting the item, price recall accuracy was very low, as 21.1% of shoppers did not even give a 

price estimate, and only 47.1% of shoppers were able to report the exact correct price. These 

findings thus reveal that consumers do not make decisions using all the available (price) 

information there is, as predicted by the standard model, but pay only limited attention to price. 

Finally, emotions were shown to influence decision-making in a pricing context. In order to 

illustrate this, Ding et al. (2005) analyzed emotions evoked in a Priceline-like reverse auction; 

specifically, they evoked the excitement of winning and the frustration of losing. Their study 

shows that the classic economic model, which predicts static bidding behavior in such a setting, 

did not capture the empirical bidding behavior, as bidders usually changed their bids after each 

round. Furthermore, the study shows that emotions strongly influence the bidding process and 

that emotions dynamically change as a function of the outcome of the previous bid. Thus, a 

bidder revises the bid every time his emotional state changes due to the outcome of the previous 

bid, thereby deviating from the rational benchmark model that predicts stable bidding.  
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3.3. Place 

3.3.1. Place & Non-standard Preferences 

In terms of self-control and place, we discuss self-control as a driver of impulse buying, as earlier 

studies have already shown that impulse buying is driven by – among other factors – distribution 

characteristics, such as the number of store outlets or prominent store displays (Stern 1962). With 

the diffusion of (additional) online channels, opportunities for impulse buying have increased, 

making it even more important to better understand the situational factors driving impulse buying 

(Vohs and Faber 2007). For example, the increased use of mobile devices (StatCounter 2016), 

which consumers typically carry around with them all day, offers marketers additional 

opportunities to increase impulse buying through in-app advertisements or mobile coupons. In 

their study, Vohs and Faber (2007) analyze how the depletion of resources that govern self-

control affects impulse buying. Using three experiments, they manipulate self-regulatory 

resources and measure the effect on impulse buying. The results of the experiments show that 

participants whose resources were depleted 1) reported a higher willingness to pay for a series of 

items they were shown, 2) spent more time in a mock unanticipated buying situation, and 3) 

actually did spend more money in real purchase situations compared to the control group. Thus, 

this study illustrates how self-control problems can affect impulse buying behavior. 

As computer usage has shifted from desktop computers to mobile phones and tablets 

(StatCounter 2016), interfaces have shifted towards touchpads and touchscreens (Brasel and Gips 

2014). As consumers increase their e-commerce visits on touch devices, it is important to 

understand what impact touch has on consumer behavior. For example, Brasel and Gips’ (2014) 

study analyzes the relationship between different touch interfaces and the endowment effect. The 

results from two online shopping scenarios show that touchscreens, as opposed to touchpads and 

mice, generate stronger psychological ownership, which increases the endowment effect and the 

willingness to accept for selected products. This behavior deviates from the standard model, as 

simply a change in the interface leads to an asymmetry in willingness to accept. The size of the 

endowment effects generated with different interfaces rival those conducted with real products, 

which shows that the endowment effect also occurs in online settings. 
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3.3.2. Place & Non-standard Beliefs 

In this section, we combine findings from different studies to illustrate that when considered 

together, the findings indicate irrational consumer behavior. Because the Internet lowers search 

costs, one would assume that as a result, consumers are searching more online (Brynjolfsson and 

Smith 2000). However, as Johnson et al. (2004) show, consumers’ searching on the Internet is 

relatively limited. The authors compare searches on competing e-commerce sites for three 

different product categories. On average, households only visit 1.2 book sites, 1.3 CD sites, and 

1.8 travel sites during one month, reflecting very low levels of searching over all categories. 

Households with higher shopping activity tend to visit more sites, however, experience does not 

seem to increase the number of sites visited. There are no time-varying effects for books and 

CDs. Because travel constitutes a high-expenditure product, one would expect that experience 

might lead to more searching, but instead, search propensity slightly decreases over time. Such 

limited searching cannot be explained by efficient markets, as prices across these categories are 

significantly dispersed (Clemons, Hann, and Hitt 2002). Price observations for books and CDs 

from a similar study reveal that Internet retailer prices vary, on average, by 33% for books and 

25% for CDs (Brynjolfsson and Smith 2000). Price differences are also apparent when comparing 

online and offline channels, as the authors find that prices on the Internet are 9-16% lower than 

prices in conventional stores (Brynjolfsson and Smith 2000). Although not explicitly mentioned 

in these studies, a likely explanation for too little searching is overconfidence. Consumers might 

overestimate the precision of their own information regarding prices and thereby underestimate 

the differences that might exist across different e-commerce sites, across online and offline 

channels, or over time. As a result, overconfident consumers tend to search too little. 

3.3.3. Place & Non-standard Decision-Making 

In a study on in-store marketing, Hui et al. (2013) analyze in-store travel distance and find that it 

affects unplanned spending. More specifically, they show how two different shopper marketing 

strategies – product category relocation and mobile coupons – can be used to increase in-store 

travel distance and thereby unplanned spending, as consumers are exposed to more in-store 

stimuli. Using simulations, they suggest that the relocation of three product categories (i.e., a 

form of physical framing) can increase unplanned spending by 7.2%. However, promoting three 

product categories via mobile coupons may increase unplanned spending by as much as 16.1% 

compared with the benchmark strategy of relocating product categories. As the two strategies are 

not mutually exclusive, the authors propose that both can be used simultaneously. The 
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effectiveness of increasing travel distance through mobile coupons, and thereby increasing 

unplanned spending, is also confirmed by a follow-up field experiment. Here, the authors 

manipulate the proximity of the couponed category to the planned path (near vs. far), and they 

also manipulate the coupon amount. Again, the idea is that a coupon for an unplanned category 

that is farther away exposes the consumer to more in-store stimuli and thereby might lead to more 

unplanned buying. These predictions were confirmed, as the average amount in the far coupon 

group was much higher ($21.29) than in the near coupon group ($13.83). These results indicate 

that manipulations of the in-store travel distance clearly influence consumer behavior. One would 

expect rational agents not to deviate from their planned purchase behavior, regardless of the path 

they take in the store. However, as the study showed, the indirect manipulation of in-store travel 

distance led to more unplanned buying. 

Whereas the previous study dealt with framing in a conventional store setting, the following 

study by Diehl (2005) shows how framing can have an effect on consumer behavior in the 

context of searching in online shopping. Whereas online environments are often assumed to offer 

lower search costs and the advantage of screening and sorting products (e.g., Alba et al. 1997), 

Diehl's (2005) study shows that the combination of orderings with lower search costs or more 

recommendations can lead to lower choice quality in terms of lower average quality of 

considered options and more attention to mediocre rather than better options from the considered 

set. Typically, screening tools in e-commerce sort through many options and recommend to 

consumers a list of products that fit a consumer’s utility function best, ordered from best to worst. 

Because the best options are already listed at the top, additional search is unlikely to expose 

consumers to better options, as opposed to unordered environments. Thus, more searching in 

ordered environments exposes consumers to a lower average quality of inspected options, which 

can tempt consumers to choose lower-quality options. This aspect limits the benefits of ordered 

environments. Counterintuitively, this tendency to make lower quality choices is amplified if 

search costs are low and consumers are very motivated to be accurate in their searches, as they 

are encouraged to consider a broader range of products. That study shows – though doing so is 

not its main goal – how the framing of products in an online setting, realized through the ordering 

of products, can influence consumer choice. The presentation of the seemingly best option 

according to the utility function at the top of an ordered environment results in worse choices. For 

a similar study analyzing product search with recommendations, see also Dellaert and Häubl 

(2012). 
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Another question that arises when considering search in an online setting is how Internet 

browsing behavior differs between different online channels, i.e., personal computers and mobile 

phones. Ghose, Goldfarb, and Han (2013) empirically analyze search costs and geographic 

proximity (i.e., distance to store) on the mobile Internet vs. the PC-based Internet. They use rank 

as a measure of search cost, as consumers exhibit more cognitive and potentially physical effort 

when scrolling down a long list. Higher ranking effects suggest that it is more valuable to be 

ranked at the top. They expect ranking effects to be higher on mobile phones due to the 

comparably higher amount of scrolling down required on a small screen. In addition, because it is 

easier for mobile than PC users to go to nearby stores, the authors assume geographic proximity 

to be more important on a mobile phone. These predictions are confirmed using data from a 

South Korean microblogging website. First, the negative relationship between the rank and 

clicking on a post is larger for mobile phones. Moving one position upwards in the ranks leads to 

a 25% increase in the probability of clicking on that post for PC users and an increase of 37% for 

mobile users. Thus, the study shows that ranking effects are higher on the mobile Internet. 

Second, in terms of distance effects, preferences for geographically proximate brand stores are 

higher for mobile users. A one-mile decrease in distance between a user and a brand leads to an 

increase in the probability of clicking on that brand post of 12% for PC users and 23% for mobile 

users, showing that distance is more important for mobile users. Overall, the study shows how the 

framing of the search situation through different devices can influence consumer behavior, 

assuming that the same information is available across devices. In this context, framing is 

accomplished by the different devices used for product search – mobile vs. PC. More specifically, 

this study shows how, when framed through a certain device, attention is focused on different 

aspects of the options. One would expect rational consumers not to differ in their choices simply 

because different distribution channels are being used. However, the study showed how different 

channels led to differences in clicking behavior.  

In this section, we have analyzed how framing can lead to non-standard decision-making. Next, 

we consider social pressure, more specifically social contagion and how it affects consumer 

behavior. Gardete (2015) studies social effects in the in-flight marketplace. This distribution 

channel is particularly suitable for the analysis of social effects, as the seating arrangements 

provide useful information on which passengers’ activities can be seen by other passengers and 

because all purchases on the entertainment system are recorded with a time stamp. The results 

show that the purchase probability for a media item increases, on average, by 30% if a lateral 
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neighbor (i.e., a neighbor next to the passenger in the same row) makes a purchase. The patterns 

that are revealed in the analyses cannot be sufficiently explained by classical social influence 

theories. For example, the author finds cross-category effects, which means that a purchase by a 

consumer in one category might have a negative influence on the neighbor’s purchase probability 

in a different category. We would expect rational consumers not to be influenced by the 

purchases of their neighbors at all. Thus, it can be assumed that the participants in this study were 

acting irrationally, as their purchase probability increased through social effects.  

Finally, we discuss another example of social contagion, but this one occurs in a conventional 

retail context. Argo, Dahl, and Morales (2008) analyze how social influence in the context of 

touching and contamination of products by attractive consumers can impact other consumers. 

Physical touch in a retail setting is a paradox. On the one hand, touch helps consumers to inform 

themselves about the product and to make better purchase decisions. On the other hand, they 

dislike others touching the products they want to buy, as they feel that this contaminates the 

products. However, using experiments, this study shows that there are certain conditions under 

which the touch of others can have positive outcomes, so-called positive consumer contagion. 

The authors show that consumers prefer products that have been previously touched by highly 

attractive others. For example, when male consumers believed that a highly attractive female had 

touched a product (i.e., had tried on a piece of apparel), their product evaluations improved. 

However, the same was not true for female consumers when other attractive females had touched 

the product. As the second experiment shows, the effect of attractiveness level on consumer 

contagion outcomes is moderated by sex. Thus, positive contagion outcomes were only realized 

when the opposite sex performed the touch. As in the previous example, it can be assumed that 

consumers act irrationally in this context, as their product evaluations should not be influenced by 

the previous touch of other individuals. As the products are not diminished in terms of quality or 

in any other way that would reduce their value, it is not rational to adapt product evaluations 

simply based on the occurrence of touch by other individuals.  

3.4. Promotion 

3.4.1. Promotion & Non-Standard Preferences 

Consumers often employ self-control to avoid hedonic temptations. However, consumers 

sometimes force themselves to indulge. Kivetz and Simonson (2002) study self-control in 

sweepstakes and lotteries – a popular example of “true” nonprice promotions (Gedenk, Neslin, 
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and Ailawadi 2006). Consumers still pay the full price for a good or a service, but they also 

obtain the opportunity to win something. Kivetz and Simonson (2002) show, in an experiment 

with a between-subjects design and real choices, that the likelihood of pre-committing to 

indulgence (i.e., the choice of a hedonic luxury over cash) is enhanced when the consequences of 

the decision will be realized farther in the future. In particular, female respondents have a higher 

preference for a hedonic prize with a value of $80 (described as “a luxurious one-hour facial 

cosmetic treatment or a one-hour pampering massage”) over $85 in cash if the lottery drawing 

takes place in 14 weeks compared to 1 week. Hence, time-preferences are inconsistent and cannot 

be explained using the standard model because the preference order should not change given 

different time horizons. In the case of the longer time delay, Kivetz and Simonson (2002) explain 

this effect with lower concreteness and psychological costs. An additional interesting finding, 

which is also inconsistent with the standard model, is that some respondents choose the hedonic 

luxury ($80) over the cash prize with a higher value ($85). A rational decision-maker would 

always pick the cash prize and then purchase the specific hedonic luxury with a positive residual 

amount (given that the willingness to pay is high enough). 

Regarding reference dependence, Kivetz (2003) relates the utility function of prospect theory to 

the (risky) choice of rewards in the context of frequency (or loyalty) programs. By manipulating 

whether effort is required to be eligible for the reward, Kivetz (2003) shows that the presence of 

effort shifts the reference point such that consumers require some form of definite compensation 

and prefer a sure-small reward (1,000 miles in a frequent-flyer program) vs. a larger-uncertain 

(risky) reward (1/50 chance to win 50,000 miles). Additionally, the author shows that intrinsic 

motivation acts as a moderator in this relationship and attenuates the effect of effort on risk 

preferences. Kalra and Shi (2010), on the other hand, use cumulative prospect theory, modeling 

the reference dependence of the value function, loss aversion, and non-linear probability 

weighting, to find a value-maximizing optimal reward structure for sweepstakes. The reference 

dependent value function, in particular, allows distinguishing the behavior of different types 

(high-brand- and low-brand-valuation) of consumers. For the latter, the reference point will be 

higher, as those consumers require compensation for switching costs. Kalra and Shi (2010) 

empirically validated their hypotheses that the value-maximizing reward structure of the 

sweepstake will depend on the type of consumer and their risk-aversion or risk-neutrality in gain 

domains. In particular, they show that high-brand-valuation risk-neutral consumers have a greater 

likelihood of choosing “winner-takes-all grand prize only” types of sweepstakes, while risk-
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averse consumers prefer sweepstakes with more than one prize. In contrast, low-brand-valuation 

consumers prefer sweepstakes of one grand or multiple larger prizes bundled with many small 

prizes. Because the utility in the standard model depends on the overall wealth level, the observed 

shifts in risk preferences in both Kivetz (2003) and Kalra and Shi (2010) cannot be explained by 

effort and switching costs. 

In the case of campaigns for donations, social preferences are important in the context of 

advertising. Sudhir, Roy, and Cherian (2016) run a large-scale field experiment with 

approximately 185,000 prospective new donors and investigate how the content and framing of 

information in mail advertisements affects donation choices and amounts for a specific program 

in India (“Support a Gran,” which supports elderly destitute women). Note that under the 

standard model, no reaction to the advertisements should be expected. The authors have 12 

experimental treatments (plus a control group) with four factors: (1) whether the victim is 

identified or not, (2) whether the victim belongs to the same religion as the donor (Hindu or 

Christian), (3) whether the situation of the victim is described as a loss or not, and (4) whether the 

yearly donation is framed as a daily or monthly amount. Whereas the last factor is a clear framing 

effect, the first three factors are closely related to nonstandard preferences. Sudhir, Roy, and 

Cherian (2016) hypothesize that evoking sympathy leads to prosocial behavior and “more giving” 

because of a reference-dependent sympathy bias. Although the donation rate is quite low in 

general (approximately 0.2%), the results show that all four factors indeed have positive and 

significant main effects, leading to a higher probability of donation and (conditional on donation) 

higher donation amounts. Hence, this empirical evidence is interesting because it shows not only 

that social preferences exist (i.e., donation rate > 0%) but also that simple communicative 

elements of an advertisement can moderate the results because of reference dependence and 

framing. Another study related to social preferences, that of Dubé, Luo, and Fang (2017), 

investigates prosocial behavior in the context of direct marketing and specifically the interplay of 

discounts (price-promotions) and donations as nonprice-promotions. In a large-scale field 

experiment, the authors manipulate the discounts and donation levels of SMS coupons for a 

movie and send the coupons to the mobile phones of subscribers who live close to a theater. The 

experiment reveals several interesting effects: (1) When there is no price discount, redemption 

rates are positive if the amount of the donation is greater than zero, i.e., social preferences exist. 

(2) If donations are zero, the redemption rates strictly increase in discount depth, which is 

consistent with standard economic theory. (3) However, if both promotional instruments 
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(discounts and donations) are combined, the results are mixed. High donations do not work well 

together with deep discounts, implying a negative interaction effect. Dubé, Luo, and Fang (2017) 

explain these results with a self-signaling effect: consumers update their own beliefs about 

themselves, and price discounts crowd out the self-inference of altruism (Benabou and Tirole 

2006). 

Lim and Chen (2014) investigate the role of social preferences in sales force incentives, which 

subsequently lead to better face-to-face communication with the customer. As rational agents 

only include their own payoffs in the utility, following the standard model assumptions – i.e., 

individual incentives for the sales force personnel – should be most efficient. In contrast, Lim and 

Chen (2014) find that in certain situations, e.g., in the case of strong social ties among the (two) 

group members, group incentives can be more effective. Notably, this is the case if the payment 

scheme puts less focus on the contribution of each teammate and if group members cannot 

accurately observe the amount of effort of other group members. Lim and Chen (2014) further 

show that a behavioral model with the utility function, including the payoffs of the group 

members, better predicts the observed dynamics compared with the standard model. 

3.4.2. Promotion & Non-standard Beliefs 

Concerning non-standard beliefs, optimism biases might lead to higher efficiency of a 

promotional instrument that has an element of uncertainty, such as sweepstakes or delayed 

promotion (e.g., mail-in rebates). For example, Goldsmith and Amir (2010) provide experimental 

and field evidence that sweepstakes, which offer an unknown probability of receiving a more 

valued or inferior product (with a not-too-large value variance), can have comparable efficiency 

(in terms of purchase likelihood) to that of sweepstakes with a certain reward of only the valued 

product and are more efficient than sweepstakes that offer the inferior product as a reward. The 

authors suggest, and show through an experiment, that this advantage is due to consumers acting 

as if they expect to receive the best possible outcome, i.e., they are overoptimistic about their 

chances. Further, overconfidence might come into play in the context of delayed promotions 

(e.g., mail-in rebates), resulting in redemption “slippage” (failure to redeem). In particular, 

Soman (1998) finds that, while keeping the face value of the discount of the mail-in rebate 

constant, the amount of effort does not affect the purchase likelihood when there is a delay 

between purchase and redemption. At the same time, the purchase likelihood of the promoted 

brand is higher when there is such a delay. The author suggests that this behavior can be 
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explained by overconfident consumers who underestimate the amount of effort required. 

Therefore, a mail-in rebate that is potentially unappealing to a rational decision-maker might 

seem appealing to the (irrational) overconfident consumer. Gourville and Soman (2011) further 

suggest that the strength of one’s intrinsic motivation acts as a moderator of this relationship.  

Narayanan and Manchanda (2012) study the casino gambling behavior of individuals using real 

behavioral data (revealed preferences) from a leading casino company in the US. The authors 

focus on gambling addictions as well as belief-based biases, such as the gambler’s fallacy and the 

hot hand myth. Such biases can be empirically identified because the data has a panel structure, 

where each consumer decision (playing and the amount of the bet) is observed multiple times. In 

addition to demographic variables, the data also include the marketing activities of the casino 

company that can be related to the customers’ gambling behavior. These targeted promotional 

efforts (so-called “comps”) aim at increasing the duration of play and the amount bet once a 

consumer has begun to play; and they are set based on the past behavior of the player. Narayanan 

and Manchanda (2012) find a negative (positive) effect of last wins (losses) on current betting 

behavior, which is consistent with the gambler’s fallacy (i.e., based on the standard model, the 

past results of a random event should not have an effect on current behavior). Furthermore, males 

and Hispanics display stronger evidence of the gambler’s fallacy. The casino’s marketing 

activities have a positive effect on the probability of playing and the amount bet. Comparing the 

elasticities of effects, it can be shown that the elasticity of last losses is approximately the same 

as the elasticity of comps, implying that the effect of the gambler’s fallacy is equivalent to the 

effect of targeted marketing in the casino industry. Also note that comps have an intertemporal 

effect because of the gambler’s fallacy. 

3.4.3. Promotion & Non-Standard Decision-Making 

Keeping the face value of the discount offered by the promotion constant, Cheema and Patrick 

(2008) provide evidence, from both hypothetical and field experiments, that framing the time 

window as expansive (anytime) vs. restrictive (only) affects the evaluation of the promotion by 

consumers and interacts with their mind-set (deliberative vs. implemental). In particular, while 

the time window is the same in the experimental conditions, the way it is communicated differs: 

either the redemption is possible any time between 12:00 and 4:00 pm (expansive frame) or only 

between 12:00 and 4:00 pm (restrictive frame). The results suggest that respondents with an 

implemental mind-set, who focus on the feasibility of the offer, prefer and have higher 
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redemption rates for the expansively framed promotions, while the opposite is true for 

respondents with a deliberative mind-set, who evaluate the offer on a more abstract level. Note 

that under standard rationality assumptions, there should be no difference in the redemption rates 

because there is no difference in the time frames.  

Chakravarti and Xie (2006) also provide evidence of framing effects in the context of advertising 

by comparing the efficiency of comparative (direct and indirect) and non-comparative advertising 

in markets with competing technological standards. In such markets, the purchase decision is, in 

fact, more complex due to the higher uncertainty regarding which standard will prevail and the 

potential costs related to ending up with the standard that eventually loses. The authors provide 

empirical evidence that in the case of standard competition, comparative advertising, which 

communicates relative vs. absolute information, results in a higher choice likelihood of the 

advertised brand (44-69% choice share) than does non-comparative advertising (19%). At the 

same time, direct comparative advertising (in which a particular competitor brand is mentioned) 

proves to be more efficient than indirect (69% vs. 44% choice share), as it provides a specific 

reference point for consumers. The same attribute information is communicated in all three 

advertising formats; therefore, based on standard rationality assumptions, there should not be 

such discrepancy in the choice shares.  

Regarding limited attention, Zhang, Wedel, and Pieters (2009) study how the characteristics of 

feature advertisements (e.g., size, location on the page) affect sales and the mediating role of 

attention in these relationships. In particular, they match attention (eye-tracking) data (collected 

in a lab) for feature ads used by top supermarket retailers in the Netherlands with the retracted 

design characteristics of these feature ads and actual sales data from the GfK panel. Using a 

Bayesian model, which accounts for the mediating role of attention and the potential endogeneity 

of the key variables, they find that attention to feature ads, measured by gaze duration, results in 

higher sales above the effect of the mere presence of the feature ad. Further, they find support for 

the mediating effect of attention on the effects of feature characteristics on sales. One interesting 

finding is that a cluttered display page reduces the efficiency of feature advertisements and their 

ability to generate sales.  

Related to persuasion in advertising, Cowley (2006) analyzes how consumers react to wildly 

exaggerated claims for products or services. In a lab experiment, respondents saw different print 

advertisements for three different products/services (Harbor Bistro, Alternative Bar, City Cruise 
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line). The ads differ in their levels of exaggeration (fact, low puffery, high puffery). For example, 

the Harbor Bistro ad claimed that the bistro was “the very best bistro in Sydney” (low puffery), 

“the ultimate dining experience” (high puffery), or simply made the factual claim of offering 

“dining with a harbor view.” The results show that although consumers can identify exaggerated 

claims as less credible than factual claims, their brand evaluations are inflated after exposure to 

exaggerated claims. Persuasion bias can explain this outcome. In the standard model, on the other 

hand, consumers should take into account that the information provider has an incentive to “over-

sell” their product/service, and thus brand valuation should not vary across experimental 

conditions. In a similar vein, Cox and Cox (2001) analyze the persuasive effect of advertising for 

early-detection products (e.g., mammograms). In particular, they examine the effect of alternative 

approaches to communication (statistical facts vs. anecdotes) and the framing (gain/loss) of the 

consequences of early-detection behavior. The results of an experiment show that anecdotal 

messages have an interaction effect with framing: Loss-framed anecdotal advertisements have a 

higher perceived informational value and lead to a greater perceived likelihood of having a 

mammogram after seeing the ad. However, this interaction effect is not present for statistical 

information. Therefore, this study shows that advertising might lead to a persuasion bias, but only 

if the content is anecdotal and gain/loss-framed. 

4. Managerial Implications & Avenues for Future Research 

As the previous section shows, there are numerous biases that affect consumer behavior across 

marketing instruments. Understanding these behavioral effects offers marketing practitioners 

many opportunities to increase profits by designing their marketing strategies accordingly. 

Indeed, many companies are already taking advantage of their customers’ predictably irrational 

behavior. For instance, regarding product, firms are integrating consumers’ social preferences 

into their product strategy. Fair trade labels (e.g., for coffee) are a case in point; there is ample 

empirical evidence from surveys that consumers are willing to pay more for socially responsible 

products. Next, regarding price, firms benefit by framing price information. For example, 

consumers perceive tensile claims (e.g., savings of __% and more) to offer lower savings than 

other non-tensile (objective) claims (e.g., savings given as a coupon), as the low end of the price 

promotion is highlighted in tensile claims. Moreover, regarding place, firms already optimize 

their store layouts and displays (i.e., a physical form of framing) such that in-store travel distance, 

and hence unplanned spending, is increased. Finally, regarding promotion, we observe that firms 

capitalize on consumers’ presumed overconfidence. Many firms are using sweepstakes that have 
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an unknown probability of receiving a more valued or inferior product (with a not-too-large value 

variance), which have comparable efficiency (in terms of purchase likelihood) because 

consumers act as if they expect to receive the best possible outcome. 

Having presented examples of how firms already make use of their consumers’ irrational 

behavior, the question arises whether companies could benefit even more from focusing on 

behavioral effects or whether they already sufficiently incorporate such effects into their 

marketing strategies. A first point to consider is that while firms already exploit several 

opportunities that follow from non-standard preferences, beliefs, and decision-making in their 

marketing strategies, such as reference dependence or framing, there might be other biases that 

are difficult to observe (e.g., overconfidence) that firms might not have fully exploited yet. Thus, 

additional attention to underrepresented biases would offer marketing managers more 

opportunities to influence consumer behavior. 

In particular, among the three classes of deviations from the standard economic model, we find 

that much research in marketing addresses consumers’ preferences as well as their decision-

making, while much less attention has been devoted to studying their beliefs. For example, there 

is extensive research on reference-dependent preferences (e.g., reference price theory) and 

framing (especially in promotion research), while the marketing research on the impact of belief-

based biases, such as overconfidence or projection bias, is still rather scarce. With respect to the 

marketing instruments, we observe that numerous studies documenting behavioral biases in 

marketing address issues mainly related to product, price, and promotion. Studies focusing on 

place are rather scarce. One explanation for this observation is that issues around place often do 

not explicitly refer to the established terminology of behavioral economics. However, based on 

our literature search, it also appears that fewer studies are analyzing place. 

In addition to the implications we draw from our review, current and future developments will 

influence firms’ understanding of behavioral biases and the ways in which firms can influence 

consumer behavior. First, the boundaries between online and offline shopping are increasingly 

blurring (Brynjolfsson, Hu, and Rahman 2013). The ability to track (potential) buyers across 

channels allows sellers to draw a much more holistic picture of their customers. As a 

consequence, firms can develop much more sophisticated and targeted methods that account for 

behavioral biases and use these to influence consumer behavior. For example, firms could target 

consumers at times where they are most resource-depleted or when they are in close proximity to 
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stores to increase unplanned buying. In terms of product offerings, the study of the endowment 

effect for different touch interfaces showed how important it is that firms create their websites in 

a mobile-friendly way so that consumers are affected by the endowment effect via the 

combination of touch and product visualizations, in almost the same way as they are affected in 

physical stores. Relatedly, online channels enable firms to exploit context and framing effects 

with less effort because websites can be easily adapted and changed for each customer, and 

native advertising in mobile search can lead to persuasion. Context effects are of particular 

interest for new online services, such as music and movie streaming services or offline/online 

channels for publishing journals. Firms need to understand how behavioral biases work given that 

many new products and services, which are sold on- and offline, are increasingly complex and 

difficult for consumers to evaluate. 

Second, the emergence and increasing interaction of consumers with new technologies have the 

potential to moderate behavioral biases. Marketing managers need to react to these developments 

but can also actively employ these technologies to track and influence consumer behavior. While 

some digital offers are already likely to affect the way behavioral biases are playing out today, 

other technologies are still in an early stage of development but are likely to affect behavior in the 

near future. For instance, with the help of technologies such as RFID or Bluetooth Beacons, 

consumer behavior can be tracked and immediate action can be taken to influence the in-store 

behavior of consumers. Using these technologies, retailers can offer mobile coupons based on the 

in-store location of their customers or current products in the customer’s shopping basket, both of 

which can increase the path traveled in-store to expose consumers to more in-store stimuli that 

may lead to more unplanned buying. In addition, video screens with real-time messages and 

electronic shelves can be used to interact with customers and potentially influence their behavior 

(Dukes and Liu 2010). 

Amazon’s delivery service “Prime Now” is another example. “Prime Now” offers delivery within 

the next (couple of) hour(s). Thus, consumers are not restricted to shopping hours and do not 

have to wait for deliveries for (at best) one day; instead, they can immediately satisfy their needs, 

which is very likely to induce consumers to engage in more impulse buying.  

Yet another example is augmented reality – a technology that already exists but is not yet used to 

its fullest potential. Using augmented reality in online shopping can help consumers imagine 

items such as furniture in their actual apartments, which could influence behavior via biases such 
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as the endowment effect. Finally, in the foreseeable future, additional distribution channels will 

develop, for which consumers’ behavior needs to be assessed. For example, cars may potentially 

develop into a new channel, as autonomous driving will allow new activities to be performed 

inside the car while traveling. 

Third, the increasing share of digitally mediated sales enables sellers to collect massive amounts 

of high-quality data (i.e., disaggregated across individuals and time) about their customers’ 

behavior and to track direct responses to their marketing measures. These data enable firms to 

better understand their customers, to detect their behavioral biases and to eventually capitalize on 

them. Digital markets may also give rise to new behavioral biases because most of the “classical” 

biases were first discovered and studied long before the age of the Internet. For example, research 

suggests that consumers are developing lower rates of information recall because Google offers 

an external memory (Sparrow, Liu, and Wegner 2011). 

The interplay of online-offline convergence, new technologies, and data allows marketing 

managers to individualize the targeting of (potential) customers. Marketing managers are able to 

offer personalized products, to engage in personalized pricing (e.g., dynamic pricing), to 

customize digital interfaces (e.g., adaptive websites) and to individually communicate promotions 

to their customers. As a result, firms can learn about the heterogeneity of behavioral biases in 

their customer bases and can adapt their marketing mix on the customer’s level accordingly. 

However, as much as firms may benefit from exploiting behavioral biases, such a strategy may 

also backfire. First, consumers may become aware of firms’ practices and turn away from a brand 

if they feel outsmarted. In addition, regulators and consumer protection agencies are likely to 

interfere if firms are unwilling to commit to staying within reasonable boundaries. Therefore, to 

prevent being externally regulated, marketers should consider setting internal boundaries within 

which they want to conduct business. 

Avenues for future research can be divided into methodological issues and research questions. 

First, in terms of methodology, the increased use of online and mobile channels offers researchers 

the possibility to more easily obtain detailed field data and to conduct field experiments, 

particularly in marketing (Lambrecht and Tucker 2015). Researchers should use these methods to 

replicate and to extend behavioral effects in the marketing literature. Regarding field 

experiments, it would be interesting to study behavioral biases with real consumers instead of 
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convenience samples, such as student samples. Furthermore, field experiments across multiple 

countries, industries, and domains are of particular interest to enhance the generalizability of such 

studies because specific behavioral biases are most likely heterogeneous along these dimensions. 

Also related to methodological aspects are structural models and advances in experimental 

designs that explicitly allow for behavioral biases (see e.g., Dubé, Hitsch, and Jindal 2014). Such 

efforts would also be highly valuable for future research. 

Second, with regard to unexplored research questions, our review of papers dealing with non-

standard preferences, beliefs, and decision-making in the marketing literature indicates that some 

biases are not as thoroughly addressed as others. Specifically, belief-based biases such as 

overconfidence are not addressed as often as other biases. Yet, this class of deviations from the 

standard economic model has been shown to be important in other business disciplines such as 

finance (e.g., Glaser, Nöth, and Weber 2004). Therefore, belief-based biases merit future research 

in the marketing domain. Likewise, looking at the elements of the marketing mix, existing 

research focuses more on product, price, and promotion than on place. In the face of the 

developments and technological advancements discussed above, the convergence of the online 

and offline channels, as well as behavioral biases related to place, appear to be particularly 

promising areas for future research. Emerging technologies such as augmented reality are likely 

to have an effect on existing behavioral biases, and in addition, might cause new forms of 

irrational behavior. More generally, the existence and persistence of biases across all elements of 

the marketing mix need to be re-evaluated in light of new technologies. 

Additionally, questions concerning the existence of biases in competitive environments are 

currently neglected. Neoclassical economists often claim that behavioral biases must be irrelevant 

because they cannot survive in competitive markets. However, behavioral economists argue that 

some biases may not only survive competition but may even be reinforced by it. And because 

most markets are competitive, we believe that the behavioral biases discussed in the marketing 

literature also persist. Nevertheless, we do not yet know much about the actual consequences of 

non-standard behavioral patterns in the context of competitive environments. 
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5. Conclusion 

In this paper, we aimed to bring together research from behavioral economics and marketing. We 

reviewed previous marketing research documenting behavior that deviates from neoclassical 

predictions and mapped the findings onto a structure that involves elements from both economics 

and marketing. In this way, we provide examples of each group of biases (i.e., non-standard 

preferences, non-standard beliefs, and non-standard decision-making) from empirical marketing 

research, from both the field and the lab. From these examples, we derive implications for 

marketing research and practice.  

This paper caters to marketing researchers and behavioral economists alike. We contribute to the 

respective research domains by introducing marketing researchers to the terminology employed 

in the field of behavioral economics and thereby help them to better navigate the extensive list of 

documented biases in this field. As for the field of behavioral economics, we provide scholars 

with easy access to the rich marketing literature containing applied empirical research. More 

generally, researchers may benefit from this review by pursuing the proposed avenues for future 

research. Likewise, marketers and practitioners can benefit from the derived implications.  

The combination of economics and psychology is not only what is known as behavioral 

economics, economics and psychology are also the two most influential disciplines underlying 

marketing (Ho, Lim, and Camerer 2006). Therefore, many studies from marketing research 

explicitly draw on theories and models of behavioral economics or are concerned with research 

questions that could be analyzed through the lens of behavioral economics, although this is not 

always particularly apparent. We illustrate this by mapping and discussing papers from marketing 

research that study behavioral biases onto a combined structure from behavioral economics (i.e., 

DellaVigna 2009) and marketing (the four marketing instruments). We find that for product, 

price, and promotion, the connection to behavioral economics is often very explicit, while the 

commonalities regarding place are much less salient. As for the three classes of deviations from 

the standard economic model (i.e., non-standard preferences, beliefs, and decision-making), we 

find that much research in marketing addresses consumers’ preferences as well as their decision-

making, while much less attention has been devoted to studying their beliefs. 

Regarding managerial implications, we observe several similarities across all marketing 

instruments. First, it can be established that many firms are aware and already take advantage of 

many of the behavioral biases discussed in this paper. However, current and future developments 
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will influence the firms’ understanding of behavioral biases and the way in which firms can 

influence consumer behavior. The boundaries between online and offline shopping are 

increasingly blurring, enabling firms to track their (potential) buyers across channels and thus to 

draw a much more holistic picture of their behavior. Consequently, firms seeking to influence 

consumer behavior can develop much more sophisticated and targeted methods that account for 

behavioral biases. 

Moreover, digital technologies are driving new developments that affect consumer behavior. 

Firms will need to assess how behavioral biases change in the face of these new developments 

and how the marketing mix needs to be adapted accordingly. We find examples across all 

marketing instruments: from new products and services emerging through digital technologies, to 

increasingly prevalent forms of pricing such as dynamic pricing, to changes in distribution due to 

the increased use of online channels and non-stationary devices such as mobile phones, to a shift 

in communication from traditional marketing channels such as TV to digital channels. An 

advantage of the increasing share of digitally mediated sales is that it enables sellers to collect 

massive amounts of high-quality data about their customers’ behavior, which lets them track 

direct response to their marketing measures. 

Taken together, the interplay of online-offline convergence, new technologies, and data allows 

marketing managers to individualize the targeting of (potential) customers. Consequently, firms 

can learn about the heterogeneity of behavioral biases in their customer base and can adapt their 

marketing mix to the customer’s level accordingly. 

Avenues for future research can be found both for methodological issues and research questions. 

In terms of methodology, the increased use of online and mobile channels offers researchers the 

opportunity to obtain detailed field data more easily and to conduct field experiments. With 

regard to unexplored research questions, belief-based biases such as overconfidence are not 

addressed as often as other biases and thereby merit future research. Likewise, looking at the 

instruments of the marketing mix, place is relatively unexplored. In the face of the developments 

and technological advancements discussed above, particularly the convergence of the online and 

offline channels, behavioral biases related to place appear to be a promising area for future 

research. Furthermore, emerging technologies such as augmented reality are likely to have an 

effect on existing behavioral biases and, in addition, might cause new forms of irrational 

behavior. Additionally, questions concerning the existence of biases in competitive environments 
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are currently neglected, leaving room for studying behavioral biases in the context of competitive 

environments. 

We must also acknowledge some limitations. Because we focus on prime examples of the 

different “bias – marketing instrument” combinations, this review does not present a complete 

overview of the behavioral biases studied in marketing. Consequently, we cannot quantitatively 

determine the relative importance of the different biases for the four marketing instruments but 

can only provide a qualitative assessment of this relationship. Nevertheless, we believe that this 

review offers a valid picture of the behavioral biases discussed in the marketing literature. 

  



42 

References 

Acland, Dan and Matthew R. Levy (2015), “Naiveté, Projection Bias, and Habit Formation in Gym 
Attendance,” Management Science, 61 (1), 146–60. 

Alba, Joseph, John Lynch Jr., Barton Weitz, Chris Janiszewski, Richard Lutz, Alan Sawyer, and Stacy 

Wood (1997), “Interactive Home Shopping: Consumer, Retailer, and Manufacturer Incentives to 
Participate in Electronic Marketplaces,” Journal of Marketing, 61 (3), 38–53. 

Allais, Maurice (1953), “Le Comportement de l'Homme Rationnel devant le Risque: Critique des 
Postulats et Axiomes de l'Ecole Americaine,” Econometrica, 21 (4), 503–46. 

Argo, Jennifer J., Darren W. Dahl, and Andrea C. Morales (2008), “Positive Consumer Contagion: 

Responses to Attractive Others in a Retail Context,” Journal of Marketing Research, 45 (4), 690–701. 

Barberis, N. and Richard Thaler (2003), “A Survey of Behavioral Finance,” Handbook of the Economics 

of Finance, 1 (1053-1128). 

Bell, David R. and James M. Lattin (2000), “Looking for Loss Aversion in Scanner Panel Data: The 
Confounding Effect of PriceResponse Heterogeneity,” Marketing Science, 19 (2), 185–200. 

Benabou, Roland and Jean Tirole (2006), “Belief in a Just World and Redistributive Politics,” Quarterly 

Journal of Economics, 121 (2), 699–746. 

Brasel, S. A. and James Gips (2014), “Tablets, touchscreens, and touchpads. How varying touch interfaces 
trigger psychological ownership and endowment,” Journal of Consumer Psychology, 24 (2), 226–33. 

Bronnenberg, Bart J. and Wilfried R. Vanhonacker (1996), “Limited Choice Sets, Local Price Response 
and Implied Measures of Price Competition,” Journal of Marketing Research, 33 (2), 163–73. 

Brynjolfsson, Erik, Yu J. Hu, and Mohammad S. Rahman (2013), “Competing in the Age of Omnichannel 
Retailing,” MIT Sloan Management Review, 54 (4), 1–7. 

——— and Michael D. Smith (2000), “Frictionless Commerce? A Comparison of Internet and 
Conventional Retailers,” Management Science, 46 (4), 563–85. 

Busse, Meghan R., Devin G. Pope, Jaren C. Pope, and Jorge Silva-Risso (2012), Projection Bias in the 

Car and Housing Markets. Cambridge, MA: National Bureau of Economic Research. 

———, ———, ———, and ——— (2015), “The Psychological Effect of Weather on Car Purchases,” 
Quarterly Journal of Economics, 130 (1), 371–414. 

Camerer, Colin and Richard H. Thaler (1995), “Anomalies: Ultimatums, Dictators and Manners,” The 

Journal of Economic Perspectives, 9 (2), 209–19. 

Campbell, Margaret C. (1999), “Perceptions of Price Unfairness: Antecedents and Consequences,” 
Journal of Marketing Research, 36 (2), 187–99. 

Chakravarti, Amitav and Jinhong Xie (2006), “The Impact of Standards Competition on Consumers: 
Effectiveness of Product Information and Advertising Formats,” Journal of Marketing Research, 43 (2), 

224–36. 

Cheema, Amar and Vanessa M. Patrick (2008), “Anytime versus Only: Mind-Sets Moderate the Effect of 

Expansive versus Restrictive Frames on Promotion Evaluation,” Journal of Marketing Research, 45 (4), 

462–72. 

Clemons, Eric K., Il-Horn Hann, and Lorin M. Hitt (2002), “Price Dispersion and Differentiation in 

Online Travel: An Empirical Investigation,” Management Science, 48 (4), 534–49. 

Conlin, Michael, Ted O'Donoghue, and Timothy J. Vogelsang (2007), “Projection Bias in Catalog 

Orders,” American Economic Review, 97 (4), 1217–49. 

Cowley, Elizabeth (2006), “Processing exaggerated advertising claims,” Journal of Business Research, 59 

(6), 728–34. 



43 

Cox, Anthony D. and Dena Cox (1990), “Competing on Price: The Role of Retail Price Advertisements in 

Shaping Store-Price Image.,” Journal of Retailing, 66 (4), 428–45. 

Cox, Dena and Anthony D. Cox (2001), “Communicating the Consequences of Early Detection: The Role 
of Evidence and Framing,” Journal of Marketing, 65 (3), 91–103. 

Dellaert, Benedict G. and Gerald Häubl (2012), “Searching in Choice Mode: Consumer Decision 
Processes in Product Search with Recommendations,” Journal of Marketing Research, 49 (2), 277–88. 

DellaVigna, Stefano (2009), “Psychology and Economics: Evidence from the Field,” Journal of Economic 

Literature, 47 (2), 315–72. 

———, J. A. List, and U. Malmendier (2012), “Testing for Altruism and Social Pressure in Charitable 
Giving,” The Quarterly Journal of Economics, 127 (1), 1–56. 

——— and Ulrike Malmendier (2006), “Paying Not to Go to the Gym,” American Economic Review, 96 

(3), 694–719. 

DeMarzo, Peter M., Dimitri Vayanos, and Jeffrey Zwiebel (2003), “Persuasion Bias, Social Influence, and 
Unidimensional Opinions,” Quarterly Journal of Economics, 118 (3), 909–68. 

Dhar, Ravi, Stephen M. Nowlis, and Steven J. Sherman (2000), “Trying Hard or Hardly Trying: An 
Analysis of Context Effects in Choice,” Journal of Consumer Psychology, 9 (4), 189–200. 

——— and Itamar Simonson (2003), “The Effect of Forced Choice on Choice,” Journal of Marketing 

Research, 40 (2), 146–60. 

Dickson, Peter R. and Alan G. Sawyer (1990), “The Price Knowledge and Search of Supermarket 
Shoppers,” Journal of Marketing, 54 (3), 42–53. 

Diehl, Kristin (2005), “When Two Rights Make a Wrong: Searching Too Much in Ordered 

Environments,” Journal of Marketing Research, 42 (3), 313–22. 

Ding, Min, Jehoshua Eliashberg, Joel Huber, and Ritesh Saini (2005), “Emotional Bidders—An 

Analytical and Experimental Examination of Consumers' Behavior in a Priceline-Like Reverse 

Auction,” Management Science, 51 (3), 352–64. 

Dubé, Jean-Pierre, Günter J. Hitsch, and Pranav Jindal (2014), “The Joint Identification of Utility and 
Discount Functions from Stated Choice Data. An application to durable goods adoption,” Quantitative 

Marketing and Economics, 12 (4), 331–77. 

———, Xueming Luo, and Zheng Fang (2017), “Self-Signaling and Prosocial Behavior: A Cause 

Marketing Experiment,” Marketing Science, 36 (2), 161–86. 

Dukes, Anthony and Yunchuan Liu (2010), “In-Store Media and Distribution Channel Coordination,” 
Marketing Science, 29 (1), 94–107. 

Fehr, Ernst and Simon Gächter (2000), “Fairness and Retaliation: The Economics of Reciprocity,” 
Journal of Economic Perspectives, 14 (3), 159–81. 

Gardete, Pedro M. (2015), “Social Effects in the In-Flight Marketplace: Characterization and Managerial 

Implications,” Journal of Marketing Research, 52 (3), 360–74. 

Gedenk, Karen, Scott A. Neslin, and K. L. Ailawadi (2006), “Sales Promotion,” Retailing in the 21st 

Century, 345–59. 

Ghose, Anindya, Avi Goldfarb, and Sang P. Han (2013), “How Is the Mobile Internet Different? Search 
Costs and Local Activities,” Information Systems Research, 24 (3), 613–31. 

Gilbride, Timothy J., Greg M. Allenby, and Jeff D. Brazell (2006), “Models for Heterogenous Variable 
Selection,” Journal of Marketing Research, 43 (3), 420–30. 

Gilovich, Thomas, Robert Vallone, and Amos Tversky (1985), “The Hot Hand in Basketball: On the 

Misperception of Random Sequences,” Cognitive Psychology, 17, 295–314. 



44 

Glaser, Markus, Markus Nöth, and Martin Weber (2004), “Behavioral Finance,” in Blackwell Handbook 

of Judgment and Decision Making, Derek J. Koehler and Nigel Harvey, eds., Malden, MA: Blackwell 

Publishing, 525–46. 

Gneezy, Ayelet, Uri Gneezy, and Dominique O. Lauga (2014), “A Reference-Dependent Model of the 

Price–Quality Heuristic,” Journal of Marketing Research, 51 (2), 153–64. 

Goldsmith, Kelly and On Amir (2010), “Can Uncertainty Improve Promotions?,” Journal of Marketing 

Research, 47 (6), 1070–77. 

Gourville, John T. and Dilip Soman (2011), “The Consumer Psychology of Mail‐in Rebates,” Journal of 

Product & Brand Management, 20 (2), 147–57. 

Grubb, Michael D. (2012), “Dynamic Nonlinear Pricing: Biased Expectations, Inattention, and Bill 
Shock,” International Journal of Industrial Organization, 30 (3), 287–90. 

Guo, Liang (2006), “Consumption Flexibility, Product Configuration, and Market Competition,” 
Marketing Science, 25 (2), 116–30. 

Hainmueller, Jens, Michael J. Hiscox, and Sandra Sequeira (2015), “Consumer Demand for Fair Trade. 
Evidence from a Multistore Field Experiment,” Review of Economics and Statistics, 97 (2), 242–56. 

Ho, Teck H., Noah Lim, and Colin F. Camerer (2006), “Modeling the Psychology of Consumer and Firm 
Behavior with Behavioral Economics,” Journal of Marketing Research, 43 (3), 307–31. 

Huber, Joel, John W. Payne, and Christopher Puto (1982), “Adding Asymmetrically Dominated 
Alternatives: Violations of Regularity and the Similarity Hypothesis,” Journal of Consumer Research, 9 

(1), 90–98. 

——— and Christopher Puto (1983), “Market Boundaries and Product Choice: Illustrating Attraction and 

Substitution Effects,” Journal of Consumer Research, 10 (1), 31–44. 

Hui, Sam K., Jeffrey J. Inman, Yanliu Huang, and Jacob Suher (2013), “The Effect of In-Store Travel 

Distance on Unplanned Spending: Applications to Mobile Promotion Strategies,” Journal of Marketing, 

77 (2), 1–16. 

Iacobucci, D. (2017), Marketing Management, 5th edition. Boston: South-Western College Pub. 

Jindal, Pranav (2015), “Risk Preferences and Demand Drivers of Extended Warranties,” Marketing 

Science, 34 (1), 39–58. 

Johnson, Eric J., Wendy W. Moe, Peter S. Fader, Steven Bellman, and Gerald L. Lohse (2004), “On the 
Depth and Dynamics of Online Search Behavior,” Management Science, 50 (3), 299–308. 

Johnson, Joseph, Gerard J. Tellis, and Deborah J. Macinnis (2005), “Losers, Winners, and Biased Trades,” 
Journal of Consumer Research, 32 (2), 324–29. 

Jung, Minah H., Leif D. Nelson, Uri Gneezy, and Ayelet Gneezy (2017), “Signaling Virtue: Charitable 
Behavior Under Consumer Elective Pricing,” Marketing Science, 36 (2), 187–94. 

Kahneman, Daniel, Jack L. Knetsch, and Richard H. Thaler (1991), “Anomalies: The Endowment Effect, 
Loss Aversion, and Status Quo Bias,” Journal of Economic Perspectives, 5 (1), 193–206. 

——— and Amos Tversky (1979), “Prospect Theory: An Analysis of Decision under Risk,” 
Econometrica, 47 (2), 263–92. 

Kalra, Ajay and Mengze Shi (2010), “Consumer Value-Maximizing Sweepstakes and Contests,” Journal 

of Marketing Research, 47 (2), 287–300. 

Kalyanaram, Gurumurthy and Russell S. Winer (1995), “Empirical Generalizations from Reference Price 

Research,” Marketing Science, 14 (3), G161-G169. 

Keller, Kevin L. and Donald R. Lehmann (2006), “Brands and Branding: Research Findings and Future 
Priorities,” Marketing Science, 25 (6), 740–59. 



45 

Kivetz, Ran (2003), “The Effects of Effort and Intrinsic Motivation on Risky Choice,” Marketing Science, 

22 (4), 477–502. 

———, Oded Netzer, and V. Srinivasan (2004), “Alternative Models for Capturing the Compromise 
Effect,” Journal of Marketing Research, 41 (3), 237–57. 

——— and Itamar Simonson (2002), “Self-Control for the Righteous: Toward a Theory of 

Precommitment to Indulgence,” Journal of Consumer Research, 29 (2), 199–217. 

Knetsch, Jack L. (1989), “The Endowment Effect and Evidence of Nonreversible Indifference Curves,” 
American Economic Review, 79 (5), 1277–84. 

Koschate-Fischer, Nicole and Katharina Wüllner (2016), “New Developments in Behavioral Pricing 
Research,” Journal of Business Economics, 87 (6), 809–75. 

Kotler, P. and Kevin L. Keller (2012), Marketing Management, 14th edition. Upper Sasddle River, New 

Jersey: Pearson Prentice Hall. 

Krämer, Florentin, Klaus M. Schmidt, Martin Spann, and Lucas Stich (2017), “Delegating Pricing Power 
to Customers. Pay What You Want or Name Your Own Price?,” Journal of Economic Behavior & 

Organization, 136, 125–40. 

Krishna, Aradhna, Richard Briesch, Donald R. Lehmann, and Hong Yuan (2002), “A Meta-analysis of the 

Impact of Price Presentation on Perceived Savings,” Journal of Retailing, 78 (2), 101–18. 

Lacetera, Nicola, Devin G. Pope, and Justin R. Sydnor (2012), “Heuristic Thinking and Limited Attention 
in the Car Market,” American Economic Review, 102 (5), 2206–36. 

Laibson, David (1997), “Golden Eggs and Hyperbolic Discounting,” Quarterly Journal of Economics, 112 

(2), 443–77. 

Lambrecht, Anja and Bernd Skiera (2006), “Paying Too Much and Being Happy About It: Existence, 
Causes, and Consequences of Tariff-Choice Biases,” Journal of Marketing Research, 43 (2), 212–23. 

——— and C. E. Tucker (2015), Field Experiments in Marketing. 

Levin, Irwin P. and Gary J. Gaeth (1988), “How Consumers are Affected by the Framing of Attribute 
Information Before and After Consuming the Product,” Journal of Consumer Research, 15 (3), 374–78. 

———, Sandra L. Schneider, and Gary J. Gaeth (1998), “All Frames Are Not Created Equal: A Typology 

and Critical Analysis of Framing Effects,” Organizational Behavior and Human Decision Processes, 76 

(2), 149–88. 

Lim, Noah and Hua Chen (2014), “When Do Group Incentives for Salespeople Work?,” Journal of 

Marketing Research, 51 (3), 320–34. 

Loewenstein, George (1996), “Out of Control: Visceral Influences on Behavior,” Organizational Behavior 

and Human Decision Processes, 65 (3), 272–92. 

———, Ted O'Donoghue, and Matthew Rabin (2003), “Projection Bias in Predicting Future Utility,” 
Quarterly Journal of Economics, 118 (4), 1209–48. 

——— and Drazen Prelec (1992), “Anomalies in Intertemporal Choice: Evidence and an Interpretation,” 
Quarterly Journal of Economics, 107 (2), 573–97. 

Loewenstein, George F. (1988), “Frames of Mind in Intertemporal Choice,” Management Science, 34 (2), 

200–14. 

———, Elke U. Weber, Christopher K. Hsee, and Ned Welch (2001), “Risk as Feelings,” Psychological 

Bulletin, 127 (2), 267–86. 

Malhotra, Naresh K. (1982), “Information Load and Consumer Decision Making,” Journal of Consumer 

Research, 8 (4), 419–30. 



46 

Malkoc, Selin A. and Gal Zauberman (2006), “Deferring versus Expediting Consumption: The Effect of 
Outcome Concreteness on Sensitivity to Time Horizon,” Journal of Marketing Research, 43 (4), 618-

27. 

Mazumdar, Tridib., S. P. Raj, and I. Sinha (2005), “Reference Price Research: Review and Propositions,” 
Journal of Marketing, 69 (4), 84–102. 

McCarthy, Edmund J. and William D. Perreault (2002), Basic Marketing: A Global-Managerial 

Approach, 14th edition. Homewood, Illinois: McGraw-Hill/Irwin. 

Meyer, Robert J., Shenghui Zhao, and Jin K. Han (2008), “Biases in Valuation vs. Usage of Innovative 
Product Features,” Marketing Science, 27 (6), 1083–96. 

Meyerowitz, Beth E. and Shelly Chaiken (1987), “The Effect of Message Framing on Breast Self-
Examination Attitudes, Intentions, and Behavior,” Journal of Personality and Social Psychology, 52 

(3), 500–10. 

Milkman, Katherine L., Todd Rogers, and Max H. Bazerman (2009), “Highbrow Films Gather Dust: 
Time-Inconsistent Preferences and Online DVD Rentals,” Management Science, 55 (6), 1047–59. 

———, ———, and ——— (2010), “I’ll have the Ice Cream soon and the Vegetables later: A Study of 
Online Grocery Purchases and Order Lead time,” Marketing Letters, 21 (1), 17–35. 

Morwitz, Vicki G., Eric A. Greenleaf, and Eric J. Johnson (1998), “Divide and Prosper: Consumer's 
Reactions to Partitioned Prices,” Journal of Marketing Research, 35, 453–63. 

Narayan, Vishal, Vithala R. Rao, and Carolyne Saunders (2011), “How Peer Influence Affects Attribute 

Preferences: A Bayesian Updating Mechanism,” Marketing Science, 30 (2), 368–84. 

Narayanan, Sridhar and Puneet Manchanda (2012), “An Empirical Analysis of Individual Level Casino 
Gambling Behavior,” Quantitative Marketing and Economics, 10 (1), 27–62. 

Novemsky, Nathan and Daniel Kahneman (2005), “The Boundaries of Loss Aversion,” Journal of 

Marketing Research, 42 (2), 119–28. 

Payne, John W., James R. Bettman, Eloise Coupey, and Eric J. Johnson (1992), “A Constructive Process 
View of Decision Making: Multiple Strategies in Judgment and Choice,” Acta Psychologica, 80 (1), 

107–41. 

Rabin, Matthew (1998), “Psychology and Economics,” Journal of Economic Literature, 36 (1), 11–46. 

——— (2002), “A Perspective on Psychology and Economics,” European Economic Review, 46 (4), 657-

85. 

Read, Daniel and Barbara van Leeuwen (1998), “Predicting Hunger: The Effects of Appetite and Delay on 
Choice,” Organizational Behavior and Human Decision Processes, 76 (2), 189–205. 

Romani, Simona, Silvia Grappi, and Daniele Dalli (2012), “Emotions that Drive Consumers away from 

Brands: Measuring Negative Emotions toward Brands and their Behavioral Effects,” International 

Journal of Research in Marketing, 29 (1), 55–67. 

Rooderkerk, Robert P., Harald J. van Heerde, and Tammo H. Bijmolt (2011), “Incorporating Context 
Effects into a Choice Model,” Journal of Marketing Research, 48 (4), 767–80. 

Schmidt, Klaus M., Martin Spann, and Robert Zeithammer (2014), “Pay What You Want as a Marketing 

Strategy in Monopolistic and Competitive Markets,” Management Science, 61 (6), 1217–36. 

Simon, Herbert A. (1955), “A Behavioral Model of Rational Choice,” Quarterly Journal of Economics, 69 

(1), 99–118. 

Simonson, Itamar (1989), “Choice Based on Reasons: The Case of Attraction and Compromise Effects,” 
Journal of Consumer Research, 16 (2), 158–74. 

——— and Amos Tversky (1992), “Choice in Context: Tradeoff Contrast and Extremeness Aversion,” 
Journal of Marketing Research, 29 (3), 281. 



47 

Soman, Dilip (1998), “The Illusion of Delayed Incentives: Evaluating Future Effort-Money Transactions,” 
Journal of Marketing Research, 35 (4), 427–37. 

Spann, Martin, Robert Zeithammer, Marco Bertini, Ernan Haruvy, Sandy D. Jap, Oded Koenigsberg, 

Vincent Mak, Peter Popkowski Leszczyc, Bernd Skiera, and Manoj Thomas (2017), “Beyond Posted 
Prices: The Past, Present, and Future of Participative Pricing Mechanisms”. 

Sparrow, Betsy, Jenny Liu, and Daniel M. Wegner (2011), “Google Effects on Memory: Cognitive 

Consequences of having Information at our Fingertips,” Science, 333 (6043), 776–78. 

StatCounter (2016), “Mobile and Tablet Internet Usage Exceeds Desktop for First Time Worldwide”. 
Stern, Hawkins (1962), “The Significance of Impulse Buying Today,” Journal of Marketing, 26 (2), 59–

62. 

Sudhir, K., Subroto Roy, and Mathew Cherian (2016), “Do Sympathy Biases Induce Charitable Giving? 
The Effects of Advertising Content,” Marketing Science, 35 (6), 849–69. 

Swait, Joffre, Monica Popa, and Luming Wang (2016), “Capturing Context-Sensitive Information Usage 

in Choice Models via Mixtures of Information Archetypes,” Journal of Marketing Research, 53 (5), 

646–64. 

Thaler, Richard H. (1981), “Some Empirical Evidence on Dynamic Inconsistency,” Economic Letters, 8, 

201–07. 

——— (2016), “Behavioral Economics: Past, Present and Future,” Behavioral Economics. 

———, Cass R. Sunstein, and John P. Balz (2013), “Choice Architecture,” in The Behavioral 

Foundations of Public Policy, Eldar Shafir, ed. Princeton: Princeton University Press, 428–40. 

Tully, Stephanie M. and Russell S. Winer (2014), “The Role of the Beneficiary in Willingness to Pay for 
Socially Responsible Products: A Meta-analysis,” Journal of Retailing, 90 (2), 255–74. 

Tversky, Amos (1972), “Elimination by Aspects: A Theory of Choice,” Psychological Review, 79 (4), 

281. 

——— (1974), “Assessing Uncertainty,” Journal of Royal Statistical Society. Series B (Methodological), 

36 (2), 148–59. 

——— and Daniel Kahneman (1971), “Belief in the Law of Small Numbers,” Psychological Bulletin, 76 

(2), 105–10. 

——— and Itamar Simonson (1993), “Context-Dependent Preferences,” Management Science, 39 (10), 

1179–89. 

Urminsky, Oleg and Gal Zauberman (2016), “Consumer Intertemporal Preferences,” Current Opinion in 

Psychology, 10, 136–41. 

Vohs, Kathleen D. and Ronald J. Faber (2007), “Spent Resources: Self-Regulatory Resource Availability 

Affects Impulse Buying,” Journal of Consumer Research, 33 (4), 537–47. 

Wang, Xianghong (2009), “Retail Return Policy, Endowment Effect, and Consumption Propensity: An 

Experimental Study,” The B.E. Journal of Economic Analysis & Policy, 9 (1), 1–27. 

Wertenbroch, Klaus (1998), “Consumption Self-Control by Rationing Purchase Quantities of Virtue and 

Vice,” Marketing Science, 17 (4), 317–37. 

Windschitl, Paul D. and Jilian O'Rourke (2015), “Optimism Biases,” The Wiley Blackweel Handbook of 

Judgment and Decision Making, 431–55. 

Winer, Russ and Ravi Dhar (2014), Marketing Management, 4th edition. Edinburgh Gate: Pearson 

Education Limited. 

Wood, Stacy L. (2001), “Remote Purchase Environments: The Influence of Return Policy Leniency on 
Two-Stage Decision Processes,” Journal of Marketing Research, 38 (2), 157–69. 



48 

Zhang, Jie, Michel Wedel, and Rik Pieters (2009), “Sales Effects of Attention to Feature Advertisements: 
A Bayesian Mediation Analysis,” Journal of Marketing Research, 46 (5), 669–81. 

  



49 

Appendix 

Marketing 

Instrument 

Group of 

Biases 

Bias Marketing Keyword References 

Product Non-standard 
preferences 

Time-inconsistent 
preferences 

 Utilitarian vs. hedonic 
product choice 

 Milkman, Rogers, and 
Bazerman (2009, 2010) 

 

 Durable product 
adoption 

 Dubé, Hitsch, and Jindal 
(2014) 

Reference dependence  Extended warranties 

 Product insurance 

 Jindal (2015) 

 Endowment effect 

 Return policy 

 Wood (2001) 

 Wang (2009) 

Social preferences  Fair trade labeling  Hainmueller, Hiscox, and 
Sequeira (2015) 

Non-standard 
beliefs 

Overconfidence  New product adoption  Guo (2006) 

 Meyer, Thao, and Han 
(2008) 

Projection Bias  Remote purchases  Conlin, O’Donoghue, and 
Vogelsang (2007) 

 Durable goods 
purchases 

 Busse et al. (2012, 2015) 

Law of small numbers  Investment decisions  Johnson, Tellis, and 
MacInnis (2005) 

Non-standard 
decision 
making 

Choice 
architecture/Framing 

 Package labeling  Levin and Gaeth (1998) 

  Delivery option  Loewenstein (1998) 

 Malkoc and Zauberman 
(2006) 

 Local choice context 

 Preference for “all 
average” 

 Product line design 
 

 Dhar, Nowlis, and 
Sherman (2000) 

 Dhar and Simonson 
(2003) 

 Simonson (1989) 

 Kivetz, Netzer, and 
Srinivasan (2004) 

 Rooderkerk, van Heerde, 
and Bijmolt (2011) 

 Tversky and Simonson 
(1993) 

Limited attention  Information overload  Malhotra (1982) 

 Payne et al. (1992) 

 Consideration/choice 
set construction 

 Bronnenberg and 
Vanhonacker (1996) 

 Inattention to attributes  Gilbride, Allenby, and 
Brazell (2006) 

 Swait, Popa, and Wang 
(2016) 

 Left-digit bias  Lacetera, Pope, and 
Sydnor (2012) 

Persuasion and social 
pressure 

 Peer effects  Narayan, Rao, and 
Saunders (2011) 

Emotions  Branding  Romani, Grappi, and 
Dalli (2012) 
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Price Non-standard 
preferences 

Time-inconsistent 
preferences 

 Quantity discounts 

 Consumption impulses 

 Wertenbroch (1998) 

Reference dependence  Reference prices 

 Price sensitivity 

 Kalyanaram and Winer 
(1995) 

 Mazumdar, Raj, and 
Sinha (2005) 

 Novemsky and 
Kahneman (2005) 

 Bell and Lattin (2000) 

 Price-quality heuristic  Gneezy, Gneezy, and 
Lauga (2014) 

Social preferences  Pay What You Want  Spann et al. (2017) 

 Krämer et al. (2017) 

 Schmidt, Spann, and 
Zeithammer (2014) 

 Charitable giving  Jung et al. (2017) 

 Price fairness  Campbell (1999) 

Non-standard 
beliefs 

Overconfidence  Tariff choice  Lambrecht and Skiera 
(2006) 

 DellaVigna and 
Malmendier (2006) 

 Grubb (2012) 

Projection Bias  Usage prediction 

 Habit formation 

 Acland and Levy (2015) 

Law of small numbers  Store image  Cox and Cox (1990) 

Non-standard 
decision 
making 

Choice 
architecture/Framing 

 Price presentation 

 Price promotion 

 Krishna et al. (2002) 

 Partitioned prices  Morwitz, Greenleaf, and 
Johnson (1998) 

Limited attention  Price knowledge  Dickson and Sawyer 
(1990) 

Persuasion and social 
pressure 

  

Emotions  Bidding behavior  Ding et al. (2005) 

Place Non-standard 
preferences 

Time-inconsistent 
preferences 

 Impulse buying  Stern (1962) 

 Vohs and Faber (2007) 

Reference dependence  Endowment effect 

 Need for touch 

 Brasel and Gips (2014) 

Social preferences   

Non-standard 
beliefs 

Overconfidence  Online search  Brynjolfsson and Smith 
(2000) 

 Johnson et al. (2004) 

 Clemons, Hann, and Hitt 
(2002) 

Projection Bias   

Law of small numbers   

Non-standard 
decision 
making 

Choice 
architecture/Framing 

 In-store marketing 

 Store layout 

 Hui et al. (2013) 

 Recommendations 

 Search cost 

 Ranking effects 

 Diehl (2005) 

 Alba et al. (1997) 

 Dellaert and Häubl 
(2012) 

 Channel effects  Ghose, Goldfarb, and 
Han (2013) 
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Limited attention -  

Persuasion and social 
pressure 

 Social influence  Gardete (2015) 

 Argo, Dahl, and Morales 
(2008) 

Emotions -  

Promotion Non-standard 
preferences 

Time-inconsistent 
preferences 

 Sweepstakes and 
lotteries 

 Hedonic consumption 

 Kivetz and Simonson 
(2002) 

Reference dependence  Probabilistic rewards 

 Frequency (loyalty) 
programs 

 Kivetz (2003) 

 Reward structure of 
sweepstakes 

 Kalra and Shi (2010) 

Social preferences  Charitable giving 

 Direct marketing 

 Sudhir, Roy, and Cherian 
(2016) 

 Dubé, Luo, and Fang 
(2017) 

 Sales force incentives  Lim and Chen (2014) 

Non-standard 
beliefs 

Overconfidence  Probabilistic promotion  Goldsmith and Amir 
(2010) 

  Delayed promotion 

 Redemption slippage 

 Soman (1998) 

 Gourville and Soman 
(2011) 

Projection Bias -  

Law of small numbers  Casino gambling  Narayanan and 
Manchanda (2012) 

Non-standard 
decision 
making 

Choice 
architecture/Framing 

 Redemption rates  Cheema and Patrick 
(2008) 

 Comparative 
advertising 

 Chakravarti and Xie 
(2006) 

Limited attention  Feature advertisement  Zhang, Wedel, and 
Pieters (2009) 

Persuasion and social 
pressure 

 Exaggerated claims  Cowley (2006) 

 Anecdotal claims  Cox and Cox (2001) 

Emotions -  

Table A: Overview of Behavioral Biases and Marketing Keywords with References 


