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Abstract

In this thesis we examine the performance of a method to correct for missing response,
missing covariates and mismeasured covariates in longitudinal datasets. The method is
called Multiple Overimpuatation and was proposed by Blackwell et al. (2015a,b). To our
knowledge it was not tested before for longitudinal missing and mismeasured data. Many
researchers do not correct for measurement error but only for missing data, probably due
to the fact that there exist easy-to-use methods in many statistical programs as multiple
overimputation for missing data but no easy-to-use methods for mismeasured data. We
conduct a simulation study to show that additional correction for measurement error using
Multiple Overimputation improves the results a lot. Even if the exact amount of measure-
ment error is unknown, Multiple Overimputation performs better than normal Multiple
Imputation or a Complete Case Analysis. Multiple Overimputation was included in the
R-package Amelia II, so researchers do not have to implement anything by themselves
and can easily use this new approach to improve their results.



Longitudinal Data with Missing Data and Measurement Error III

Contents

1 Introduction 1

2 Missing Data and Measurement Error 4
2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Types of Missing Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 How to handle Missing Data . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Types of Measurement Error . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5 Consequences of Measurement Errors and Methods to correct for it . . . 13

2.5.1 Consequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5.2 Moment Corrected Estimators . . . . . . . . . . . . . . . . . . . 16
2.5.3 Regression calibration . . . . . . . . . . . . . . . . . . . . . . . 17
2.5.4 SIMEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5.5 Likelihood Methods . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.6 Modified Estimating Equations . . . . . . . . . . . . . . . . . . 19

2.6 Estimating the Measurement Error Variance . . . . . . . . . . . . . . . . 19
2.7 Longitudinal Data with Missing Data and Measurement Error . . . . . . . 20

3 Multiple (Over-)Imputation 23
3.1 Multiple Imputation (MI) . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Multiple Overimputation (MO) . . . . . . . . . . . . . . . . . . . . . . . 27

4 The Model 36

5 Simulation 38
5.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2 Imputation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.3 Analysis and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.4 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

6 Discussion 54

A Tables and Figures 59
A.1 MSE, Bias and Variance for the estimated coefficients using the true data,

CC and MO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
A.2 Different measurement error proportions . . . . . . . . . . . . . . . . . 60

A.2.1 measurement error proportion: 4.7% . . . . . . . . . . . . . . . . 60
A.2.2 measurement error proportion: 10% . . . . . . . . . . . . . . . . 62
A.2.3 measurement error proportion: 50% . . . . . . . . . . . . . . . . 64



Longitudinal Data with Missing Data and Measurement Error IV

A.2.4 measurement error proportion: 66.7% . . . . . . . . . . . . . . . 66
A.3 Unknown measurement error proportion (true measurement error propor-

tion: 33.3%) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
A.3.1 Assumed measurement error proportion: 66.7% . . . . . . . . . . 68
A.3.2 Assumed measurement error proportion: 50% . . . . . . . . . . . 70
A.3.3 Assumed measurement error proportion: 40% . . . . . . . . . . . 72
A.3.4 Assumed measurement error proportion: 20% . . . . . . . . . . . 74
A.3.5 Assumed measurement error proportion: 10% . . . . . . . . . . . 76
A.3.6 Assumed measurement error proportion: 4.7% . . . . . . . . . . 78

A.4 Different number of measurements per subject . . . . . . . . . . . . . . 80
A.4.1 Two measurements per subject . . . . . . . . . . . . . . . . . . . 80
A.4.2 Ten measurements per subject . . . . . . . . . . . . . . . . . . . 82

A.5 Different missingness and dropout probabilities . . . . . . . . . . . . . . 84
A.5.1 missingness probability around 10%, drop-out probability around

15% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.5.2 missingness probability around 30%, drop-out probability around

15% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A.5.3 missingness probability around 30%, drop-out probability around

30% . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A.6 Variances of the Random Intercept for different measurement error vari-

ances/proportions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



Longitudinal Data with Missing Data and Measurement Error 1

1 Introduction

Empirical studies are very important in many fields of research like medical, sociological
and economic research. For example in medical research often new therapies are tested
against older therapies. A common procedure for testing this is to conduct a longitudinal
study where one half of the propositi get the old therapy (placebo group) and the other half
the new one (treatment group). Over a given time period the propositi are medically ex-
amined multiple times, leading to a longitudinal datasets containing by definition several
measurements over time per subject. This study type often occurs in clinical, pharmaceu-
tical, sociological studies. For example, if a new medicine that should lower the blood
pressure is tested, one half of the propositi ingest this new medicine and the other half the
old or none over a time period and the blood pressure and other variables of interest are
measured at several time points before, during and/or after this period. So one can test
whether the new medicine actually lowers the blood pressure over time. For longitudinal
datsets there are several analysis methods, e.g. different types of mixed models which can
control for individual specific effects. But what if a propositi moves away so she cannot
take part in the study any longer or, the extreme, if a propositi dies? This phenomenon
is called drop-out since the propositi do not rejoin the study after missing one or several
appointments and we obtain missing values in the data. Missing values can be obtained
also for single values for example if a propositi misses a checkup. Variables which are not
time-dependent (baseline variables) can be missing, too. The methods which can be used
for missing data depends on the types of missing data. Three types are distinguished:
missing completely at random, missing at random and not missing at random. If data
are missing completely at random, standard methods can be used for the complete cases
(the rows of the data without missings), since with missing completely at random the
missingness probability does not depend on other values of the dataset. If the data are
missing at random, the missingness probability depends on some values of the observed
data only. For this scenario there exist several methods, like imputation methods where
the missing values are replaced, likelihood methods and bayesian methods. The fewest
assumptions have to be made if the missing data are not missing at random since in this
case the missingness probability of a value is allowed to depend on all other values in the
data, regardless if missing or observed and even on the missing value itself. The analysis
methods for this type are much more complicated since the missing data mechanism has
to be specified which is mostly not known.
Besides the problem of missing data, in empirical studies it may happen that single val-
ues or even whole variables are not measured correctly. In other terms: The variable or
value is subject to measurement error. For example, a mismeasured variable can result if
the measurement device is not precise enough and so the measurements vary around the
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true value. There are also specific analysis methods for data measured with error even for
longitudinal data. But most methods are complicated to use.
But why should these problems not occur together? Usually researchers correct only for
one of these two problems, missingness or measurement error, if the data are longitudi-
nal. In our opinion the reason is that there are no easy-to-use methods to correct for both.
There is already some literature concerning longitudinal data with measurement error and
missing data but on the one hand most methods are complicated since they are not imple-
mented in statistical programs and on the other hand to our knowledge they only address
mismeasured covariates and missing response. We think that many longitudinal studies
exist where covariates are missing, too and that the results could be improved by correct-
ing for it. Therefore we want to examine the performance of an easy-to-use method 1,
called Multiple Overimputation (Blackwell et al. (2015a, 2015b)), if we face longitudinal
data with measurement error and missing data. Multiple Overimputation is an extension
of Multiple Imputation (Honaker and King (2010)) that also corrects for measurement
error. Multiple Imputation replaces (imputes) the missings multiply by plausible values
using the information from the observed values. The result are several imputed datasets
without missings which can be analysed by standard statisical methods for complete data
and the results for the several datatsets can be combined to one result. It is better to impute
multiply because it ensures that the variability due to the imputation is included (we do
not know the exact value but replace the missing by a plausible random value). The same
holds for Multiple Overimpuatation which overwrites the mismeasured values,but uses in
addition information from the observed values and the information from the mismeasured
value itself. The main idea of Overimputation is that missing data can be interpreted as
enormous measurement errors. If the measurement error goes to infinity, the mismeasured
variable contains no information on the true value and therefore this is the same as if the
value was missing. The ideas of Blackwell et al. (2015a, 2015b) and Honaker and King
(2010) are implemented in the R-package Amelia II. We will use this package to analyse a
simulated longitudinal dataset with missing covariate values, a mismeasured covariate and
drop-out in the response (for simplicity all covariates are baseline covariates) and exam-
ine if the method is appropriate for this phenomenon. Therefore we calculate the bias and
MSE of the coefficients of a linear mixed model. We compare the results of a linear mixed
model with random intercept for the true data without measurement error or missings and
three analyses methods for the observed data: Multiple Overimputation, Multiple Imputa-
tion (measurement error ignored) and a complete case analysis (both problems ignored).
To support our results we also conduct a sensitivity analysis to examine how the results

1It is easy to use since it is implemented in the R-package Amelia II and therefore can be used without
further programming.
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are influenced by different values of measurement error or missingness and by the number
of measurements per subject. As a part of the sensitivity analysis we relax the assumption
that we know the amount of measurement error, assume that it is over-/underestimated
and examine the influence on the resulting coefficients. Additional to the comparison of
the coefficients we also compare the results for the variance of the random intercept for
the different methods and different amounts of measurement error.
For a better understanding of the underlying problems we want to explain in the follow-
ing section the different missing data types and the most important measurement error
types in general. Moreover we describe the consequences and how we can correct for
measurement error or missing data in general. We also explain how a measurement error
variance can be estimated and we outline some methods for longitudinal data with miss-
ing response and mismeasured covariates. In the third section we explain the Multiple
Impuatation and Multiple Overimputation approach. Then we describe the model which
we use in the simulation study. The simulation study is presented in section five where
we describe the data generation, the imputation, the analysis, the results and at the end
the sensitivity analysis.
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2 Missing Data and Measurement Error

Missing Data is a problem that often occurs in empirical studies. Imagine that propositi
test a new medicine that should lower the blood pressure and have to visit the doctor
several times for the duration of the study. It is possible that for some propositi measure-
ments of the blood pressure or other covariates are missing. In which way one can deal
with missing data depends strongly on the missing-process. It is possible that people just
forget a visit or that their blood pressure is so high that they cannot keep the appointment.
The different types of missing data will be described in the following part. In the second
part of this section we will outline some existing methods to handle missing data.
Some of these methods can be modified to deal with another problem that could occur -
measurement error. In the blood pressure example a measurement error could be that the
blood pressure is not measured exactly since the haemodynamometer has a non-negligible
variance in its measurements. We will describe some types of measurement error and
methods for handling this problem in the third and fourth part of this section. It is not
unusual that both problems, missing data and measurement error, occur together. So we
outline some methods for handling missing data and measurement error for longitudinal
data in section 2.7.

2.1 Notation

To describe the scnearios in the next sections, we first have to define several variables:
The response vector yi (T ×1) for subject i ∈ 1, ..., I is denoted by yi = (yi1, yi2, ..., yiT )′

where T is the number of measurements per subject. The associated covariate matrix
(T × P ) is given by X i where P denotes the numbers of covariates. The (I · T ) ×
(P + 1) dataset is denoted by Z = (y,X). To locate the missing values, we define an
(I · T )× (P + 1) matrix as missingness indicator,M with mitp = 1 if the corresponding
value zitp is missing and mitp = 0 if it is observed. The distribution of M is given
by P (M |Z) = P (M |y,X). If Z is subject to missingness, we can split this up into
two subsets, one containing the observed values denoted by Zobs and one containing the
missing values denoted by Zmis.

2.2 Types of Missing Data

In general, there are three types of missing data (Little and Rubin (2002)):

1. Missing Completely at Random (MCAR)

2. Missing at Random (MAR)
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3. Not Missing at Random (NMAR)

It is important to decide between these types to conduct reliable analysis. Therefore we
want to describe the types and their consequences for analysis.
1. MCAR: Missing completely at random means that the probability of missingness of a
variable does not depend on values of other variables or the variable itself:

P (M |Z) = P (M ).

If a participant just forgets her visit at the doctor, this missing value could be regarded as
MAR. The observed subset of the datasetZobs is a random sample of the whole datasetZ
because the missing values are fully random and do not depend on values of any variable.
This implies that the joint distribution and the moments are the same for the complete
data and the observed subset. So we do not have to correct for missing data since we
will obtain the same results if we just use the observed data as if we would have used
the whole dataset. This "method" of just using the observed data is called complete case
analysis and will be shortly described in section 2.3. But the observed data are often not
a random sample of the complete data, hence the missing mechanism is either MAR or
NMAR.
2. MAR: The assumptions for MCAR are often not met in reality. With Missing at
random, the probability of missingness is allowed to depend on the observed values but
not on the missing values:

P (M |Z) = P (M |Zobs).

Imagine that the blood pressure is missing and another variable is the weather which
is measured to control for the variations in blood pressure. The weather is observed
for a corresponding missing blood pressure value. Then the Blood pressure would be
missing at random if the person was not showing up because the weather was bad. Here
the distribution of the observed data and the complete data are not the same (Zobs is no
random sample of Z). Therefore we cannot use the observed data for analysis, only. If
we would use a complete case analysis although the data are MAR, we obtain biased
estimates of the moments for the complete data. This missing mechanism (MAR) is still
restrictive because the missing values are not allowed to depend on other missings or the
missing value itself. So a third missing data mechanism, called not missing at random, is
defined which covers this situation.
3. NMAR: If the data are not missing at random, the probability of a missing value is
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allowed to depend on this missing value itself or other missing values:

P (M |Z) = P (M |Zobs,Zmis).

An example for NMAR is that the value of the blood pressure is missing because the
persons blood pressure was so high that she could not take the appointment. Consequently
valid inference is only possible if we specify the model for P (M |Z). The choice of the
missing data model influences the results of the analysis. It is difficult to specify the
missing data model since the observed data contain no information on this mechanism.
Hence we cannot support or refuse a hypothesis concerning a specific mechanism and
therefore sensitivity analyses with different mechanisms are useful.
In addition to dividing between these types of missing data, Ibrahim and Molenberghs
(2009) draw a distinction between ignorable and non-ignorable missing data. If a data
mechanism is ignorable, we can use only the observed data for an analysis and still get
valid results. It can be deduced that MCAR data are ignorable since we already described
that we can use only the complete cases for valid inference. MAR data are also ignorable
if some light conditions are fulfilled - but unfortunately only in the likelihood and Bayes
framework and not in frequentist. In a frequentist franework MAR is non-ignorable and
NMAR is always non-ignorable. This means that the missing data mechanism cannot be
ignored if we want to do inference for the complete data but the missing data mechanism
needs to be specified.
In principle, we have to distinguish between ignorable and nonignorable missingness to
choose an appropriate analysis method but there is a third classification for missing data
which is also important for the choice of the analysis method - missing data patterns.
To explain what missing data patterns are, we want to describe drop-outs first. Drop-out
means that after one missing value all others are missing, too. For example, propositi of a
clinical longitudinal study could move away during the study duration so that they cannot
take part in the study any more or the extreme case would be that a person dies. Drop-outs
are one missing data pattern which is also called monotone missing data pattern. If the
missingness of a value does not imply that the following values of the variable for the
corresponding subject are also missing and some values are observed after one missing
value, the missing data pattern is non-monotone.
As already mentioned before, the handling of missing data depends on the missing data
patterns and the missing data mechanisms. We want to describe some methods for missing
data in the following section. We only distinguish between the missing data mechanism
and not the missing data patterns since in general all these methods can be used with both
patterns after some adjustments.
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2.3 How to handle Missing Data

There is not a "best" method for a missing data type but there are different ways to deal
with missing data. It depends on the type which methods are appropriate.
The easiest way is to use only the complete cases (CC). In a complete case analysis
all rows are dropped in which a value is missing. If the data would be non-ignorably
missing there would be a structure in missingness and for example rows from patients
with very high blood pressure would be dropped. Since the CC analysis is a frequentist
methods, NMAR and MAR are non-ignoroble. If you would use the CC analysis for
MAr or NMAR data nevertheless, the results are biased and you cannot generalize the
results of such an analysis to the population which is basically the meaning of statistical
inference. Similarly, with the Available Case Analysis (AC), all cells with missing values
are deleted. So for each analysis model, all observed cases are used but the models can
not be compared anymore since they may contain different observations. Both methods,
CC and AC, can be used if the data are missing completely at random (MCAR) because
then the observed data are a random sample of the complete data and therefore the results
of the analysis can be generalized and are not biased.
But if the data is non-ignorable missing, we can still use the data for complete 2 data
inference. There are several methods which can deal with MAR data and with some
(strict) assumptions also with NMAR data. These methods can be divided in the following
sections:

1. Maximum Likelihood

2. Fully Bayesian

3. Weighted Estimating Equations (WEE)

4. Single Imputation methods

5. Multiple Imputation

We want to describe the mentioned possibilities for handling missing data briefly based
on Molenberghs et al. (2014).
1. Maximum Likelihood:
Maximum Likelihood is an often used method for inference in statistics not only if data
are missing. It is based on the idea of searching the parameter which maximizes the
probability of obtaining the observed random sample of the total population. Therefore

2The term complete is a bit misleading since it is used for two different things in the context of missing
data: complete data are the whole true unobserved dataset which by definition do not contain any missings;
complete cases describe the rows of the observed data which do not contain missing values.
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the likelihood of this parameter is constructed, interpreted which is a function of the
unknown parameter, only. To estimate this parameter, the likelihood is maximized. The
standard ML-method can be modified so that it can be used with missing data.
There is lots of literature about ML-estimation combined with missing data in general and
also a lot for longitudinal studies. ML-methods can be used for data which are MCAR
or MAR, but with some modifications it is also possible to use them if the data are not
missing at random. To use ML methods for partially missing data a parametric model
for the complete data have to be specified and if the data are NMAR a parametric model
for the missing data need to be specified, also. This can be difficult because we rarely
know the missing data model and therefore we have to make assumptions about it. But
here we want to concentrate primarily on MAR and MCAR data. With the help of the
complete data model we can construct a likelihood for the parameters of interest. Since
the complete data are not available, the observed data likelihood is used to obtain the
ML-estimates. For simplicity we assume that only values of the response yi are missing
and X i is fully observed. Hence, M i = (M i1, ...,M iT )′ is now a T × 1 vector. The
observed-data likelihood is given by

L(γ, φ|yobsi ,M i,X i) = c ·
I∏
i=1

∫
f(yi,M i|X i,γ,φ)dymissi ,

where γ are the parameters corresponding to y, the parameters φ correspond to the miss-
ingness indicators M and c is a constant value. Here the missing values are integrated
out which means that the missing data mechanism is ignored. The likelihood for MAR
data is based on the fact that the likelihood contribution of subject i under MAR can be
factorized as

f(yobsi ,M i|X i,γ,φ) = f(M i|yobsi ,X i,φ) ·
∫
f(yobsi ,ymissi |X i,γ)dymissi .

We can factorize the likelihood under MAR in this way since the missingness proba-
bility does not depend on the missing data and therefore f(M i|yobsi ,ymissi ,X i,φ) =

f(M i|yobsi ,X i,φ). This first factor represents the missing data mechanism MAR. So
the mechanism is ignorable since this method is a likelihood method. Therefore the first
factor can be left out in the likelihood. The likelihood for MAR data is simplified to

L(γ|yobsi ,X i) = c ·
I∏
i=1

∫
f(yobsi ,ymissi , |X i,γ)dymissi .

To obtain the ML-estimates for γ, the Likelihood needs to be maximized using normal
ML-methods.
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The ML-approach can be used also for NMAR data, for example, look at Ibrahim and
Molenberghs (2009) who describe this method for non-ignorable missing data. The esti-
mation is rather complex because they have to specify the missing data mechanism and
the joint distribution of the data. In the ML-approach there are two possible methods
for missing data which are NMAR: selection models and pattern mixture models. For
detailed explanation of these please consult Ibrahim and Molenberghs (2009) and the ref-
erences in there.
Regardless of whether we face MAR or NMAR data, likelihood methods can be seen as
imputation methods. For example, if we assume that the missing data mechanism is ig-
norable, the missing values are imputed3 using the parameter estimates resulting from the
above described observed data likelihood for MAR data. Mostly the Expectation Max-
imization (EM) algorithm is used for imputation of the missing values. This algorithm
for maximum likelihood with incomplete data was proposed by Dempster et al. (1977).
It is an iterative process with the aim to find maximum likelihood estimates. We want to
describe this algorithm shortly:

Parenthesis Expectation Maximization algorithm: The EM algorithm consists of two
steps, one Expectation step and one Maximization step which are basically given by:

1. E-step: filling in missing data with their conditional expectations given the current
estimates of parameters and the observed data:

Q(θ) = Eymiss|yobs [l(γ;yobs,ymiss|y,γ(0))]

2. M-step: estimate complete-data parameters by maximizing the resulting complete
data likelihood:

γ(1) = argmax
γ

Q(γ).

These steps are repeated until convergence of the parameters at step k. So the resulting
parameter vector is γ(k). If the complete response data yi are normally distributed these
parameters are given by the mean vector and the covariance matrix, µ,Σ , of the multi-
variate normal distribution.
According to Molenberghs et al. (2014) the conditional mean of the missing values given

3Imputation means that the missing values are replaced so that the result is a complete dataset without
missings.
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the observed values and parameters is

E(ymissi |yobsi ,γ) = µmissi + Σomiss
i Σo

i
−1(yobsi − µobsi ),

where µmissi corresponds to ymissi , µobsi ,Σobs
i to yobsi and Σobsmiss

i contains the covari-
ances between ymissi and yobsi . This expectation would be used to fill in the missing data.
Here is still assumed that the data are MAR and therefore we only have to make assump-
tions on the distribution of the complete response and the model for the complete data,
f(yi|X i, γ), has to be specified correctly.
2. Fully Bayesian:
Another approach for inference in statistics are Fully Bayesian methods. In the Bayesian
framework the parameters are no longer fixed values but random variables itself. More-
over if we have beliefs about parameters these beliefs can be consistently updated in the
Bayesian framework. Ibrahim and Molenberghs (2009) describe a fully Bayesian method
for missing data. For using this methods you have to specify priors for all parameters and
the distributions for missing variables. By multiplying these priors and the observed data
likelihood, as described in the Maximum Likelihood part above, we obtain the posterior
distribution for the parameters. The point estimates can be calculated for example as the
posterior mean or mode. Here the missing values will be imputed (Ibrahim et al. 2005),
also and therefore normal inference methods can be used after imputing. The values are
imputed by sampling from the conditional distribution of the missing data using a Gibbs
Sampler 4. According to Ibrahim et al. (2012) Bayesian methods are the best related to
generality and power. In comparison they are easy to implement because only some steps
has to be added to the existing Gibbs sampler.
3. Weighted Estimating Equations:
The Weighted Estimating Equations (WEE) approach is based on the Generalized Es-
timating Equations (GEE) approach which is a semi-parametric method where no full
distribution of the joint distribution of a subjects observation is necessary, and an exten-
sion of the quasi-likelihood method for generalized linear models to longitudinal data.
The covariance does not have to be specified correctly but a working covariance for the
repeated measurements vector need to be specified. The WEE corresponds in fact to the
GEE method for missing data and has been proposed by Robins et al. (1995). According
to Ibrahim et al. (2012) WEE require an explicit missing data mechanism or the specifi-
cation of the estimating equations for the missing data given the observed data but fewer
assumptions on the data model are needed. This method is called weighted EE because
the contribution to the estimating equations from a complete observation is weighted by

4A Gibbs Sampler can be used if direct sampling is difficult. It is a MCMC algorithm which samples
from the conditional distribution.



Longitudinal Data with Missing Data and Measurement Error 11

the inverse probability that the covariate which contains missings is observed (Lipsitz et
al. (1999)). This method can be used for MCAR data leading to valid inference, is not
hard to compute and the joint distribution does not have to be specified. The resulting
estimators are consistent and asymptotically normal under some assumptions (Robins et
al. (1995)). But for MAR and NMAR the results are generally biased.
4. Simple Imputation:
In general, imputation means that the missing values are replaced by other values. Im-
putation methods can be divided in simple/single and multiple imputation. With single
imputation all missing value are replaced at once, yielding one complete dataset which
can be analysed with standard statistical methods. But with multiple imputation the miss-
ings are replaced k times so that we obtain k different complete datasets. First we want to
shortly describe some single imputation methods and in the next part we outline multiple
imputation methods.
One simple imputation method is the Mean Value Imputation (MV). With MV missing
values are replaced by the mean of the observed values of the corresponding variable for
a subject. Another possibility is to use a method called "last observation carried forward"
(LOCF) where the missing values are replaced by the last observed value of the variable
for the respective subject. There are other simple imputation methods as baseline value
imputation where the values of the baseline (first observation) are carried forward or worst
value imputation where the missing values are replaced by the worst value of the variable
for the corresponding subject.
5. Multiple Imputation:
Single imputation does not take the uncertainty of the missing data into account and there-
fore may produce misleading covariate effects. To avoid this we can produce multiple
imputations. The missings are replaced k times yielding to k imputed datasets. These
datasets does not contain missing values and standard analysis methods can be used.
Each of the k datasets is analysed separately and the results are combined in the end.
This method was proposed by Rubin (1987) for missing data in surveys and Blackwell et
al. (2011) proposed an algorithm for computing multiple imputed datasets which is part
of the R-package Amelia. We will use MI in our simulation so we will describe it in more
detail in section 2.7.

2.4 Types of Measurement Error

Another problem in empirical studies may be that variables are measured with errors.
Imagine that in the blood pressure example a covariate is the persons weight. This could
be measured with error for example since the weighing-machine was not measuring ac-
curately enough. Or it could also be that the response, the blood pressure, was measured
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with error but we restrict our discriptions here to mismeasured covariates.
Even with this limitation there are still different types of measurement errors. Some we
want to describe in this part based on Buonaccorsi (2010). They distinguish between the
classical measurement error model and the Berkson error model. The difference is that in
the classical model we assume a specific distribution for the mismeasured observed values
given the unobserved true values. Whereas in the Berkson model we make an assumption
regarding the distribution of the unobserved true values given the observed values. So the
assumption is the reverse.
The classical additive measurement error model is given by:

xe = x+ u (classical model), (1)

where x is the real unobserved variable, u is the measurement error and xe is the ob-
served covariate measured with error. If some observations of xe are measured correctly,
the corresponding values of u are zero. u is independent from x so the measurement error
is random. Furthermore there are following conditions for the normal classical additive
measurement error:

E(xe|x) = x

E(u|x) = 0

Var(u|x) = σ2
u

u ∼ N (0, σ2
u).

The first of these conditions describes that the mismeasured covariate is unbiased given
the true covariate and the second means that the measurement error is additive because
the expected value of the measurement error u given the true covariates is zero. Moreover
we assume that the variance of the measurement error does not depend on the subject but
is the same for all observations.
By contrast the additive Berkson error model is given by:

x = xB + uB (Berkson model),
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where the unobserved true covariate x is random and the observed mismeasured covariate
xB is fixed. The error uB has to fulfill similar conditions as the classical error:

E(uB) = 0

Var(uB) = σ2
uB .

We want to give a short example for the Berkson error: A variable in a dataset is the air
pollution a person is exposed to but the air pollution is measured at a central place in the
residential area or the city. So the observed value is not the exact value for the person.
Here the mismeasured value at the measuring station is a fixed values and the true un-
observed value is random. According to Buonaccorsi (2010) this type of measurement
error can usually be ignored. Since we do not use the Berkson error in our model but
the classical additive measurement error we do not want to explain the Berkson error any
further.
There are also nonadditive measurement errors which are all measurement errors shich
fulfil the following condition: E(xe,x) = g(θ,x) 6= x. So with a nonadditive mea-
surement error the mismeasuered covariate is biased. Some examples for nonadditive
measurement errors are:

E(xe,x) = g(θ,x) = θ + x (constant bias),

E(xe,x) = g(θ,x) = θ0 + θ1x (linear measurement error),

E(xe,x) = g(θ,x) = g(θ, x)︸ ︷︷ ︸
nonlinear in θ

(nonlinear measurement error).

For more complex types of measurement errors we are referring to Buonaccorsi (2010)
chapter 6.4. All these measurement error types can influence the analysis of a dataset
so correction for measurement errors may be useful to obtain valid results. We want to
describe the consequences and some correction methods in the following section.

2.5 Consequences of Measurement Errors and Methods to correct
for it

The easiest way of handling a measurement error would be to ignore it. But this can have
consequences for the estimates. In this section we want to describe these consequences
and methods to correct for measurement error whereby we restrict our explanations to
classical additive measurement errors.
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2.5.1 Consequences

At first we want to describe the influence of a measurement error on analysis results.
Therefore we assume a simple linear model with just one covariate and then substitute the
true covariate x which is normally distributed, x ∼ N (µ, σ), by x = xe − u:

y = β0 + xβ1 + ε

⇔ y = β0 + (xe − u)β1 + ε

⇔ y = β0 + xeβ1 + (ε− β1u)︸ ︷︷ ︸
ε∗

.

Here ε∗ is correlated with xe, hence the regression error is correlated. Therefore the
estimators will be biased if we ignore the measurement error. Since we assume that
only the covariates are measured with error (the response is measured correctly) and that
measurement errors are uncorrelated, the naive estimator for the slope is given by

βe
1 =

[
σ2

σ2 + σ2
u

]
· β1 = κβ1,

where κ = σ2

σ2+σ2
u

is the reliability ratio and βe
1 is the biased estimator for β1. The reli-

ability ratio describes the part of the variance of the mismeasured variable which is not
explained by the measurement error but which is explained by the variance of the true un-
observed variable. The reliability ratio is lower than one if σu2 > 0. Then |β1| > |βe

1| and
therefore the naive estimator βe is biased towards zero. This effect is called attenuation.
Consequence with Measurement Error: Attenuation

The naive estimator for the slope is biased towards zero.

Although the naive estimator is biased, the naive t-test for β1 = 0 is correct in our scenario
since βe

1 = 0 is only possible if β1 = 0. Under this conditions the t-test is not correct if
the error is nonadditive or if there is also a measurement error in y which is correlated
with the measurement error in x. Often the interest lies also in the estimator for expected
value of y for a specific value x∗. The naive estimator for this expected value is biased
also. Without measurement error in the response the bias of the estimated response is
β1(κ − 1)(x∗ − µ). This bias is zero if β1 = 0 or if the covariate value for which the
response was calculated equals the mean of the covariate (x∗ = µ) (under the assumption
that x is mismeasured, so that κ < 1). The expected value is the same if there is a mea-
surement error in the response which is not correlated with the covariates measurement
error. Otherwise, if the measurement error of the response and covariate are correlated,
the bias is no longer given by the above expression and much more complicated.
If we want to obtain unbiased results we have to correct for the measurement error. There
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are several methods to do so which require different assumptions or additional data. For
example we need to know the reliability ratio (or make an assumption about it), the mea-
surement error itself or the ratio of measurement variances (Fuller, 1987).
In the previous part of this consequences section we only considered simple regression
models but in reality most regression models contain more than one covariate. So now
we want to describe the consequences for such multiple regression models, still relying
on Buanoccorsi (2010). We also still assume that only covariates are measured with er-
ror and the response is measured correctly. The mismeasured variables are now given by
xeit = xit + uit but there are also other correctly measured variables in the model. The
naive estimators for the coefficients of the covariates β̂c,naive and the intercept β̂0naive are
given by

β̂c,naive = SXeXe
−1SXeY , β̂0naive = ȳ − β̂c,naive

′
X̄

e

where

SXeXe =

∑
it(x

e
it − x̄e)(xeit − x̄e)′

n− 1
,SXeY =

∑
it(x

e
it − x̄e)(yit − ȳ)′

n− 1
,

with xeit = (xe1it, ..., x
e
(p−1)it)

′, SXeXe a P × P matrix and SXeY a P × 1 vector. An
important consequence of measurement errors in multiple regression models is:
If one variable is mismeasured, not only its estimator of the coefficient is biased but often

the estimators of the coefficients of all other covariates are biased, too.

We want to explain this phenomenon with the help of an example from Buonaccorsi
(2010). We only adjust the notation.
We have a model with two covariates x1,x2. x1 is not observed directly but only in
a mismeasured form xe1. The second covariate (and by assumption the response) are
measured correctly and the measurement error variance for xe1 is denoted by σ2

u since
we assume that the measurement error variance is the same for all observations. The
measurement error covariance matrix is given by

Σu =

(
σ2
u 0

0 0

)
,

since x2 is measured correctly which induces that the measurement error variance of x2

and the covariances of measurement errors are zero. The covariance matrix of the true
observed covariate vectorX is

ΣXX =

(
σ2
1 σ2

12

σ2
12 σ2

2

)
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Then the expected value of the naive extimator for the mismeasured covariate is given by

E(β̂1naive) ≈
(

σ2
2σ

2
1 − σ2

12

σ2
2(σ2

1 + σ2
u)− σ2

12

)
β1

and the biases in the naive estimators of β1 and β2 are

Bias(β̂1naive) = E(β̂1naive)− β1 =

(
−σ2

2σ
2
u

σ2
2(σ2

1 + σ2
u)− σ2

12

)
β1

Bias(β̂2naive) =

(
σ2
12σ

2
u

σ2
2(σ2

1 + σ2
u)− σ2

12

)
β1.

The bias in the naive estimator of β2 does not depend on β2 itself but on β1 and it is zero if
the covariates are not correlated (σ12). In the case that the covariates are uncorrelated, the
naive estimator for β1 is the same as in the simple linear model (β̂naive = [σ2

1/(σ
2
1 +σ2

u)]).
With a considerable measurement error the consequences should not be ignored because
the biases can be very large. So it is necessary to correct for measurement error if we want
to have good estimators in terms of bias. Buonaccorsi (2010) presents some methods
for correcting which we want to summarize here but we restrict this to measurement
errors in the covariates and the same measurement error covariances for each observation.
They assume that these covariances can be estimated and the estimates are given by Σ̂u.
Estimation methods for the measurement error variance are describe in section 2.6. But
at first we summarize five methods to correct for measurement error:

2.5.2 Moment Corrected Estimators

The first approach which can correct for measurement errors are moment corrected esti-
mators. This is a very simple method since it is based on the expected value of the sample
covariance E(SXeXe) = Σ̂XX + Σ̂u. For the correction the naive estimator of the co-
variate coefficients, β̂c,naive = SXeXe

−1SXeY , is modified by subtracting the estimated
measurement error covariance from the sample covariance:

β̂c = (SXeXe − Σ̂u)
−1SXeY = Σ̂

−1
XXΣ̂XY

= (SXeXe − Σ̂u)
−1SXeXeβc,naive = κ̂−1βc,naive

β̂0 = ȳ − β̂c
′
X̄e,

where κ̂ = (Σ̂XX + Σ̂u)
−1Σ̂XX is the estimated reliability ratio. We assume that there

is no error in the response. Hence the sample covariance SXeY equals the estimated co-
variance between the true covariates and the response Σ̂XY because there cannot be a
correlation between the measurement error variance.
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2.5.3 Regression calibration

Another method is regression calibration as described by Carroll et al. (1995). Here the
mismeasured values are replaced by estimates from the regression of the unobserved part
of X (the true values of the mismeasured covariates) on Xe and the covariates which are
measured correctly. Then standard analysis methods can be used and the resulting stan-
dard errors have to be adjusted because otherwise they would ignore that for the regression
of the unobserved part ofX parameters had to be estimated, too.

2.5.4 SIMEX

Buonaccorsi (2010) also explain the SIMEX (simulation extraploation) approach. This
method consists of two steps: simulation and extrapolation. In general, the first step
simulates what happens if the measurement error would be larger and in the second step
it extrapolates back to no measurement error. Buonaccorsi defines 5:

βp(λ) = E(βp,naive) if Cov(u) = (1 + λ)Σu.

With the help of λ > 0 ∈ (λ1, ..., λM) we can control for the amount of measurement error
covariance. In the SIMEX algorithm, the first step is to calculate the actualized value of
the mismeasured covariatesXe

b(λm) so that the covariance of the new measurement error
u is (1 +λ)Σu = Σu +λΣu with b = 1, ..., B denoting the number of the step and B is a
large number. By assumption ub is i.i.d. with mean zero and covariance Σ̂u. So it follows
that

Xe
b(λm) = X + ub + λ1/2ub︸ ︷︷ ︸

u

= Xe + λ1/2ub.

So cov(u) = cov(Xe) + cov(λ1/2ub) = (1 +λ)Σu if Σu = Σ̂u. This was the Simulation
step. Then the coefficients are naively estimated for each b and the mean over all B
coefficient vectors is calculated and denoted by λ̄m. Next for each covariate p a model
gp(λ) is fitted as a function of λm for the p-th component of λ̄m. In the last step the
SIMEX estimator for each p is calculated:

β̂p,SIMEX = gp(−1),

5We modified the definition a little bit because we assume that the measurement error is the same for all
observations and therefore it does not depend on i.
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because so cov(u) = (1+(−1))Σu = 0 and hence there is no longer a measurement error
in the model. According to Blackwell et al. (2015a) SIMEX is not so good if there are
multiple mismeasured variables because the computation is harder and the results depend
more on the extrapolation model.

2.5.5 Likelihood Methods

Likelihood methods where already describe as a methods which can be used with missing
data but likelihood methods can correct for measurement error, too. To compute the
likelihoods for data with measurement error the model for y given x, the model forX in
the structural setting 6 and the measurement error model or some of these models need to
be specified. The likelihood with no error in the response for the case that the trueX is a
random variable with parameters θ is given by

LY Xe(θy,ω,θ) =
∏
it

f(yit, x
e
it;θy,ω,θ)

=
∏
it

∫
x

f(yit|x;θy,it)f(xeit|x;ω)fXit
(x;θ)dx,

where ω are the parameters of the measurement error model and θy = (β,σy) are the
parameters of the model for Y |x. With this likelihood we can calculate ML-estimates
but therefore we often need to know some parameters or make assumptions about them.
Sometimes all parameters are identifiable without assumptions. To solve the problem of
unknown parameters, additional data could be used, for example external validation data,
internal validation data or replicate data.
External validation data describe a dataset containing true values for the mismeasured
variables. This dataset is independent from the main dataset. With the help of exter-
nal validation data, pseudo-maximum likelihood estimators can be calculated. At first,
the measurement error parameters from the external data are estimated. These estimated
measurement error parameters are used to compute the pseudo-MLEs for the observed
data likelihood.
There is also the possibility to use internal validation data. If some values of a mismea-
sured variable are measured correctly and therefore represent the true values, a subset
containing these true observed values can be created and this is called internal validation
data. We assume here that we do not have longitudinal data so there is no time indices
necessary and we have I observations. If there is no error in the response , with internal

6In the structural setting theXi are random.
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validation data the full likelihood is given by

LInt =

IV∏
i=1

f(yi,x
e
i ,xi)

I∏
IV +1

f(yi,x
e
i ),

where i ∈ (1, ..., IV ) are the observations for which the true values for the mismeasured
variable are observed. So for I − IV observations the true values are not observed or in
other words the true values are missing (MAR according to Buanaccorsi et al. (2010)).
Missing data methods could be used (see 2.3) .
Another way would be to use likelihood methods with replicate data. Replicate data
means that for every observation there are several additional measurements of the mis-
measured variable. These replicate values are subject to measurement error, too. The
measurement error can differ between the different replicate datasets. In the likelihood
the density of the mismeasured variable is replaced by the density of the replicates:

LRep(θy,γ,θ) =
∏
it

∫
x

f(yit|x;β,σy)f(xeit,rep|x;ω)fXit
(x;θ)dx.

According to Buonaccorsi (2010) a problem of all likelihood methods is that the im-
plementation is often complicated but they yield good results when the assumptions are
fulfilled.

2.5.6 Modified Estimating Equations

Estimates which are corrected for measurement error can also be obtained using mod-
ified estimating equations. The resulting estimators are consistent if some regulatory
conditions are fulfilled. Buonaccorsi (2010) describes the modified estimating equations
(MEE) approach. At first the measurement error parameters are estimated. Second the
naive estimating equations are modified by using the estimates from the first step. Then
the MEE estimates have to be computed iteratively using standard methods for data with-
out measurement error.
Often we need to know the measurement error variance to use specific methods. Since
we do not know this variance in reality we need to make assumptions about it or estimate
it. In the next section we want to describe a possible method to estimate the measurement
error variance.

2.6 Estimating the Measurement Error Variance

For many methods that correct for measurement error we need to specify the variance
of the measurement error but mostly this is not known in reality. If it is misspecified
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the estimators could be biased as we see in the sensitivity analysis of this work. So
it is desirable to obtain best possible estimators for this variance. Buonaccorsi (2010)
describes a way to estimate the measurement error variance using replicate data (shortly
described in the previous section). It is assumed that these replicates are taken on units in
the main study and that we do not have longitudinal data so we only have one observation
per subject and no time indices is needed. Here we assume that different observations can
have different measurement error variances. The R replicate values for covariate p and
observation i are given by Xe

i1j, ..., X
e
iRijp

where Rij is the number of replicate values for
covariate p and observation i and

Xe
irp|xip = xip + uirp.

Analogously to 1 the true values of observation i and covariate p are denoted by xip

and the measurement error uirp has mean zero and the variance is given by σ2
uip(1) (per-

replicate variance). We assume here that the measurement errors of two variables are not
correlated (interested readers can consult Buonaccorsi (2010)). Assuming that there is
more than one replicate per observation and variable (Rip > 1), the per-replicate variance
can be estimated using

σ̂2
uip(1) = S2

ip =
1

Rip − 1

∑
r

(Xe
irp − X̄e

ip)
2,

where X̄e
ip =

∑
rX

e
irp/Rip. The estimated variance of uip is obtained by σ̂2

uip = σ̂2
uip(1)/Rip.

This estimated measurement error variance can be used to correct for measurement error
with different methods. For example we could use this estimated measurement error vari-
ance to compute κ̂ = (Σ̂XX + Σ̂u)

−1Σ̂XX for a moment corrected estimator.
In the previous sections we described missing data methods and methods to correct for
measurement errors separately. But in reality we often face data which contain miss-
ing data and mismeasured variables. In the following section we want to outline some
methods which can be used for this combined problems.

2.7 Longitudinal Data with Missing Data and Measurement Error

After this explanation of missing data and measurement errors and how we can deal with
it if they occur separately, we now look at the combined problems of missing data and
measurement error but only for longitudinal data. There can be different combinations of
missing data and measurement error. For example only covariates or only the response
could be mismeasured and missing or the response is mismeasured and some covariates
contain missing values or both are subject to missingness and measurement error. To our
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knowledge the most examined combination of the problems is a measurement error in the
covariates and a missing response or drop-out. There are different methods used in the
literature. Some methods are outlined in this chapter. One approach uses SIMEX, one
a joint model with MCEM for inference, another one uses approximate likelihoods and
MCEM, one uses estimating equations based on moments and the last described method
is multiple overimputation. We start with the SIMEX based approach.
Yi (2008) takes a look at response data subject to dropout which are missing at random and
mismeasured covariates in a logistic regression model. They use two inference methods.
The first method, inverse probability weighted GEE, is used often if data are incomplete.
With measurement error inverse probability weighted GEE yields biased estimates. The
other one is SIMEX (Cook and Stefanski (1995)) which contains a simulation step, an
estimation step and an extrapolation step. Yi (2008) explains the idea of SIMEX as fol-
lows: Instead of replacing the true x by x + u (as in the normal SIMEX approach, see
2.5.4), it is replaced by x + u + λσuus where us ∼ N (0, 1). The result is that the esti-
mator for β1 converges in probability to the true value of β1 if λ = −1. Comparing the
SIMEX approach in a simulation study to the naive method of ignoring the measurement
error shows that the SIMEX approach performs much better in terms of bias. Since this
approach is functional, it is not necessary to model the distribution of the mismeasured
covariates.
Yi et al. (2011) examine longitudinal data with covariate measurement error and missing
response, too. But they use a generalized linear mixed model (GLMM). For simultane-
ous inference they use a joint model method with MCEM (Monte Carlo EM-Algorithm)
because the complete data log-likelihood is very complex. They conduct a simulation
study where they compare a naive method (Complete Case with ignoring measurements
errors) and their proposed method. The latter performs very good with different degree of
measurement error (small bias). Whereas the naive approach leads to large biases if there
is a measurement error and missing data. Yi et al. also compared different missing data
mechanisms and describe the results for their methods with and without measurement er-
ror. They also conducted a bias analysis which we do not want to explain further.
Liu and Wu (2007) use a similar approach: They use two approximate likelihood methods
but for sempiparametric NLME- (nonlinear mixed effect) models with mismeasured time-
varying covariates and missing response. Both are implemented by a MCEM- algorithm
combined with a Gibbs sampler. They assume that the missing data process is nonignor-
able. The first method uses a joint model with MCEM and Gibbs sampler to compute
the approximate maximum likelihood estimates simultaneously. The second method is
an approximate method which uses Taylor expansion. The first method is more accurate
than the second one but computationally very intensive. So they propose to use the second
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method if the first one is too complex or to calculate starting values for the first method.
Both have performed much better than the naive approach (ignoring missings and mea-
surement errors) in a simulation study.
Another method for dealing with missing response and time-varying covariates measured
with error is proposed by Yi et al. (2012). They are using estimating equations based
on moments. Benefits of this method are that only a few assumptions are necessary. No
assumptions about the distribution of mismeasured covariates are necessary because Yi
et al. (2012) use a functional measurement error method. Moreover they do not need to
specify the distribution of the complete data since the model is marginal. Their approach
consists of three steps. In the first step the marginal moments for the error process are
used to correct for the measurement errors. Then inverse probability weighting is used to
adjust for the missing response. The results of the first two steps are time-specific esti-
mating equations for each subject which are corrected for measurement error and missing
response. These estimating equations are combined to one efficient estimating equation
by the generalized method of moments (Hansen (1982)). Yi et al. (2012) compare their
proposed approach to three naive ones (one that ignores covariate measurement error and
missing responses, one that ignores only measurement error and one that ignores only
missing responses) with the result that the naive methods not correcting for measurement
error and/or missing response perform badly regarding the bias. In contrast, the method
of Yi et al. (2012) performs better in terms of bias and the proposed method exhibits a
low bias and a high coverage rate (close to the nominal 95%) 7.
To our knowledge, none of the above described methods was modified in a way so that it
can be used for missing covariates, a response subject to drop-out and covariate measure-
ment error. But this combination is a realistic scenario. A method which is not restricted
to specific combination of missing data and measurement error is multiple overimputation
which is an extension of multiple imputation. With multiple overimputation, the missing
values are filled in (as with multiple imputation, see last part of 2.3) and the mismeasured
values are overwritten (overimputed). To our knowledge, it was not examined yet if this
method can be used for the combined problems of missing covariates, response drop-out
and covariate measurement error if the data are longitudinal. We want to examine if mul-
tiple overimputation can be used for this problem of incomplete longitudinal data. We
conduct a simulation study given in section 5 and the corresponding model is described in
section 4. But at first we want to explain multiple impuatation and its extension multiple
overimputation.

7This means that the corresponding confidence interval covers the true value in 95 out of 100 cases.
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3 Multiple (Over-)Imputation

Multiple Imputation (Rubin (1987)) is a method to correct for missing data where missing
values are filled in multiple times. The results are several datasets without missings so that
standard statistical methods can be used. We want to describe the multiple imputation
algorithm used in the R-package Amelia II (Honaker et al. (2011), Honaker and King
(2010)). With a later version of Amelia II (relying on Blackwell et al. (2015 a,b)) it is
also possible to correct for measurement error using multiple overimputation which we
want to present in the second part of this section.

3.1 Multiple Imputation (MI)

For a better understanding of the Amelia package for multiple imputation (MI), we want
to outline what multiple imputation is in general. Therefore we rely on King et al. (2001).
As already described in the last part of section 2.3, multiple imputation means that a
missing value is filled in (imputed) k-times. Hence we obtain k datasets without missings
in which the observed values are the same for each dataset. The filled in values can differ
from dataset to dataset. If the prediction is good, the variance across these filled in values
between the datasets is small and the variance is large if the prediction is not good. An
explanation is that if the information used for imputation is more clearly, it leads to similar
filled-in values in the k imputations. The resulting k datasets can be analysed by normal
statistical procedures. And the k analysis results can be combined by simple methods.
Imagine you estimate a regression coefficient βl for each dataset l ∈ {1, 2, ..., k}, the
overall point estimate is given by

β̄ =
1

k

k∑
l=1

βl. (2)

Similarly we can combine estimates for other quantities of interest, such as univariate
mean, predicted probability or first differences in the datasets. The variance of the MI
point estimate of a coefficient can be calculated by:

V ar(β) =
1

k

k∑
l=1

V ar(βl) +
1

k − 1

k∑
l=1

(βl − β̄)︸ ︷︷ ︸
sample variance across the k regression coefficients

.

Now we want to explain the MI algorithm used in the Amelia package. Therefore we rely
on the explanations in King et al. (2001), Honaker and King (2010) and Honaker et al.
(2011). The first important assumption to use the amelia() function for imputation is
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that the missing data are MAR. The MAR assumption can be encouraged by including
more informative variables - even variables which are not part of the model of interest.
Because so there is more information which can be used to draw the imputations. This
additional informative variables could be variables measured after the treatment, variables
which are endogenously determined or measures of the same quantity as others. This in-
clusion of additional variables is possible since imputation models are not used for causal
explanation or parameter estimates but for predictions of the distribution of each of the
missing values.
The next assumption is that the variables are multivariate normally distributed. Trans-
formations can be used to make this assumption more reliable. Moreover for example
Schafer (1997) and Schafer and Olsen (1998) have shown that this approximated model
(normal distribution) often works as well as more complicated models for categorical or
mixed data.
To explain the used algorithm in the amelia package, we need do describe an imputation
model (King et al. (2001)). We define a (1×(P+1)) vectorZit which contains the values
of the covariates and the response for subject i ∈ 1, 2, ..., I at time t ∈ 1, 2, ..., T . If there
are no missing values, the ((I ·T )×(P+1)) matrixZ is multivariate normally distributed
with mean µ and covariance matrix Σ, Z ∼ N (µ,Σ). The covariances (off-diagonal el-
ements of Σ) allow the variables to be correlated. As an example, if one covariate is a
persons weight at the baseline and another is a persons height, both covariates are posi-
tively correlated since it may be plausible that on average the weight increases with the
height. The complete data Likelihood is given by

L(µ,Σ|Z) ∝
∏
i,t

p(Zit|µ,Σ) (3)

Then the observed data likelihood if data is given by

L(µ,Σ|Zobs) ∝
I∏
i=1

T∏
t=1

p(Zobs
it |µobsit ,Σobs

it ), (4)

where Zobs
it are the observed elements of Zit. µobsit is the corresponding subvector of

µ and Σobs
it is the corresponding submatrix of Σ. The subvector and submatrix do not

vary over i and t since we assume that the mean and covariance are the same for all
observations. An imputation for subject i at time point t for a variable (covariates and
response) py ∈ {1, ..., (P + 1)} can be calculated by

Z̃itpy = Zit,−py β̃ + ε̃it, (5)
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where Z̃itpy is a simulated value for variable py and subject i at time point t. β is the
coefficient from a regression of Zpy on all other variables Zit,−py in the (I · T × (P + 1))

dataset Z. εit denotes the fundamental uncertainty. Additional uncertainty is obtained by
estimating the coefficient because we do not know the exact value β. The ∼-sign means
that the corresponding value is a random draw from an appropriate posteriori. The gen-
erated imputations are continuous values. If the imputed values are categorical there are
two possibilities: The first is to round the value to the nearest categorical value (Schafer
1997). The better method would be to draw from a suitable discrete distribution with
mean equal to that of the normal distribution. In the amelia() function values are im-
puted k times. Therefore it is a multiple imputation.
But why do we need to impute k-times? MI has three major advantages over single im-
putation (Rubin (1987)). The first is that the efficiency of the estimation is higher when
using MI if the imputations are random draws which shall represent the distribution of the
data. Due to the missing values there is additional variability in the model which should
not be ignored. The second advantage of MI is that this variability is displayed by com-
bining the results of the k imputations. Moreover if we have several models for which
repeated imputations are drawn randomly, we can use complete data methods to do sensi-
tivity inference (third advantage). The disadvantages are actually not worth mentioning.
Obviously MI is more costly than single imputation regarding the imputation itself and
the analysis. Moreover, more memory is needed since we have to store several datasets.
But if k is not to large this is not a problem especially not nowadays where we have huge
servers with much more memory than in the 1980s. Besides that, Rubin (1987) outlines
that k = 5 or k = 10 would be sufficient. Considering that, the needed memory is not
that much. For more details please consult Rubin (1987). A nice description of the disad-
vantage of single imputation is given by Honaker and King (2010). They said that single
imputation "cause[s] statistical analysis software to think the data have more observations
than were actually observed and to exaggerate the confidence you have in your results by
biasing standard errors and confidence intervals"(Honaker and King (2010), p. 563).
A problem regarding implementing the described imputation model is that generating ran-
dom draws from the posterior of µ and Σ is computationally very difficult. There are two
possible methods to solve this problem: IP (Imputation-Posterior) and EM (Expectation
Maximization) algorithm (see 2.3) whereas King at al. (2001) recommend the EMis al-
gorithm (EM with importance sampling). EMis is faster than IP and it draws from the
same posterior P (Zmis|Zobs) (multivariate normal observed data posterior). Please con-
sult King et al. (2001) for detailed explanation of these algorithms.
Honaker and King (2010) propose to combine EM with Bootstrapping (EMB). This algo-
rithm is used in the Amelia R-package. Since we use this package in our simlation study,
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we want to describe EMB and the MI algorithm in Amelia more accurately. Here we rely
our explanations on Honaker and King (2011). Two assumptions are needed for using
Amelia:

Z ∼ N (µ,Σ) (multivariate normal distribution) (6)

p(M |Z) = p(M |Zobs) (MAR assumption), (7)

where M is a (I · T × (P + 1)) missingness matrix. A cellvalue of M is one if the
corresponding cellvalue of Z is missing and zero if it is observed. The first assumption
describes that the dataset Z is multivariate normally distributed. The second assumption
means that the data have to be at least MAR. Since MCAR is a more restrictive assump-
tion, it would fulfil this assumption, too. To take draws from the posterior of the complete
data parameters θ using EMB, we need to specify this posterior. Therefore we first need
the observed data likelihood p(Zobs,M |θ). To specify the observed data likelihood we
use the MAR assumption and that M is not dependent on the complete data parameters
(Honaker et al. (2011)). The complete data likelihood is given by:

p(Zobs,M |θ) = p(M |Zobs)p(Zobs|θ). (8)

This leads to the likelihood in equation 4. Since we are only interested in the inference on
complete data parameters, we cross the other part out:

L(θ|Zobs) ∝ p(Zobs|θ) (9)

By using the law of iterated expectations the likelihood can also be expressed by

p(Zobs|θ) =

∫
p(Z|θ)dZmis. (10)

So we integrate out the missing values. Now the posterior is given by

p(θ|Zobs) ∝ p(Zobs|θ) =

∫
p(Z|θ)dZmis. (11)

Hence the posterior is proportional to the observed data likelihood (9). Draws from
this posterior can be created using the EMB algorithm:

1. create (I · T × (P + 1)) bootstrap sample of the data with replacement

2. use EM to create point estimates of µ and Σ

3. impute missing values using the estimates and the original sample units
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We already described the EM algorithm in the Maximum Likelihood part of section 2.3.
The EMB algorithm is repeated k times. So we obtain k imputed datasets without miss-
ing values. Practically this is what amelia() does. The output when using amelia()
contains several amelia-objects whereas the most important for analysis are the imputa-
tions. Moreover the output contains the number of imputed datasets k, the missing Matrix
M , a (P + 1) + 1× (P + 1) + 1× k array which contains the converged parameters for
each of the k EM algorithms (see 2. in the above algorithm). The posterior modes for the
k EM chains µ ((P + 1) × k) and Σ ((P + 1) × (P + 1) × k) are given, too and some
other objects (see the document "Package Amelia").
Now we can use every standard statistical method to analyse the datasets and combine the
k results for example as described in 2. Another possibility is to use the zelig() func-
tion from the R-package Zelig (Imai et al. (2007,2008)). We can pass the amelia output
directly to this function just like a normal dataset to a regression function. We also have
to specify the desired model and formula. There are many different options for models
which can be find in the vignettes "Zelig Core Model Reference Manual". To name just a
few: least squares, gamma, negative binomial, different gee models and several bayesian
regression models. Models for multilevel data are included in the R-package ZeligMulti-
level (reference?!), for example mixed effects linear (LME) regression which we will use
in our simulation. The zelig() function automatically combines the results of k mul-
tiple imputed datasets. The normal summary() function does not print the combined
results if a multiply imputed dataset with a LME model is used. Some modifications are
necessary to make it work. Alternatively we can use the normal function but this leads
to seperate regression outputs for each imputed dataset so we have to combine the results
ourselves by using equation 2 for the coefficients. Other parameter can be calculated anal-
ogously.
Multiple Imputation only corrects for missing data but not for measurement error. There-
fore Blackwell et al.(2015 a,b) extend their MI algorithm and call the resulting approach
Multiple Overimputation (MO) which can correct for measurement error, too. We want
to describe this approach in the next section.

3.2 Multiple Overimputation (MO)

Multiple overimputation is a method which can correct for missing and mismeasured data
simultaneously. It was proposed by Blackwell et al. (2015a,b) as an extension of multiple
imputation to mismeasured data. In the MO approach missing data are imputed as with
MI and mismeasured values are overwritten, or in terms of Blackwell at al., overimputed.
Other methods for longitudinal missing data and mismeasured variables are very com-
plicated because we cannot use standard statistical methods. But with this approach it is
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possible to use statistical analysis methods for compelete data which makes it really easy
to use. In this section we rely on explanations in Blackwell et al. (2015a,b). Easier than
using MO would be to treat mismeasured values as unobserved values. Then the mismea-
sured values can be deleted from the dataset and MI can be used to replace the missing
values. But Blackwell et al. (2015a,b) think that even if the values are mismeasured, they
still are informative so we should not handle them as if they were missing. This additional
information from the mismeasured variables can be used to improve the imputation of the
missings and mismeasured values and therefore to increase the efficiency of estimates.
MO takes this additional information into account. To overimpute a mismeasured value
two sources of information can be used. The first is similar to MI: The mismeasured value
is treated as missing and the information of all other observation is used. Additionally the
information from the mismeasured value itself can be used.
Blackwell et al. (2015a) describe that missing data can be interpreted as special, enor-
mous measurement errors. We want to illustrate this by using an example from Blackwell
et al. (2015a). Assume that a mismeasured variable xe is given by equation 1, so the
variable is subject to a classical additive measurement error. Furthermore it is assumed
that the measurement error u given the latent variable x is normally distributed with mean
zero and variance σ2

u. σ2
u denotes the measurement error variance which can take values

Figure 1: The continuum of measurement error with observation-level priors illustrated
in top row.9

between zero and infinity. In figure 1 these values between zero and infinity are pictured
as a line since all values in between are possible. On the left end the measurement error
variance σ2

u is zero and on the right side it is infinite so the measurement error variance is

9This graphic was copied from Blackwell et al. (2015a).
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increasing from left to right. If this variance is zero it means that the variable is measured
correctly so there is no uncertainty about the location of the true value. Above the line,
which represents the measurement error variance, the distributions of the unobserved true
values are drawn. If there is no measurement error this distribution is a vertical line since
we know the exact location of the true value. If the measurement error is greater than zero
but still small, the distribution of the unobserved true values is a tight normal distribution.
With increasing measurement error variance the distribution gets heavier tails so that it
is a flat line if the measurement error variance goes to infinity. In the case of an infinite
measurement error variance we know nothing about the location of the true value since
the observed value is entirely uninformative. So if the measurement error variance goes to
infinity, the value can be interpreted as missing. The values between the two extremes are
partially missing since we have some information on the location of the true value but do
not know it exactly. This additional information on the location of the true value is used to
form overimputed values for the mismeasured data by incorporating it in cell-level priors.
With the help of these cell-level priors MI is extended to MO.
So when using MO for missing data and measurement error we have two distributions de-
scribing the available information: On the one hand there are the cell-level priors which
represent the information from the observed mismeasured value and on the other hand
we obtain a distribution based on all the rest of observed data in the dataset. These two
sources of information are combined. We can now correct for all amounts of measure-
ment errors not only for the extreme case with infinite measurement error variance. But
if the measurement error is infinite and therefore the mismeasured value does not contain
any information about the true latent value, only information from the observed values is
used for imputation. On the other hand if the measurement error variance is neither zero
nor infinite, we draw several times from the posterior distribution of the latent true value
to overwrite the mismeasured value.
Now we want to describe more precisely how MO works. Therefore we use the expla-
nations in Blackwell et al. (2012b). We modify the notation a little bit since we want
to use MO for longitudinal data. We add an indices for the time of the measurement,
t = 1, ..., T . For the case with only missing values we defined a missingness matrix
M where the values were either zero (for not missing) and one (for missing). Now a
measurement mechanism is defined which takes into account that values can also be mis-
measured (partially missing). For the data xitp, with i = 1, ..., I (subjects), t = 1, ..., T

(time/number of measurements per subject) and p = 1, ..., P (covariates), the measure-
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ment mechanism is given by:

m̃itp =


0 if xitp is observed

1 if xitp is missing and an unbiased proxy xeitp

0 if xitp is missing

. (12)

Blackwell et al. (2015b) consider here only covariates and not the response. With the
help of this mechanism we can define two subsets, one containing the (partially) missing
true values and one containing the observed true values:

xobs = {xitp|(∀i, j) ∧ (m̃ijt = 0)}

xmis = {xitp|(∀i, j) ∧ (m̃ijt > 0)}.

These two subsets can be combined to x = (xobs,xmis). The measurement mechanism
and the data subsets can be used to construct the following observed data probability
density function:

p(m̃,xe,xobs|θ,η, φ̃) =

∫
p(m̃|xobs,xmis,xe, φ̃)p(xe|xobs,xmis,η)p(xobs,xmis|θ)dxmis,

(13)

where φ̃ are the parameters corresponding to the distribution of measurement mechanism,
m̃ and η are the parameters corresponding to the mismeasured data xe 10. This is the first
step to determine the distribution of the true data x. Moreover two assumptions are made,
one concerning the measurement mechanism and one concerning the measurement error.
The first assumption ensures that the distribution of the measurement indicator m does
not depend on the missing data. Blackwell at al. (2015b) call this property Ignorable
Measurement Mechanism Assignment (IMMA). IMMA is the extension of the missing at
random assumption necessary for MI. Two things have to be fulfilled for IMMA (and for
the above described probability density function):

1. For any values ofm,xobs,xe and two possible ralizations of missing data ,xmis and
xmis′,

p(m̃|xobs,xmis,xe, φ̃) = p(m̃|xobs,xmis′,xe, φ̃) (14)

10Blackwell et al. (2015b) write that η (they call it γ) are the parameters of the distribution of mea-
surement meachanism but the measurement mechanism is denoted by m (see page 2 in Blackwell et al.
(2015b)) and the parameters for the distribution of m are given by φ̃. We conclude that η are the param-
eters corresponding to the distribution of the mismeasured variable since it is part of the distribtuion in
equation 13
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2. the parameters φ̃ corresponding to the distribution of m are distinct from the pa-
rameters corresponding to xe and x, which are denoted by η and θ.

The second assumption concerns the measurement error distribution:

Except for the parameters η the measurement error data generating process or mea-
surement error distribution p(xe|xmis,xobs,η) is known. For the parameters η exists
an consistent estimator if they are unknown.

To describe MO Blackwell et al. (2015b) define three likelihoods: joint likelihood, pro-
file likelihood and ignorance likelihood. They show that the profile likelihood for (θ,η)
is proportional to the ignorance likelihood if the IMMA assumption is fulfilled. The joint
likelihood of the parameters corresponding to the true data x, the distribution of the miss-
ing data mechanism and the missingness indicator m̃ is given by:

Lj(θ,η, φ̃) = p(m̃,xe,xobs|θ,η, φ̃). (15)

The profile likelihood of the parameters corresponding to the true data x and to the dis-
tribution of the missing data mechanism with respect to φ is constructed as

Lp(θ,η) = max
φ̃

[
Lj(θ,η, φ̃)

]
. (16)

So the profile likelihood describes the maximum of the joint likelihood for the parameters
of the distribution of m̃, φ̃. The third specified likelihood is the ignorance likelihood
which ignores the measurement indicator m̃:

L(θ,η) = p(xe,xobs|θ,η). (17)

Since the measurement indicator is ignored in the ignorance likelihood, it does not depend
on the corresponding parameters φ̃. Now it can be shown that under IMMA the above
described profile likelihood is proportional to the ignorance likelihood. If IMMA holds,
the joint likelihood can be factored as

Lj(θ,η, φ̃) = p(m,xe,xobs|θ,η, φ̃)

def. joint Lik.
=

∫
p(xobs,xmis|θ)p(xe|xobs,xmis,η)p(m̃|xobs,xmis,xe, φ̃)dxmis

IMMA
=

∫
p(xobs,xmis|θ)p(xe|xobs,xmis,η)p(m̃|xobs,xe, φ̃)dxmis

= p(m̃|xobs,xe, φ̃)

∫
p(xobs,xmis|θ)p(xe|xobs,xmis,η)dxmis

= p(m̃|xobs,xe, φ̃)L(θ,η).
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The fourth equality holds since the measurement mechanism does not depend on the
missing values and therefore we do not have to integrate out the missings and can write
it in front of the integral. The resulting integral describes the ignorance likelihood 17
since the distribution to which φ̃ corresponds, is ignored. So we obtain the last term.
The profile likelihood is a function of the joint likelihood. The factored likelihood can be
inserted in the profile likelihood:

Lp(θ,η) = max
φ̃

[
p(m̃|xobs,xe, φ̃)L(θ,η)

]
= L(θ,η)max

φ̃

[
p(m̃|xobs,xe, φ̃)

]
11

∝ L(θ,η).

Here the second equation holds since the second factor in the first line (the ignorance
likelihood) does not depend on φ̃ and therefore the maximum of this likelihood with re-
spect to φ̃ is simply the likelihood itself. The last equality follows because the second
factor in the second line is independent of the parameters θ and η. So it is shown that the
profile likelihood 16 is proportional to the ignorance likelihood 17 if IMMA holds.

Since the profile and ignorance likelihood are proportional, the inferences based on the ig-
norance likelihood and inferences about θ and η from the profile likelihood are the same.
In the following parts of this work L(θ,η) denotes as observed data likelihood.
In the maximum likelihood part of section 2.3 we described the EM algorithm in general
to find maximum likelihood estimates if the likelihood depends on data which are subject
to missingness. This algorithm can be used also if there are missing data and mismea-
sured variables. Blackwell et al. (2015b) assume that the parameters of the measurement
error distribution, η are known. In the first step of the EM algorithm the conditional ex-
pectations given the current parameter estimates are calculated. With missing data and
measurement error, this expectation averaged across the missing data is given by:

Q(θ|θ(h)) =

∫
log
[
p(xmis,xobs,xe|θ,η)

]
p(xmis|xobs,xe,θ(h),η)dxmis, (18)

where θ(h) are the parameters estimated in the previous M-step. So the second factor, the
posterior distribution of the missing data, is fixed in θ. The first factor is the log likelihood

11Blackwell et al. wrote Lp(θ,η) instead of L(θ,η). We think this is a typing error since in the first
equation the likelihood does not depend on φ̃ and therefore the maximization over φ̃ does not yield the
profile likelihood but the likelihood itself.
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of the complete data which is given by

log
[
p(xmis,xobs,xe|θ,η)

]
= log

[
p(xmis,xobs|θ)

]
+ log

[
p(xe|xmis,xobs,η)

]
.

Given this log likelihood, the expectation Q(θ|θ(h)) can be simplified since the second
term of the complete data likelihood does only depend on the measurement error process
which is assumed to be known. So this term can be crossed out in the expectation since
the parameters η of the measurement error process are distinct from θ. The other part of
the expectation, the posterior distribution of the missing data, is given by

p(xmis|xobs,xe,θ(h),η) ∝ p(xmis|xobs,θ(h))p(xe|xmis,xobs,η).

The simplified expectation combined with this expression of the posterior distribution of
the missing data yields the following objective function for the E-step:

Q(θ|θ(h)) =

∫
log
[
p(xmis,xobs|θ)

]
p(xmis|xobs,θ(h))p(xe|xmis,xobs,η)dxmis. (19)

So the information from the mismeasured values enter the objective function via the pos-
terior distribution of the missing data. After calculating the expectation in the E-step,
updated estimates of θ are created in the M-step by maximizing Q(θ|θ(h)) with respect to
θ. The resulting estimate is denoted by θ(h+1) and used to compute the expectation in the
next step. Both steps are repeated until convergence. The results are the maximum like-
lihood estimates of θ under the observed data likelihood. In reality the assumption that
the parameters η of the distribution of the mismeasured values are known, is not fulfilled
often. So the parameters have to be estimated. If consistent estimates are used instead of
the true η, the algorithm still converges to a consistent estimator for θ.
This EM algorithm is used to compute the multiple overimputations. So the result of MO
are several datasets without missing values and corrected for measurement error which
are denoted by x(1), ...,x(k) with x(k) = (xobs,xmis(k)). So only the missing and mismea-
sured data can differ from imputed datasets to imputed dataset, the correctly observed
data are the same. The mismeasured values are overwritten with draws from the predic-
tive posterior distribution of the unobserved data:

(xmis(k)) ∼ p(xmis(k)|xobs, ze) =

∫
p(xmis(k)|xobs, ze,θ,η)p(θ,η|xobs,xe)dθdη. (20)

Given this predictive posterior, a possible way to create multiple overimputations can be
deduced. Therefore θ(k) is drawn from its posterior p(θ,η|xobs,xe,η) and then (xmis(k))

is drawn from p(xmis(k)|xobs, ze) =
∫
p(xmis(k)|xobs, ze,θ(b),η). To generate these draws
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the EM algorithm can be used in combination with an additional sampling step. This EM
approach is used in Blackwell et al. (2015a,b). For additional sampling they use boot-
strapping and in sample k θ̂k is used as draw from the posterior of θ. If the EM algorithm
as described above is used, we obtain a maximum likelihood estimate or a maximum
a posteriori estimate θ̂. This is used to draw from the predictive posteriori. Another
possibility is to use for example Gibbs sampling or other Markov Chain Monte Carlo ap-
proaches.
To specify the distributions more precisely, we have to make an assumption on the dis-
tribution of the true data. Often it is assumed that the complete data x are multivariate
normally distributed with parameters θ = (µ,Σ), x ∼ N (µ,Σ). The normal distri-
bution is statistically dual. Imagine a function of two variables (a, b). The distribution
of a with parameter b and the distribution of b with parameter a are statistically dual if
they both describe the function of (a, b) (Bityukov et al. (2008)). Or for the normal dis-
tribution in other words: Any conditional distribution of the ideal data is also normal if
the ideal data is normal. Additional to the distribution of the complete data, assumptions
concerning the distribution of the mismeasured values xitp are necessary. Blackwell et
al. (2015b) assume that the mismeasured values are normally distributed with mean zitp
(unobserved true value) and measurement error variance σ2

u,p
12. The distribution of the

mismeasured values can also be written as multivariate normal distribution by changing
the notation. Since only values contained in xmis

it
13 can be mismeasured, this is the mean

of the multivariate normal distribution. The covariance matrix is given by Σu = σ2
uI with

σ2
u = {σ2

u,p;mitp = 1 ∧ σ2
u,p = σ2

u,itp∀i, t} and I is the identity matrix with dimension∑
p I{mitp = 1}. The measurement error variance is assumed to be known or estimable

and the measurement error is unbiased. If otherwise the measurement error is biased or
depends on other variables, this information can be included in the cell-level means. For
example assume that we want to measure the weight of people as variable x1 and we know
that the weighing machine always measures three kilograms less than would be right. This
error can be incorporated in the cell-level means of the distribution by subtracting three
from the cell-level mean. So the resulting distribution would be N (xit1 − 3, σ2

u,j) and if
the weighing machine measured three kilograms less for all observations and times this
distribution is the same for all i and t. But Blackwell et al. (2015b) assume that the
measurement error is unbiased. They describe the E-step for normal complete data and
normal mismeasured values but assume that fully missing values (mitp = 2) do not exist.

12Blackwell et al. (2015b) assume that this variance differs for different observation i. For longitudinal
data this would mean that the variance have to depend on it but we assume that the measurement error
variance is the same for all observations. It is only allowed to differ for different covariates p

13xmis
it are the true unobserved values for the missing and mismeasured values.
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Then the E-step is given by

E
[
T (x)|xobs,xe,θ(h)

]
=

∫
T (x)p(xmis|xobs,θ(h))p(xe|xmis,η)dxmis

=

∫
T (x)

∏
i,t

p(xmis
it |xobs

it ,θ
(h))p(xeit|xmis

it ,Σu)︸ ︷︷ ︸
full conditional distribution

dxmis
it ,

where T (x) are the sufficient statistics for the multivariate normal and the parameter η of
the mismeasured variables is the measurement error variance Σu. Instead of calculating
the above E-step, we could calculate the objective function 19. Both yield the same
results. To calculate the E-step the full conditional have to be determined. Therefore
the distributions of

[
xmis
it |xobs

it ,θ
]

and
[
xeit|xmis

it ,Σu

]
are necessary. Both distributions are

(multivariate) normal:

[
xmis
it |xobs

it ,θ
]
∼ N (µe|o,Σe|o)[

xeit|xmis
it ,Σu

]
∼ N (xmis

it ,Σu),

where (µe|o,Σe|o) are deterministic functions of the complete data parameters θ and xobs
it .

The first factor of the full conditional contains information from a regression of the miss-
ing data on the observed data and the second factor represents information from the mis-
measured values. The distribution of the full conditional can be calculated as follows

p(xmis
it |xobs

it ,x
e
it,θ

(h),Σu) ∝ p(xmis
it |xobs

it ,θ
(h))p(xeit|xmis

it ,Σu)

∝ exp(−1

2
(xmis

it − µe|o)TΣ−1e|o(x
mis
it − µe|o)) · exp(−1

2
(xe

it − xmis
it )TΣ−1u (xe

it − xmis
it ))

= exp(−1

2

[
(xmis

it − µe|o)TΣ−1e|o(x
mis
it − µe|o) · (xe

it − xmis
it )TΣ−1u (xe

it − xmis
it )
]
)

= exp(−1

2

[
xmis
it

T
Σ−1e|ox

mis
it − 2xmis

it

T
Σ−1e|oµe|o + µe|o

TΣ−1e|oµe|o

+ xe
it
TΣ−1u x

e
it − 2xmis

it

T
Σ−1u x

e
it + xmis

it

T
Σ−1u x

mis
it

]
)

= exp(−1

2

xmis
it

T
(Σ−1e|o + Σ−1u )︸ ︷︷ ︸

Σ∗−1

xmis
it − 2xmis

it

T
(Σ−1e|oµe|o + Σ−1u x

e
it)︸ ︷︷ ︸

µ∗Σ∗−1

+µ∗TΣ∗−1µ∗


∝ N (µ∗,Σ∗).

The mean and covariance of this multivariate normal distribution are

Σ∗ = (Σ−1u + Σ−1e|o)
−1,µ∗ = Σ∗(Σ−1u x

e
it + Σ−1e|oµe|o).
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With the help of this full conditional, the E-step can be calculated. In the M- step the
complete data parameters θ(h+1) = (µ(h+1),Σ(h+1)) are estimated by maximizing the
complete data likelihood resulting from the E-step. So the crucial difference between MI
and MO is the calculation of the E-step but the rest of the EMB algorithm is essentially
the same as described in the MI section.
This was one example for a MO model with normal data but Blackwell et al. (2015b)
allow all data generating processes which fulfil the property of statistical duality. These
are for example the Poisson, Gamma and Inverse-Gamma distribution. The reason for
overimputing multiply is that this way the uncertainty in the location of the unobserved
latent values xit is incorporated. When using MO 10 to 25 imputations are sufficient
as long as the fraction of missing values is not too large or the degree of measurement
error too high. Each of the resulting datasets contains different values for the missing and
mismeasured values which vary more if the predictive ability of the model is small. The
overimputed datasets can than be analysed and the results can be combined by the same
methods as described for MI (see 3.1).
The MO approach was also added to the Amelia package which assumes that the data are
multivariate normal. Amelia can be used for (over-)imputing datasets with measurement
error and missing data. In the function amelia() we have to specify a prior for MO
where one column describes the means of the mismeasured variables which are the values
of the mismeasured variable itself. This represents the information from the measurement
error model. The information from the observed variables is also used in MI so there is no
special incorporation of it in MO. Moreover we have to make an assumption concerning
the measurement error variance or the amount of the variance of the mismeasured variable
which is described by the measurement error.
Blackwell et al. (2015a,b) described this method for normal (not longitudinal) data. But
in reality there are also longitudinal studies with measurement error and missing data. We
want to examine how multiple overimputation performs for this kind of data (longitudinal
data with measurement error and missings) using a simulation study. In the next section
we describe the model used in the simulation study.

4 The Model

In this section we want to describe the model that we use in the simulation study. The
model is very simple because to our knowledge it was not tested before if MO works for
longitudinal data, too.
We consider a longitudinal dataset with five baseline covariates and one response. The
response is measured at several times per subject. We assume that a subject specific ran-
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dom intercept makes sense. That could mean for example that the propositi have different
starting values for the blood pressure - some have a very high blood pressure at the be-
ginning of the study, others have a low blood pressure and others are in between. This
is a common scenario in clinical studies. For more information about random intercepts,
random slopes and more general mixed models we refer to Verbeke and Molenberghs
(2000).
The model can be written as follows:

yit = β · xit + βtt+ bi + εit or (21)

y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + βtt+ b+ ε, (22)

where i is the index for the subjects, the indices t is the time index, the variable t is a value
in 1, 2, ..., T , ε is the noise and bi describes the subject-specific random intercept. The
random intercept shall be normally distributed with mean zero and variance σb. Moreover
we assume that the distribution ofX is multivariate normal with mean zero and variance-
covariance matrix:

Σ =


1 0.5 0.5 0.5 0.5

0.5 1 0.5 0.5 0.5

0.5 0.5 1 0.5 0.5

0.5 0.5 0.5 1 0.5

0.5 0.5 0.5 0.5 1


On the diagonal, Σ contains the variances of the covariates p, var(xp) and next to the
diagonal the covariances of the covariates p, q with p 6= q, cov(xp,xq). So we assume
that the covariates are correlated. The response y is obtained by a linear combination of
the covariates (see 22) Therefore the response is normally distributed, also.
If we would like to estimate this normal random intercept model we could simply use
the Linear Mixed Model (LMM) approach. But we assume that the data are subject to
missingness and measurement error. More specifically we assume that some individuals
drop out of the study so that the response contains missing values. The first measurement
of the response is always observed but if a later value of the response is missing, all
following values for the corresponding individual are missing, too. Moreover we assume
that missing values are contained in x1, x2 and x3. Additionally the first covariate x1 is
subject to an normal classical additive measurement error. and the observed mismeasured
variable is denoted by:

xe1 = x1 + u, (23)
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where u is the measurement error (see 1) normally distributed with mean zero and vari-
ance σ2

u. We assume that the measurement error variance is the same for all observations
and that the IMMA assumption described in the MO section is fulfilled. So the distri-
bution of the mismeasurement indicator does not vary if the missings or true unobserved
values of the mismeasured data vary. For the missings it means that MAR has to be
fulfilled. So the missingness probability just depends on the covariates which are fully
observed (x4, x5) and on the response at time one since the response is always observed
at time one.
Our observed model is:

yobs = β0 + β1x
e,obs
1 + β2x

obs
2 + β3x

obs
3 + β4x4 + β5x5 + βtt+ bε, (24)

If we would use a normal LMM (for example the R function lmer from the R-package
lme4), the estimators would be biased because the rows that contains missings would
be deleted (complete case analysis) and because of the measurement error in the first
covariate (see 2.5.1).
To our knowledge this combination of problems (longitudinal data + missing covariates +
drop-out in response + mismeasured covariate) was not studied before. We want to use the
Multiple Overimputation approach for missing data and measurement error implemented
in the package Amelia (Blackwell et al. (2011), Blackwell et al. (2015)). To check if
this approach also works for longitudinal data with measurement error and missings in
covariates and drop-outs in the response, we conduct a simulation study which we will
describe in the next section.

5 Simulation

In this section we want to describe our simulation study, divided into three parts corre-
sponding to the first three parts of this section. In the first part we explain how the true
and observed dataset is generated. In the second part we describe the (over-) imputation
of the mismeasured and missing values and in the third part we describe the analysis and
the results. In the last part of this section we want to present a small sensitivity analysis
where we vary the amount of measurement error, the time points and the number of miss-
ings and drop-outs. Moreover we examine how the results change if we do not specify
the share of measurement error variance correctly. All simulations consist of 1000 runs.
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5.1 Data Generation

To build the dataset which we described in the model section we generate the covariate
data first. As described in the previous section, we assume that the covariate-vector X
contains only baseline covariates and is multivariate normally distributed:

X ∼ N (0,Σ),

where Σ is a covariance-matrix with diag(Σ) = 1 = V ar(xp), p ∈ {1, 2, 3, 4, 5} and the
entries which are not on the diagonal are the Covariances Cov(xp,xq) = 0.5 with p 6= q

and q ∈ {1, 2, 3, 4, 5}:

Σ =


1 0.5 0.5 0.5 0.5

0.5 1 0.5 0.5 0.5

0.5 0.5 1 0.5 0.5

0.5 0.5 0.5 1 0.5

0.5 0.5 0.5 0.5 1

 .

We draw I = 1000 samples from the above distribution since we want to have 1000

different subjects in our dataset and we need one value for each of the subjects. We
assume that all covariates are baseline covariates. Therefore we have to duplicate the
sampled values until we obtain T = 5 observations per subject. So all five values of
a covariate for one subject are the same. The result of this first step is a dataset with
5 variables (covariates) and for each variable we do have 5000 observations. Then we
incorporate a time variable with values in {1, 2, 3, 4, 5} and an ID indicator with values
between 1 and 1000 so we know which observations belongs to which subject.
In the next step we have to generate the response. This works straight forward since we
just have to insert all values in model 22 plus an error term ε. We already know the
covariate values but we still need the coefficients, the random intercept and the error term
to calculate the response.
We define the coefficient vector β as follows:

β =
(
β0, β1, β2, β3, β4, β5, βt

)T
=
(

1, 10, 5,−8, 3, 1, 1
)T

(25)

The random intercept is drawn from the normal distribution, one for each subject:

bi ∼ N (0, σ2
b ), (26)



Longitudinal Data with Missing Data and Measurement Error 40

where we set the variance of the random intercept to σ2
b = 3 and i ∈ 1, 2, ..., 1000 are

the subjects. The result is a random intercept vector b with dimension 5000× 1 since we
have to duplicate the values for each subject until we have 5 same random incept values
per subject. The error term ε is drawn from a normal distribution, too, but there is one for
each subject at each time point:

εit ∼ N (0, σε). (27)

We set the error term variance to σε = 2. Now we can draw T · I = 5000 error term
values from this normal distribution.
The the response is calculated as follows:

y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + b+ ε. (28)

When we combine the response with the dataset containing the covariates, the id-variable
and the time-variable, we get a complete dataset. This complete dataset contains the true
values without missings and measurement error. We can use the normal LMM to estimate
the coefficients of this model. We do this to compare the coefficients from the true LMM
with the coefficients we get using MO for the observed dataset. The generation of the
observed data will be described now.
The next step is to generate the mismearued variable xe1 as described in equation 23.
Therefore we draw one measurement error for each subject from the normal distribution

ui ∼ N (0, σ2
u), (29)

where σ2
u = 0.5 is the variance of the measurement error. With u = (u1, ...,u1000) we

can calculate the observed mismeasured variable xe1 = x1 + u.
Since we assume that some covariates are subject to missingness and the response is
subject to drop out, we need to generate the missings and dop-outs for which we assume
that they are MAR. Therefore we calculate missingness probabilities for x1,x2 and x3

(the covariates which contain missing values) as follows

πij =
exp(αy,j · yi1 + α4,j · x4,i1 + α5,j · x5,i1 + α0,j)

(1 + exp(αy,j · yi1 + α4,j · x4,i1 + α5,j · x5,i1 + α0,j))
, (30)

where j ∈ {1, 2, 3} is the index for the covariates subject to missingness. Since we
want data which are MAR, π is determined by a constant α0,j which can take different
values for the different missing variables j and by the variables which are fully observed
multiplied with a constant αj which can vary for the different observed variables. So we
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can control the values of π and the influence of the observed variables on the missingness
probabilities πij . The fully observed variables are x4,x5 and yi1 since we assume that
the first measurement of the response is never missing. We choose α(·, j) so that we get
the missing probabilities that we want, here around

∑I
i=1 πi = 0.1. The values are

α0,1 = −2.5, α4,1 = 0.8, α5,1 = 0.8, αy,1 = −0.12, (for the missingness probabilty of x1)

α0,2 = −2, α4,2 = 0.4, α5,2 = −0.25, αy,2 = −0.05, (for the missingness probabilty of x2)

α0,3 = −2.3, α4,3 = −0.7, α5,3 = 0.4, αy,3 = 0 (for the missingness probabilty of x3).

The calculation of the missingness probability πity for the response works similar but we
need different values for different time points since the values of y are time-dependent:

πity =
exp(αy,y · yi,t−1 + α4,y · x4,i1 + α5,y · x5,i1 + α0,y)

(1 + exp(αy,y · yi,t−1 + α4,y · x4,i1 + α5,y · x5,i1 + α0,y))
, (31)

where the missingness probability in t depends on the value of y in t−1 and by assumption
πi1y = 0 ∀ i.
Here we set the values of α·,y as follows

α0,y = −2.5, α4,y = 0.8, α5,y = 0.8, αy,y = −0.05.

With the resulting missingness probabilities we can generate a dummy variable rxe1 by
drawing from the binomial distribution B(0, πij) which takes the following values:

ri,xe1 =

1, if xe1 is missing for subject i

0, if xe1 is observed for subject i.
(32)

ri,x2 and ri,x3 are defined analogously. The dummy variables for the covariates only need
to be dependent on the subject i and not on the time because the covariates are baseline
covariates and have the same value over time regarding a subject.
Since we assume that y is subject to drop-out and always observed for t = 1, the values
of rit,y have to be different for the different time values. So we need an indicator for
missingness for each subject and each time point with ri1,y = 0 ∀ i and rit,y for t > 1 is
defined by:

rit,y =

1, if xe1 is missing for subject i and t > 1

0, if xe1 is observed for subject i and t > 1.
(33)
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To generate rit,y we draw from the binomial distribution B(0, πity). But since we assume
that y is subject to drop-out, we manipulate the vector ri,y in a way that rit,y = 1 if
ri(t−1),y = 1. With the above mentioned values of α·,y the drop-out probability is around
30%.
The next step is to replace all values of xe1,x2,x3,y with missing values if the corre-
sponding dummy variable rxe1 , rx2 , rx3 , ry takes the value one. We obtain an observed
dataset which contains one covariate with measurement error and missings, two only with
missings, two covariates which are observed correctly, one response with drop-out, an
id-variable and a time-variable.
A naive method to analyse such a dataset is to do a complete case analysis where all rows
with missings are dropped and the measurement error is ignored. Another naive method
would be to correct for missings but not for measurement error by using multiple im-
putation. We will compare the results of these methods to the multiple overimputation
approach in section 5.3. In the following part we will describe the data imputation using
the MO approach.

5.2 Imputation

Since we have a dataset with missings and measurement error and we want to obtain good
estimates of the coefficients, we need a method that can deal with both problems. To our
knowledge there is no literature concerning the underlying combination of problems - lon-
gitudinal data with missing covariates, response drop-out and a mismeasured covariate.
But in practical applications this is a common phenomenon. So we want to examine if
MO works better than a complete case analysis and MI when we face this problems. The
theory of the MO approach is described in section 3.2. Here the focus is on the practical
imputation using MO with the statistical software R.
All covariates in our model are baseline covariates and hence take the same value for ev-
ery time-point dependent on the subject. So first we (over-)impute just the covariates for
the first time-point since otherwise the imputed values for each time point differ due to
the use of the difference response values for (over-)imputation.
Since the dataset contains a mismeasured variable which we want to overimpute, we need
to make some assumptions concerning the variance of the measurement error. In this sim-
ulation we know the variance of the measurement error but in reality it is mostly unknown.
The R-package Amelia (Honaker et al. (2011)) which we use for (over-)imputation con-
tains a function moPrep() to generate priors for MO of the mismeasured values. In
moPrep() we can specify the measurement error directly or we can specify the error
proportion σ2

u

σ2+σ2
u

where σ2 = var(x1). We chose to set the error proportion because
we think the knowledge of the error proportion is a more realistic assumption. Since we
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assume that the measurement error variance is σ2
u = 0.5 the error proportion is given by

σ2
u

σ2 + σ2
u

=
0.5

1 + 0.5
=

1

3
.

So the proportion of the measurement error variance on the total variance of xe1 is around
33.3%. In reality we often do not know the error proportion exactly. Therefore we do
a sensitivity analysis in section 5.4 where we consider the case that the error proportion
is not specified correctly. The error proportion describes the share of variance of xe1 due
to measurement error and therefore we can also write it as 1 − σ2

σ2+σe2
where the second

term represents the reliability ratio. Hence the assumption on the error proportion can be
interpreted as assumption on the reliability ratio.
Since we only want to impute the covariates for t = 1 first, we create a subset of the
observed data which only contains the rows for the first time point. Then we generate
the priors for the overimputation with the function moPrep in the package Amelia. This
yields a prior matrix with 4 columns and one row for each subject for whom xe1 is not
missing. The first column represents the rownumber of the data for which the covariate
xe1 is not missing, the second column contains the observed covariate xe1 from the dataset,
the third contains the prior mean and the fourth the prior variance. Here the prior mean are
the corresponding values of xe1 and if we specify the error proportion, the prior variance
is calculated as follows 14:

prior variance =

√
var(xe,obs1 ) · σ2

e

σ2 + σ2
e

,

where var(xe,obs1 ) is the variance of the mismeasured covariate without the missings.
Additional to the priors matrix moPrep yields an overimputation vector. This describes
which variables and which corresponding rows should be overimputed. It is just the
same as the first two columns of the priors vector but we have to set it separately in the
amelia() function which is used for imputation. Using the priors and the overimpu-
tation vector we impute the missing values and overimputes the mismeasured values for
t = 1 using amelia(). For imputation we use the covariates xe,obs1 ,xobs2 ,xobs3 ,x4,x5

and the observed response. amelia() uses the EMB algorithm described in sections 3.1
and 3.2. So it draws a bootstrap sample from the observed dataset for t = 1. Then it uses
the EM algorithm to estimate the complete data parameters θ and then these parameters
are used to take draws from the predictive posterior distribution of the unobserved data
to obtain the overimputations. The imputations of the missing values are draws from the
distribution of the unobserved data conditional on the observed data and the parameters

14This formula is part of the moPrep.default() function in the R-package Amelia II.
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θ.
The result of this (over-)imputation is an Amelia object. It contains k imputed datasets
for the first time point without missings and corrected for measurement error.
Since the covariates are baseline covariates we can replace the values for the following
time points by the values of the first. So we combine each imputed dataset in the Amelia
object for the first time point with the observed dataset beginning from the second time
point yielding k datasets without missings and measurement error for t = 1 but with
missings and measurement error for t > 1. Then we can replace the covariate values
beginning for t > 1 by the imputed values for t = 1. We obtain a manipulated Amelia
object without missing covariates and corrected for measurement error. But the response
is still subject to drop-out.
To impute the missing values of the response in each of the k datasets, we use amelia()
again. But now we use it to impute the missing respons values in the manipulated Amelia
object containing the k datatsets without measurement error and with imputed covariates.
We do not have to specify a priors matrix or an overimputation vector because we assume
that the response is measured correctly. For this, the regular MI algorithm for missing data
is used. This yields again an Amelia object with k imputed dataset but now completely
without missings. These imputed datasets can be analysed using all normal statistical
methods which can be used for datasets without missings and measurement error. We
will describe the analysis and results in the next part.

5.3 Analysis and Results

Since normal statistical methods can be used to analyse the (over-)imputed dataset, we can
run a LMM for each overimputed dataset and combine the results by the function given
in 2. Or we can use the zelig() function to directly combine the results. We described
this function in the last part of section 3.1. We decided to use zelig() which has an
option for LMM (ls.mixed) in the package ZeligMultilevel. The normal summary
function does not work for this object class but with some modification it does 15. We call
this modified function summary.MI. In each of the 1000 simulation runs we estimate the
coefficients for the overimputation model (MO) using zelig(). We want to compare
MO with a complete case analysis (CC) (ignores missings and measurement error) and
with MI (ignores measurement error). Therefore we also have to use CC and MI in each
of the simulation runs. Moreover we estimate the coefficients of the true data (TD) which
would be unobserved in reality. For the CC and TD analysis we use the R-function lmer

15 The function can be retrieved on the following homepage:
http://stackoverflow.com/questions/16571580/multi-level-regression-model-on-multiply-imputed-data-
set-in-r-amelia-zelig-l . The website was called on 04.07.2015.
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with a random intercept to estimate the coefficients of the LMMs and for MI we also use
zelig with model ls.mixed.
Since we run the simulation S = 1000 times, we obtain 1000 coefficient vectors for
each of the four approaches (TD, CC, MI, MO). To compare these approaches we use the
MSE which we also split up in its components - Bias and Variance. The MSE over all
simulations is given by

MSE(β) =
1

S

S∑
s=1

(
β̂ − β

)2
, (34)

where β̂ is the estimated coefficient vector for one analysis method and β is the true
coefficient vector (see 25). The MSE can also be written as a function of the bias and the
variance of the coefficients:

MSE(β̂) =
1

S

S∑
s=1

(
β̂

(s) − β
)2

=
1

S

S∑
s=1

[(
β̂

(s) − ¯̂β
)

+
(

¯̂β − β
)]2

=
1

S

S∑
s=1

(
β̂

(s) − ¯̂
β
)2

︸ ︷︷ ︸
V ar

+
1

S

S∑
s=1

(
¯̂
β − β

)2
︸ ︷︷ ︸

Bias2

, (35)

where ¯̂
β = 1

S

∑S
s=1 β̂

(s)
is the mean of the estimated coefficient vector over all simu-

lations. We also compare the variance and the bias of the coefficient vectors resulting
from the four analysis methods to examine whether the difference in MSE is induced by
a difference in the variance or the bias. We calculate the Bias and Variance as follows:

V ar(β̂) =
1

S

S∑
s=1

(
β̂

(s) − ¯̂
β
)2

(36)

Bias(β̂) =

√√√√ 1

S

S∑
s=1

(
¯̂
β − β

)2
. (37)

Before comparing the MSE, Bias and Variance we want to take a look at the resulting
coefficients itself. These are given in Table 1. We can see that especially the estimated
coefficients for β1 using the CC analysis and MI differs extremely from the true data
estimate. Whereas the estimate with MO is really close to the estimate with the true data.
For a better illustration we plotted the densities of the estimators. These are shown in
figures 2 and 3.
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β̂0 β̂1 β̂2 β̂3 β̂4 β̂5 β̂t

true data 1.0013 10.0017 4.9987 -7.9994 3.0023 1.0028 1.0003
CC 1.5623 5.2540 5.6976 -6.8395 4.0235 1.9995 0.9932
MI 1.2815 5.4526 5.9023 -7.0787 3.9026 1.9017 0.9181
MO 1.3310 9.6462 5.0919 -7.9281 2.9911 0.9834 0.8430

Table 1: Means of the Coefficients over all Simulations.

Figure 2: Density of β1 for the true data, CC, MI and MO

Here we can see that on average the estimated β1 using CC and MI is much lower than
the other two. So the coefficient for the mismeasured covariate is underestimated when
using the CC analysis. MO seems to perform much better although the variance is higher.
For the other estimated coefficients (see figure 3) the CC analysis and MI overestimate the
coefficient. The MO method leads again to higher variances but on average it estimates
the coefficient better. To support this interpretation we calculated the MSE, the variance
and the bias of the coefficients for all four analysis. The results are given in table A.1
in the appendix. We want to take a look at a plot of the MSEs since we think it is more
intuitive than the values themselves (see figure 4). In the left part of figure 4 the MSE is
plotted for the four different methods. It is remarkable that the MSE for β̂1 is extremely
high if we use CC or MI. Since the other bars are comparatively small we cut the left
graphic at MSE = 2. The result is shown in the right part of the same figure. If we
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Figure 3: Density of β2, β3, β4, β5 for the true data, CC, MI and MO

use CC and MI, the MSE is always larger than with MO (except for βt) and it takes the
lowest values using the true data. The MSE with the true data is always around zero.
That is how it should be and therefore it is a good indicator to show that we generated the
data correctly. Using CC the measurement error and the missings are ignored and only
the observed values and the mismeasured covariate are used in the analysis. This yields
a strongly biased estimator. The same holds for MI with the difference that it corrects
for missings but neither for measurement error and so the estimates are biased, too. To
examine if the bias or the variance are responsible for the MSEs values we also calculated
these two quantities (see figures 5 and 6).

The bias plot looks very similar to the MSE-plot for the CC and MI analysis - the
bias for the five estimated covariate coefficients is always higher using MI and CC than
using MO and lowest for the true data. The variance is very low using CC and MI. So we
can conclude that the MSE for the CC and MI analysis mostly consists of the bias. The
variance for the estimated coefficients using MO is nearly the same for the five baseline
covariates and higher than for the other two methods but it is still small. For MO the
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Figure 4: MSE of the estimated coefficients using the true data, CC, MI and MO

Figure 5: Bias of the estimated coefficients using the true data, CC, MI and MO

main part of the MSE of the baseline covariate coefficients is not the bias but the variance
since the bias is smaller than 0.5 and so the squared bias which is contained in the MSE
is even smaller. In this analysis MO performs much better than MI and CC in terms of
bias and MSE. So we suppose if the assumptions we made here are fulfilled, for example
that the data are multivariate normal, the measurement error proportion is known and it
is not too high - here 33.3% - MO should be used instead of CC and even instead of
MI. The improvement of the estimates is worth the additional computationally cost for
using MO. Mostly the quantity of interest are the fixed effects even if the underlying
model is a mixed model and so there are also random effects. Due to this interest we also
concentrated on the fixed effects coefficients but we also want to take a look at the random
effects. Our model only contains a random intercept for which we set the variance to 3.
The estimated random intercept variances for the three analysis methods and the true data
are given in figure 7. Using the CC analysis or MI the variance of the random intercept is
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Figure 6: Variance of the estimated coefficients using the true data, CC, MI and MO

highly overestimated. Expectedly the random intercept variance is nearly three if the true
data are analysed. Using MO the variance is also overestimated but not as much as with
the two naive analysis methods. We conjecture that maybe a part of the measurement
error variance is included in the variance of the random intercept since if we correct
for measurement error (MO) the variance of the random intercept is much smaller as if
we do not correct (CC, MI). Probably using MO the main part of the measurement error
variance is removed due to the overimputation of the mismeasured values and only a rest is
included in the random intercept variance. But if we do not correct for measurement error
the whole measurement error variance is still present in the data and the naive methods
maybe include this in the variance of the random intercept since this is the only way to
deal with it. To support this thesis we compare random intercept variances for different
amounts of measurement error in the sensitivity analysis.
In this section we made assumptions on the measurement error which are very strong
since in reality we often do not know the exact amount of measurement error. In the
following sensitivity analysis we want to examine if MO should still be preferred if we
assume a measurement error which is higher or lower than the true one. As part of the
sensitivity analysis we want to examine also why the variance is higher using MO. We
suppose that the reason could be the additional variability due to the overimputation of the
mismeasured values. This variability arises because we impute the missing values several
times. If the additional variability is the reason for the higher variance, the variance
should increase with the measurement error proportion. Moreover we want to vary the
measurement error variance/ measurement error proportion itself, the missingness/drop-
out probabilities and the number of measurements per subject.
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Figure 7: Variance of the random intercepts using the true data, CC, MI and MO

5.4 Sensitivity Analysis

We conduct a sensitivity analysis to examine if MO perfoms better than MI and CC for
other scenarios, too. At first we want to vary the measurement error variance/the mea-
surement error proportion. Additionally to the measurement error proportion of 33.3%

(measurement error variance 0.5) we considered above, we now use the values pictured
in table 2. For these four values we run the same simulation as described in the first two

σ2
u (measurement error variance) σ2

u

σ2
x+σ

2
u

(measurement error proportion)

0.05 4,7%
0.1 10%
1 50%
2 66,7%

Table 2: Different values for measurement error variance and measurement error propor-
tion used in the sensitivity analysis.

parts of this section. The only differences are the measurement error used to generate the
mismeasured variable and the error proportion value inserted in the moPrep() function.
The corresponding plots are given in A.2 in the appendix. With the smallest measure-
ment error proportion (4.7%) the variance of the estimated baseline coefficients is much
smaller than in the previous chapter where the measurement error proportion was higher.
Moreover the difference between the naive approaches (CC, MI) which ignore the mea-
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surement error (and the missings) and the MO approach is much smaller, too. But for
the mismeasured covariate the densities of the estimates with CC and MI still not over-
lay the density of the estimate with the true data. For the other covariates the difference
between the densities for the naive and MO approaches is not clear anymore. The MSE,
bias and variance plots clarify this result. The MSE and bias are much lower for the naive
approaches and for MO, too. The variance is very small for all approaches. So if the mea-
surement error proportion is very small it seems that MO would still yield better results
for the mismeasured variable and that the higher variance with MO in general may occur
because the mismeasured variable is less informative if the measurement error proportion
increases. To support this conjecture we want to describe the results with the other men-
tioned amounts of measurement error. The variance of the estimated coefficient increases
with increasing measurement error proportion and the distances between the densities of
the estimated coefficients for the naive methods and MO get higher, too. Even with a
measurement error proportion of 66.7% the MSE and bias for the mismeasured variable
using MO is still much lower than with CC or MI. For the other baseline covariates the
MSE and bias are lower, too if MO is used instead of MI or CC. The densities for the
mismeasured variable using MO covers the true value of β1 in all cases. Using CC or
MI the true value is not covered. For the other baseline covariates and low measurement
error proportion all three methods (CC, MI, MO) cover the true value but MO is always
better since the peak of the corresponding density is very near to the true value. The
other densities are shifted to the right. The shift is getting larger with increasing amount
of measurement error so that with a measurement error proportion of 33.3% (see5.3) or
larger the densities using MI and CC does not cover the true value. The MSE and bias also
support the conjecture that MO should be preferred if a covariate is mismeasured since
bias and MSE are always lower or the same using MO as if we were using CC or MI. So
if we have longitudinal data with missings, drop-out and a mismeasured covariate whose
measurement error proportion is known and not larger than 2/3 we would recommend to
use MO. For a higher measurement error proportion we cannot make a statement since
we did not tested it.
A question that may arise is what happens if we do not know the exact measurement error
proportion and assume a value which is too high or too low. To examine this problem
we run our simulation again but we change the measurement error proportion which is
inserted in the moPrep() function to generate the priors for MO. The true measurement
error proportion is always 33.3% which corresponds to a measurement error of 0.5 since
the variance of the true x1 does not vary. Therefore this measurement error of 0.5 is used
to generate the mismeasured variable in all six cases shown in table 3. So we run six
simulations with different assumed measurement error proportions used for MO. Using
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true ME proportion assumed ME proportion under-/overestimation

33.3% 4.7% - 28.6 %-points or 0.14 · 33.3
33.3% 10% - 23%-points or 0.3 · 33.3
33.3% 20% - 13%-points or 0.6 · 33.3
33.3% 40% + 17 %-points or 1.2 · 33.3
33.3% 50% + 27 %-points or 1.5 · 33.3
33.3% 66.7% + 33%-points or 2 · 33.3

Table 3: Different values for the measurement error (ME) proportion used in the sensitiv-
ity analysis.

the measurement error proportions given in the first three rows of table 3, a lower mea-
surement error proportion is assumed than the true value. In the other three scenarios the
measurement error proportion is overestimated. The plots for this simulations are shown
in appendix A.3. The under-/overestimation of the measurement error proportion leads
to a shift of the MO density. If the measurement error is underestimated, the density
for β̂1 is shifted to the left and the shifts gets larger the higher the underestimation of
the measurement error proportion. The result is that the density of the coefficient of the
mismeasured variable using MO is very close to the densities using MI and CC if the as-
sumed measurement error proportion is nearly 29%-points lower than the true proportion
which is one seventh of it. This is intuitive since MI is the extreme case of assuming a
measurement error proportion of zero. The variance of the estimates remains the same
but the MSE and bias increase for MO. For MI and CC the MSE and bias are the same as
with known measurement error since these approaches ignore the measurement error. For
the other baseline covariates the densities of the estimated coefficients shift to the right to
compensate the shift to the left of the density of β̂1. Using MO the bias and MSE increase
also if the difference between the assumed (underestimated) and true measurement error
proportion gets higher. So if the measurement error proportion is underestimated, this
may have a huge influence on the estimates and the corresponding bias/mse. Even if the
assumed measurement error proportion is greater than the half of the true proportion the
density for β1 using MO does not cover the true value but is shifted far to the left.
To detect if maybe overestimation of the measurement error should is harmless than un-
derestimation, we also examine the influence of overestimating the measurement error
proportion. If the measurement error proportion is assumed to be higher than the true
unknown value, the density of β̂1 using MO shifts to the right, in contrast to the case of
underestimating the measurement error proportion. The greater the overestimatation the
greater is the shift to the right. But even if the assumed measurement error proportion
is twice as high as the true value, the density of β̂1 using MO covers the true value very
good since the shift is only small. In comparison to the case where the true value is the
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assumed value the MSE and bias increase but the variance changes barely. If the true and
assumed measurement error proportion is 66.7% the variance is much higher. (It seems
that the assumed value does not have a great influence on the variance.) The density of the
other baseline covariate coefficients using MO are shifted to the left but also just a little
bit. Here the variance increases a bit more as for the β̂1 and the MSE and bias increase as
well. If we compare the under- and overestimation it is remarkable that the overestima-
tion seems to have a lower influence on the MSE and bias of the estimates. So we would
recommend to rather overestimate than underestimate the measurement error proportion.
With overestimation the results are still very good and seem to be reliable. This was per-
haps the most interesting part of the sensitivity analysis since often the measurement error
proportion is not known exactly but the results let us suggest that even if the measurement
error proportion is not estimated or assumed correctly the coefficients may be reliable.
Besides varying the measurement error proportion and the assumption about it, we also
changed the number of measurements per subject and hold the measurement error propor-
tion constant at 33% to examine if this influences the results. We run the simulation for
two additional numbers of measurement per subject: 2 and 10. The difference between
the results is very small and we cannot identify any patterns.
The last part of this simulation study addresses the influence of the missing data/drop-out
probability. In addition to the missingness/drop-out probability used in the study in main
simulation (missingness probability around 10%, drop-out probability around 30%), we
run simulations with the values shown in table 4. The corresponding plots of the results
are given in appendix A.5. The differences between the results is very small if we vary

missingness probability (covariates) drop-out probability (response)

around 10% around 15%
around 30% around 15%
around 30% around 30%

Table 4: Different values for measurement error variance and measurement error propor-
tion used in the sensitivity analysis.

the amount of drop-outs. But if we vary the missingness probability, changes are identi-
fiable. With the higher missingness probability (30%), the density of β̂1 is shifted to the
left using MO, using CC or MI only the variance increases a little bit. For the other coef-
ficients the density shifts a little bit to the right using MO. The Bias and the variance for
the baseline coefficients increases using MO and therefore the MSE, too. But no matter
what missingness or drop-out probability is set, MO performs always better in terms of
bias and MSE.
In the previous parts of the sensitivity analysis, we only concentrated on the estimated
baseline coefficients (fixed effects) and their bias, MSE and variance. Now we want to
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take a look at the variance of the random intercept for different measurement error vari-
ances /proportions. In section 5.3 we constructed the hypothesis that if we use CC, MI
and MO, a part of the measurement error variance will be included in the random inter-
cept variance. To support this thesis we also calculated and plotted the random intercept
variance for the measurment error proportions used in the sensitivity analysis. The plots
are given in appendix A.6. Please be careful since the y-axis have different length. With
increasing measurement error variance the variance of the random intercept increases,
too, using CC, MI and MO. Expectedly the variance of the random intercept using the
true data is always around three. Using MO the variance increases only slightly, with
the lowest value of measurement error (0.05) and a measurement error of 0.1 it is around
four, if the measurement error is 1, the variance is 6.6 and with the highest measurement
error it is 8.5. So the random intercept variance is 2.3 times higher with the largest mea-
surement error variance than with the lowest. In comparison using the naive approaches
the random intercept variance is 6.3 (MI) or 7.5 (CC) for the lowest measurement error
variance. So even with a very small measurement error variance it is much higher than
with MO. With the highest amount of measurement error the random intercept variance is
around six times larger (37 with MI and 46 with CC) than with the lowest measurement
error variance and much larger than with MO. This results support our thesis that a part of
the measurement error variance will be included in the random intercept variance. So if
data are subject to measurement error the random intercept variance is overestimated and
this overestimation increases with increasing measurement error variance.

6 Discussion

The combined problem of measurement error, missing data often arises in empirical lon-
gitudinal studies but most analysts only correct for missing data since there was no imple-
mented easy-to-use method. We conducted a simulation study to examine if the multiple
overimputation approach proposed by Blackwell et al. (2015a,b) can be used to simul-
taneously correct for missing data and measurement error if the dataset is longitudinal.
We generated multivariate normally distributed data with baseline covariates and a lon-
gitudinal response where some covariates are subject to missingness and one is subject
to both, missingness and measurement error. The response is subject to dropout. We
analysed this dataset using multiple overimputation combined with a linear mixed model
with random intercept and compared the estimated baseline coefficients to those which
we obtained using multiple imputation or a complete case analysis and to the analysis
results for the linear mixed model with random intercept of the true complete dataset. We
also conducted a sensitivity analysis where we examine the influence of different mea-
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surement error proportions, different numbers of measurements per subject and different
missingness and drop-out probabilities on the estimated baseline coefficients. Moreover
we relaxed the assumption of a known measurement error proportion in the sensitivity
analysis and assumed different values for the measurement error proportion.
For all chosen known measurement error proportions MO performs better than the naive
approaches in terms of bias and MSE of the estimated baseline coefficients. With increas-
ing measurement error proportion, bias and variance increase if MO is used and therefore
the MSE increases, too. Using the naive approaches the MSE increases too but especially
because of an increasing bias. The variance increases only slightly. Even if the measure-
ment error proportion is above 50%, which was named as critical border by Blackwell
et al. (2015a), the true values of the coefficients are met in some simulation runs and
therefore the density of the estimated baseline coefficients covers still the true value if
MO is used (although such a high measurement error porportion would be hard to justify
in practice (Blackwell et al. (2015a))). If instead the naive approaches are used the true
coefficient value of the mismeasured variable is not even covered for the smallest tested
measurement error proportion. So MO should be preferred if the measurement error is
known and the measurement error proportion seems to have an influence on the reliabil-
ity of the estimates. The drop-out and missingness probabilities could also influence the
results. If the missingness probability increases, the MSE increases, too. This increase of
the MSE can be ascribe to the increase of the bias since the variance increase is very low.
But the true value is always covered if MO is used. In comparison the drop-out probabil-
ity and the number of measurements per subject seems to have slightly no influence on
the estimated baseline coefficients. Since we estimated a LMM with random intercept we
also obtain estimates for the random intercept variance. The random intercept variance
increases with increasing measurement error proportion and therefore we conjecture that
a part of the measurement error variance is included in the random intercept variance due
to the analyses and so the random intercept variance is overestimated even if MO is used.
But the overestimation is much lower with MO than with MI or CC. Several assumptions
are necessary for these analyses. One is that the measurement error proportion is known
or estimated exactly which is no realistic assumption. Therefore we also conducted a sen-
sitivity analysis where we varied the assumed measurement error proportion for a fixed
true measurement error proportion. The result is that MO is never worse than CC or MI
but if the assumed measurement error variance is highly underestimated the results using
MO, MI and CC does not differ very much but MO is still slightly better for the mis-
measured variable. In comparison if the measurement error is highly overestimated, MO
still performs very well since the true coefficient value is covered even for the mismea-
sured variable and therefore the MSE is less higher than with a highly underestimated
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measurement error proportion. So we recommend to rather assume a measurement error
proportion which is too high than to underestimate it.
Besides the measurement error and the missing data we created a perfect dataset where
all variables are multivariate normally distributed which is a necessary assumption for
using MO but according to Blackwell et all. (2015b) it is also robust to categorical vari-
ables measured with error. Moreover we created the missings drop-out so that the data are
missing at random which is also necessary for using MO. In reality there are also often
datasets which are not missing at random. The performance of MO facing not missing at
random data was not tested yet but we assume that it will not work well since a specifica-
tion of the missingness process is not possible. The measurement error probability is also
not allowed to depend on the missing values if MO is used.
Since, to our knowledge, the performance of multiple overimputation was not tested be-
fore for longitudinal data, we generated a very simple multivariate normally distributed
longitudinal dataset with five baseline covariates and one response. Only one covariate is
subject to measurement error. Since now we know that MO performs well for this simple
scenario, more complicated simulation studies could be conducted, for example with cat-
egorical variables or with more than one mismeasured variable, especially the response.
Moreover we estimated a linear mixed model with random intercept, only. So it would
be interesting to test the MO approach for a model with random slope, also. Other distri-
butions for the response and therefore other models like generalized mixed models could
also be part of further research.
The result of the conducted simulation study is that MO is a good method for dealing
with measurement error and missing data in a longitudinal dataset at least if the necessary
assumptions are fulfilled. In contrast to the coefficients the random intercept variance
needs to be handled carefully since it increases with increasing measurement error vari-
ance. The coefficients are estimated very well with a moderate measurement error (a third
of the whole variance of the variable). Even if the measurement error proportion is not
known exactly, MO can perform very well regarding the coefficients, especially if the
measurement error variance is assumed to be higher than the true one. With these find-
ings, we recommend to rather overestimate the measurement error proportion since a high
underestimation yields nearly the same results for the baseline coefficients as MI or CC.
A big advantage of MO, besides its good performance, is that it is implemented in R and
therefore easy-to-use. With this method, it is much easier than before to correct for both
measurement error and missing data. Therefore we hardly recommend to correct for mea-
surement error, too, because it improves the results a lot, especially if the measurement
error is vaguely known.
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A Tables and Figures

A.1 MSE, Bias and Variance for the estimated coefficients using the
true data, CC and MO

β0 β1 β2 β3 β4 β5 βt

TD MSE 0.00504 0.00573 0.00563 0.00573 0.00555 0.00563 0.00018
TD Var 0.00504 0.00573 0.00562 0.00573 0.00554 0.00562 0.00018
TD Bias 0.00130 0.00173 0.00131 0.00064 0.00234 0.00276 0.00039
CC MSE 0.36474 22.5617 0.55594 1.41887 1.12022 1.06630 0.00038
CC Var 0.04859 0.03718 0.06929 0.07221 0.07272 0.06733 0.00033
CC Bias 0.56227 4.74600 0.69760 1.16045 1.02348 0.99948 0.00677
MI MSE 0.12648 20.7177 0.89034 0.92603 0.88836 0.88584 0.00753
MI Var 0.04725 0.03926 0.07613 0.07726 0.07359 0.07285 0.00082
MI Bias 0.28148 4.54735 0.90234 0.92129 0.90265 0.90166 0.08194
MO MSE 0.22154 0.36986 0.21007 0.21783 0.21201 0.20404 0.02511
MO Var 0.11201 0.24467 0.20162 0.21266 0.21193 0.20376 0.00048
MO Bias 0.33096 0.35383 0.09192 0.07191 0.00890 0.01664 0.15696
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A.2 Different measurement error proportions

A.2.1 measurement error proportion: 4.7%

Figure 8: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is 4.7%
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Figure 9: MSE. Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is 4.7%
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A.2.2 measurement error proportion: 10%

Figure 10: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is 10%
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Figure 11: MSE, Bias, Variance of the estimated coefficients using the true data, CC, MI
and MO if the measurement error proportion is 10%
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A.2.3 measurement error proportion: 50%

Figure 12: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is 50%
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Figure 13: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is 50%
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A.2.4 measurement error proportion: 66.7%

Figure 14: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is 66.7%
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Figure 15: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is 66.7%
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A.3 Unknown measurement error proportion (true measurement er-
ror proportion: 33.3%)

A.3.1 Assumed measurement error proportion: 66.7%

Figure 16: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 66.7% instead of 33.3%
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Figure 17: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 66.7% instead of 33.3%
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A.3.2 Assumed measurement error proportion: 50%

Figure 18: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 50% instead of 33.3%
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Figure 19: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 50% instead of 33.3%



Longitudinal Data with Missing Data and Measurement Error 72

A.3.3 Assumed measurement error proportion: 40%

Figure 20: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 50% instead of 33.3%
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Figure 21: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 40% instead of 33.3%
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A.3.4 Assumed measurement error proportion: 20%

Figure 22: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 50% instead of 33.3%
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Figure 23: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 20% instead of 33.3%
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A.3.5 Assumed measurement error proportion: 10%

Figure 24: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 50% instead of 33.3%
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Figure 25: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 10% instead of 33.3%
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A.3.6 Assumed measurement error proportion: 4.7%

Figure 26: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO if the measure-
ment error proportion is assumed to be 50% instead of 33.3%
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Figure 27: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO if the measurement error proportion is assumed to be 4.7% instead of 33.3%
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A.4 Different number of measurements per subject

A.4.1 Two measurements per subject

Figure 28: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO with two
measurements per subject
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Figure 29: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO with two measurements per subject
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A.4.2 Ten measurements per subject

Figure 30: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO with ten
measurements per subject
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Figure 31: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO with ten measurements per subject
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A.5 Different missingness and dropout probabilities

A.5.1 missingness probability around 10%, drop-out probability around 15%

Figure 32: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO with missingness
probability around 10% and drop-out probability around 15%
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Figure 33: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO with missingness probability around 10% and drop-out probability around
15%
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A.5.2 missingness probability around 30%, drop-out probability around 15%

Figure 34: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO with missingness
probability around 30% and drop-out probability around 15%
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Figure 35: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO with missingness probability around 30% and drop-out probability around
15%
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A.5.3 missingness probability around 30%, drop-out probability around 30%

Figure 36: Density of β1, β2, β3, β4, β5 for the true data, CC, MI and MO with missingness
probability around 30% and drop-out probability around 30%
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Figure 37: MSE, Bias and Variance of the estimated coefficients using the true data, CC,
MI and MO with missingness probability around 30% and drop-out probability around
30%
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A.6 Variances of the Random Intercept for different measurement
error variances/proportions

Figure 38: Variance of the random intercept using the true data, CC, MI and MO for
the 4 different amounts of measurement error vrainace/proportion used in the sensitivity
analysis
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