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Abstract

Vehicular ad-hoc network (VANET) technology enables communication between vehicles, or

vehicles and road-side units (RSUs) through wireless communication devices installed on the

vehicles. One of the most important goals of VANETs is providing safety applications for

passengers. In addition, VANETs provide comfort applications to users. Guaranteeing a reli-

able and stable routing protocol over VANETs is a very important step. The proposed research

attempts to improve routing protocols that decrease the end-to-end delay to suit VANET com-

munication characteristics. In addition, it proposes analysis of the end-to-end delay probability

distribution.

More specifically, we derive a closed-form expression for the probability distribution of

the re-healing delay in a VANET conditioned on the distance between two VANET clusters.

Furthermore, we propose a closed-form expression for the probability distribution of the un-

conditional re-healing delay. Moreover, we develop a mathematical model to calculate the

probability distribution of the end-to-end delay.

On the other hand, using Unmanned Aerial Vehicles (UAVs) or drones in wireless com-

munications and Vehicular Ad-hoc Networks (VANETs) has started to attract attention. We

propose a routing protocol that uses infrastructure drones for boosting VANET communica-

tions to achieve a minimum vehicle-to-drone packet delivery delay. In addition, we propose a

closed-form expression for the probability distribution of the vehicle-to-drone packet delivery

delay on a two-way highway. Moreover, based on that closed-form expression, we can calculate
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the minimum drone density (maximum separation distance between two adjacent drones) that

stochastically limits the worst case of the vehicle-to-drone packet delivery delay.

Furthermore, we propose a drones-active service (DAS) that is added to the location service

in a VANET. This service dynamically and periodically obtains the required number of active

drones based on the current highway connectivity state by obtaining the maximum distance

between each two adjacent drones while satisfying a probabilistic constraint for vehicle-to-

drone packet delivery delay. Our analysis focuses on two-way highway VANET networks with

low vehicular density. The simulation results show the accuracy of our analysis and reflect the

relation between the drone density, vehicular density and speed, other VANET parameters, and

the vehicle-to-drone packet delivery delay.

In addition, we propose a new routing protocol called multi-copy intersection-based routing

(MCIR) for vehicular ad-hoc networks (VANETs) in urban areas. MCIR is an intersection-

based routing protocol that forwards multiple copies of the packets in different road segments.

Moreover, it is a beacon-less routing protocol with a carry-and-forward strategy. We show via

simulation that the MCIR protocol is superior to other existing routing protocols, especially

in low vehicular density scenarios. The results show that MCIR achieves a shorter end-to-end

delay and a higher packet delivery ratio in urban VANET communications.
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Chapter 1

Introduction

1.1 Background

Vehicular ad-hoc network (VANET) technology enables communication between vehicles, or

vehicles and road-side units (RSUs) through wireless communication devices installed on the

vehicles. Many vehicle manufacturers have equipped their new vehicles with global position-

ing systems (GPSs) and wireless interfaces. In addition, in 1999, the United States Federal

Communications Commission (FCC) allocated 75 MHz of spectrum at 5.9 MHz to be used

by Dedicated Short Range Communications (DSRC) [1]. DSRC is a short to medium range

communications service that was developed to provide vehicle-to-vehicle (V2V) and vehicle-

to-roadside communications. DSRC is aimed to provide a high data rate for transmission and

a low communication end-to-end delay. The Institute of Electrical and Electronics Engineers

(IEEE) has also provided the IEEE 1609 family of standards for wireless access in vehicular

environments (WAVE) [2], which defines architecture, and a set of services and interfaces that

can provide a secure V2V and vehicle-to-roadside wireless communication.
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1.2 Research Motivation

One of the most important goals of VANETs is providing safety applications for passengers.

In addition, VANETs provide comfort applications to users (e.g., mobile e-commerce, weather

information, and many other multimedia applications).

Routing is a fundamental operation for vehicle communications to select a source-to-destination

path in a VANET. The important goal of uni-cast routing protocols in VANET communications

is to transmit data from a source to a destination via multi-hop path or greedy forward tech-

niques. The design of effective routing protocols in VANETs has a series of technical chal-

lenges. Guaranteeing a reliable and stable routing protocol over a VANET is a very important

step. One of the critical issues in VANETs is designing a routing algorithm that is robust to

frequent path disruptions caused by vehicles’ high mobility.

Scenarios with low vehicular densities have a higher probability of network disconnection.

As a result, the packet loss probability increases [3]. To overcome this problem, vehicles can

be used as carriers to deliver messages via a carry-and-forward strategy whenever the option

of forwarding via wireless transmission is not available. Therefore, most of the existing rout-

ing protocols for VANETs use the carry-and-forward strategy as one of their routing strategies

to face network disconnection. However, the packets suffer from long end-to-end delay in

carry-and-forward strategy, especially in low vehicular densities. Some VANET applications

have an end-to-end delay constraint. Consequently, end-to-end delay is a very important issue

in VANET routing design. Our research focuses on developing VANET routing protocols for

VANET communications that decrease the end-to-end delay. In addition, we propose a mathe-

matical framework to calculate the the end-to-end delay probability distribution.

The proposed research attempts to improve routing protocol that decrease the end-to-end
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delay to suit VANET communication characteristics. Our objective is minimize the end-end

delay. Eventually, the proposed solution is implemented and evaluated to show its effectiveness

through extensive simulation studies.

1.3 Thesis Contribution

This dissertation presents the following novel contributions to end-to-end packet delivery delay

in VANETs.

• We propose a new routing protocol called multi-copy intersection-based routing (MCIR)

for vehicular ad-hoc networks (VANETs) in urban areas. MCIR is an intersection-based

routing protocol that forwards multiple copies of the packets in different road segments.

• We propose a closed-form expression for the probability distribution of the re-healing

delay (time taken in the store-and-forward strategy to send a packet from a cluster head

to the tail of the next cluster) conditioned on the gap distance between those two clusters

on a one-way highway.

• We propose a closed-form expression for the unconditional probability distribution of the

re-healing delay.

• We propose an analytical model to study the end-to-end delay in a one-way VANET and

derive an analytical formula for the probability distribution of the end-to-end delay.

• We propose a closed form expression for the lower bound on the end-to-end delay prob-

ability distribution.
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• We propose a closed form expression for the upper bound on the end-to-end delay prob-

ability distribution.

• We present a routing protocol that uses infrastructure drones for boosting VANET com-

munications to achieve a minimum vehicle-to-drone packet delivery delay.

• We propose a closed-form expression for the probability distribution of the vehicle-to-

drone packet delivery delay on a two-way highway. Based on that closed-form expres-

sion, we can calculate the minimum drone density (maximum separation distance be-

tween two adjacent drones) that stochastically limits the worst case of the vehicle-to-

drone packet delivery delay.

• We propose a drones-active service (DAS) that is added to the location service in a

VANET. This service dynamically and periodically obtains the required number of ac-

tive drones based on the current highway connectivity state by obtaining the maximum

distance between each pair of adjacent drones while satisfying a probabilistic constraint

for vehicle-to-drone packet delivery delay.

• We propose an analytical expression for the probability distribution of the vehicle-to-

drone packet delivery delay on a two-way highway where we consider the vehicle wire-

less communication range and the cluster length in the analysis.

1.4 Thesis Outline

In this section, we outline the organization of this thesis and give a brief overview of each

chapter.

5



In Chapter 2, we present a new routing protocol called multi-copy intersection-based rout-

ing (MCIR) for vehicular ad-hoc networks (VANETs) in urban areas. MCIR is an intersection-

based routing protocol that forwards multiple copies of the packets in different road segments.

Moreover, it is a beacon-less routing protocol with a carry-and-forward strategy. We show via

simulation that the MCIR protocol is superior to other existing routing protocols, especially

in low vehicular density scenarios. The results show that MCIR achieves a shorter end-to-end

delay and a higher packet delivery ratio in urban VANET communications. In Chapter 3, we

presents a closed-form expression for the probability distribution of the re-healing delay (time

taken in the store-and-forward strategy to send a packet from a cluster head to the tail of the

next cluster) conditioned on the gap distance between those two clusters on a one-way highway.

Moreover, a closed-form expression is derived for the unconditional probability distribution of

the re-healing delay. Using the derived probability distribution, one can straightforwardly study

the impact of VANET parameters on the re-healing delay. Next, based on Chapter 3, in Chapter

4, we present an analytical model to study the end-to-end delay in a one-way VANET. It pro-

poses an analytical formula for the probability distribution of the end-to-end delay. Using the

derived probability distribution, the probability that the end-to-end delay is less than a given

threshold may be calculated. In addition, one can straightforwardly study the impact of param-

eters such as wireless communication range, vehicular density, the distance between the source

and the destination, and the minimum and maximum vehicles speeds on the end-to-end delay.

This can help to better understand data dissemination in VANETs. Moreover, the closed form

for the lower bound on the end-to-end delay probability distribution is obtained. In addition, the

closed form for a upper bound on the end-to-end delay probability distribution is derived. The

accuracy of the analytical results is validated using simulations. Extensive simulation results

demonstrate the accuracy of our analysis.
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In Chapter 5, we present a routing protocol that uses infrastructure drones for boosting

VANET communications to achieve a minimum vehicle-to-drone packet delivery delay. It pro-

poses a closed-form expression for the probability distribution of the vehicle-to-drone packet

delivery delay on a two-way highway. In addition, based on that closed-form expression, we

can calculate the minimum drone density (maximum separation distance between two adjacent

drones) that stochastically limits the worst case of the vehicle-to-drone packet delivery delay.

Moreover, it proposes a drones-active service (DAS) that is added to the location service in

a VANET. This service dynamically and periodically obtains the required number of active

drones based on the current highway connectivity state by obtaining the maximum distance be-

tween each two adjacent drones while satisfying a probabilistic constraint for vehicle-to-drone

packet delivery delay. Our analysis focuses on two-way highway VANET networks with low

vehicular density. The simulation results show the accuracy of our analysis and reflect the re-

lation between the drone density, vehicular density and speed, other VANET parameters, and

the vehicle-to-drone packet delivery delay. Next, in Chapter 6, based on Chapter 5, we an-

alytically derive the probability distribution of the vehicle-to-drone packet delivery delay on

a bi-directional highway . The model on which the analysis is based considers the vehicle

wireless communication range and the cluster length. Finally, in Chapter 7, we summarize the

contributions presented in this dissertation and discuss several potential extensions to our work.
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2.1 Abstract

In this paper, we propose a new routing protocol called multi-copy intersection-based routing

(MCIR) for vehicular ad-hoc networks (VANETs) in urban areas. MCIR is an intersection-

based routing protocol that forwards multiple copies of the packets on different road segments.

Moreover, it is a beacon-less routing protocol with a carry-and-forward strategy. We show via

simulation that the MCIR protocol is superior to other existing routing protocols, especially

in low vehicular density scenarios. The results show that MCIR achieves a shorter end-to-end

delay and a higher packet delivery ratio in urban VANET communications.
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2.2 Introduction

Vehicular ad-hoc network (VANET) technology enables communication between vehicles, or

vehicles and road-side units (RSU) through wireless communication devices installed on the ve-

hicles. One of the most important goals of VANETs is providing safety applications for passen-

gers. In addition, VANETs provide comfort applications to the users (e.g., mobile e-commerce,

weather information, and other many multimedia applications). Routing is a fundamental pro-

cess for VANET to select a source-to-destination path.

VANET connectivity often changes, especially when the vehicular density is low. Therefore,

regular ad-hoc routing protocols with complete path discovery mechanisms are not feasible

since the routing path is usually disconnected due to the intermittent nature of the network links.

Scenarios with low vehicular densities have a higher probability of network disconnection. As

a result, the packet loss probability increases [1]. To overcome this problem, vehicles can be

used as carriers to deliver messages via a carry-and-forward strategy whenever the option of

forwarding via wireless transmission is not available. Therefore, most of the existing routing

protocols for VANETs use the carry-and-forward strategy as one of their routing strategies to

counter network disconnection. However, the packets suffer from long end-to-end delays in the

carry-and-forward strategy.

Many papers have proposed routing protocols for VANET routing in urban areas. Most

routing protocols in urban areas are position-based protocols that depend on the greedy perime-

ter stateless routing protocol (GPSR) [2]. GPSR protocol uses greedy forwarding to forward

packets from a source to a destination. In greedy forwarding, GPSR tries to bring packets closer

to the destination in each hop using geographic information. However, in many cases, greedy

forwarding can lead to areas where there is no neighbor closer to the destination vehicle except
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for the current forwarding vehicle.

Greedy traffic-aware routing (GyTAR) protocol [3] uses digital maps to identify the position

of intersections and location service to get the destination location. It selects a forwarding path

with the highest vehicular density and the shortest distance. For each intersection, the protocol

calculates a score for each road segment candidate that depends on the vehicular density and

the Euclidean distance to the destination. A road segment is an area between two adjacent

intersections such as the region that is between the intersections I1 and I2 in Fig. 2.1. The

candidate road segment with the highest score is selected.

On the other hand, backbone assisted hop greedy routing (BAHG) [4] selects the forwarding

path with the minimum number of intersections. This is because the shortest path, or the path

with the highest connectivity, may include numerous intermediate intersections. As a result,

this yields a routing path with a higher hop count. Moreover, it ranks the connectivity of the

streets based on the number of lanes.

Street-centric routing protocol based on micro topology (SRPMT) [5] represents the city

on a transfer graph, where each edge represents micro topology, while the vertex represents

an intersection. Micro topology consists of vehicles and wireless links among vehicles along

a street. The edge weights depend on the vehicles mobility, signal fading, wireless channel

contention, and existing data traffic. Multi-path for video streaming proposed in [6], distributes

the traffic into a set of two or three paths for load balancing.

Adaptive Multi-copy Routing (AMR) [7] adaptively selects between single-copy and multi-

copy routing at the intersections depending on the difference between estimated end-to-end

delay for the single-copy and the multi-copy. If the difference is greater than a certain threshold,

AMR selects multi-copy routing. However, AMR assumes that the average vehicle density and

the real-time delay cost of every road segment in the network are available for each vehicle. In
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addition, AMR does not eliminate the unneeded copies of the packets.

Most of the above mentioned routing protocols use a single-copy of the generated packets.

Moreover, they select the route with the highest vehicular density to avoid network disconnec-

tion. However, this single-copy may face disconnected road segments due to low vehicular

density. Therefore, most of the previous protocols focus on VANET with high vehicular den-

sity. For example, BAHG protocol obtains its results with 600 vehicles in an area of 3 km x 3

km. On the other hand, the authors of SRPMT perform the simulation with 100 to 300 vehicles

in an area of 2 km x 1.5 km. Moreover, the authors of GyTAR conduct their simulations with

100 to 350 vehicles in an area of 2.5 km x 2 km. Nevertheless, one of VANET characteristics

is that vehicular densities may fluctuate between low and high. Therefore, we need to consider

low vehicular density scenarios in the simulation. In addition, it is challenging to estimate the

vehicular density and make this information available accurately to all vehicles in the network

as in AMR. Moreover, the beacon packets add much overhead to a VANET.

This paper focuses on developing multi-copy intersection-based routing (MCIR) protocol

for urban VANET communications. MCIR is a beacon-less routing protocol with a carry-and-

forward strategy. In addition, MCIR does not need vehicular density estimation. The proposed

protocol deals with low vehicular density by forwarding either one or two copies of each packet

at the intersections towards the destination depending on the forwarding vehicle position with

respect to the destination position. At each intersection, MCIR finds out which one or two of

the four main directions will bring the packets closer to the destination. Next, MCIR forwards

the packet in these selected directions. For instance, as shown in Fig. 2.1, at intersection I1,

MCIR forwards the packet up and right, while at intersection I4, MCIR forwards the packet

right only. Meanwhile, the proposed protocol eliminates the unneeded copies of the packets

at the intersections to minimize the routing overhead. The proposed protocol improves the
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packet delivery ratio and reduces the end-to-end delay. Moreover, on straight road segments,

the protocol greedily forwards packets to the next intersection.

The main contributions of this paper are as follows: 1) It proposes a new routing protocol

for VANET in urban areas. 2) It analyzes the proposed protocol at low vehicular density and

its impact on the routing performance. 3) It compares the proposed protocol with two of the

most commonly-used protocols in the literature. The rest of this paper is organized as follows.

Section II introduces the system model. Section III provides MCIR protocol design with a

detailed example. Section IV presents the performance evaluation for MCIR in terms of packet

delivery rate, average end-to-end delay, and routing overhead. Finally, the conclusions and

future work are presented in Section V.

2.3 System Model

We assume that each vehicle has the capability to obtain digital maps and its position informa-

tion, which we consider as a valid assumption since nowadays most of the vehicles have a GPS

device [8]. In addition, it is assumed that the source vehicle acquires the destination’s location

via a location service such as hierarchical location service (HLS) [9] or grid location service

(GLS) [10].

Once the destination vehicle’s location is obtained, it is included in the packet header. There-

fore, the intermediate vehicles do not have to use the location service. However, due to the dy-

namic nature of the VANET, the destination vehicle may change its location by the time packets

arrive at the initial location. In this case, the packet carrier obtains the new location of the des-

tination vehicle via location service and forwards the packet towards the new location [11].

Further, we presume the use of location service is limited only to acquiring the destination
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Figure 2.1: Urban grid model

15



vehicle location.

In addition, we use a grid model for the city environment as shown in Fig. 2.1. This model is

based on the Manhattan grid mobility model [12]. In this model, each vehicle is able to adjust its

speed based on the movement of the neighboring vehicles and change the lane to overtake other

vehicles in multi-lane roads. This model also supports smart intersection management, where

vehicles slow down and stop at intersections, or they act accordingly at traffic lights. Moreover,

a wrap-around pattern is used such that when a vehicle reaches the border or its destination

position, it starts moving towards a new destination position. For instance, as shown in Fig.

2.1, when a vehicle V1 reaches its destination location at I3, it starts moving towards a new

destination location.

Moreover, we assume that the speeds of the vehicles are uniformly distributed within the

interval [Vmin , Vmax] [13], while the inter-vehicle distance is exponentially distributed [14]. The

medium access control (MAC) layer protocol is the distributed coordination function (DCF)

of the IEEE 802.11. In addition, the radio channel propagation model is assumed to follow

Nakagami-m distrbution [15]. Packet traffic model follows the constant bit rate (CBR) pattern

between a source and a destination that are randomly selected.

2.4 Proposed routing protocol

MCIR protocol has three modes that depend on the location of the forwarding vehicle (the

vehicle that has a packet or a flow of packets and wants to forward it towards the destination)

and the vehicular density as shown in Fig. 2.2. The three modes are defined as follows.

Greedy Forwarding Mode: In this mode, the current location of the forwarding vehicle

and the destination location are stored in the packet header to enable the neighbors to calculate
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Figure 2.2: MICR Modes.
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their progress towards the destination. All neighbors check if they are closer to the destination

than the forwarding vehicle. If this condition is true, each neighbor vehicle starts a timer with

an interval as follows

Timer Interval =
R−D

R
, (2.1)

where R is the communication range and D is the Euclidean distance from the neighbor vehicle

to the forwarding vehicle. Therefore, the closest neighbor vehicle to the destination vehicle

starts the forwarding first. Consequently, it achieves more progress towards the destination,

decreases the hop count, and reduces the end-to-end delay. When one neighbor vehicle forwards

the packet, all other neighbor vehicles which overhear the packet transmission will drop the

packet. On the other hand, the forwarding vehicle must overhear one neighbor forwarding the

packet. Otherwise, the forwarding vehicle switches to Carry Mode.

Carry Mode: MCIR switches to Carry Mode when a forwarding vehicle is located at a

forwarding area with no neighbors. In this mode, the vehicle carries the packets and keeps in

the buffer. When a carry timer (a timer during its period the forwarding vehicle must overhear

one neighbor forwards the packet) expires, the forwarding vehicle rebroadcasts the packets and

starts the overhearing. Consequently, if one neighbor exists in the forwarding area and is closer

to the destination than the forwarding vehicle, this neighbor will be the next hop for the packet.

As a result, the forwarding vehicle switches to the Greedy Forwarding Mode and drops the

packet after overhearing the neighbor forwarding the packet.

Intersection Forwarding Mode: At the intersection points that are defined by the digital

map, MCIR operates in Intersection Forwarding Mode. MCIR forwards multiple copies of the

packets in the candidate road segments towards the destination vehicle and eliminates unneeded

copies at the next intersections to reduce the overhead. All the vehicles in the candidate road
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segments must be closer to the destination than the forwarding node. At the intersections,

MCIR forwards the packet if it is the first time the packet reaches this intersection. Otherwise,

the packet is dropped. Next, each neighbor vehicle in this intersection checks if it is located

in one of the four main directions bringing the packet closer to the destination. This can be

achieved by using the digital map and the destination location from the packet header. If this

condition is true, the neighbor starts the Greedy Forwarding Mode as mentioned before. In

addition, the neighbor vehicle drops the packet and stops the forwarding if one neighbor in

the same road segment forwarded the same packet. Before dropping the packet, the neighbor

vehicle ensures that it is located in the same road segment of the forwarding neighbor vehicle.

For instance, as shown in Fig. 2.1, if V2 overhears V3 forwarding the same packet, V2 does not

stop forwarding because V3 is in a different road segments and MCIR forwards the packets in

both road segments. This condition is added because the neighbor vehicle may overhear one

vehicle forwarding the packet but in another road segment and MCIR forwards the same packet

in one or two road segments. Finally, the forwarding vehicle drops the packet after it ensures

that there is one neighbor forwarding the packet. Otherwise, the forwarding vehicle switches to

the Carry Mode.

As illustrated in Fig. 2.2, MCIR switches from the Greedy Forwarding Mode or the In-

tersection Mode to the Carry Mode if the forwarding vehicle does not find a next hop for the

packet. In addition, MCIR switches from the Greedy Forwarding Mode or the Carry Mode to

the Intersection Mode when the vehicle moves from a road segment to an intersection. The

Carry Mode and the Greedy Forwarding Mode are timer-based as MCIR is a beacon-less rout-

ing protocol. MCIR has two timers; one operates on the neighbor vehicles to forward the packet

in the Greedy Forwarding Mode. The second timer operates on the forwarding vehicle to carry

the packet in the Carry Mode until one neighbor exists.
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2.4.1 Detailed Example for MCIR

In this sub-section, we present an example to explain the multi-copy forwarding algorithm,

which is the main component of the MCIR protocol. In Fig. 2.1, we assume that a source

vehicle Vs wants to send a flow of packets to a destination vehicle Vd. Therefore, Vs broadcasts

the packet and the intermediate vehicle V1 will receive it. After V1 receives the packet from Vs

at the intersection I1 and ensures that this packet has never been replicated and forwarded at I1,

V1 switches to the Greedy Forwarding Mode.

Since MCIR does not know the vehicular density of the road segments towards the destina-

tion, MCIR sends the packet in both directions of the road segments I1-I4 and I1-I2. Therefore,

V1 switches to the Intersection Forwarding Mode. V1 broadcasts the packet and starts the over-

hearing. Each neighbor vehicle ensures that it is located at a candidate road segment. This

condition is added to reduce the overhead by forwarding the packet towards the destination

only. In this example, I1-I4 and I1-I2 are candidate road segments for the packet forwarding.

Next, V2 and V3 ensure that their distances to the destination Vd is less than the distance

between V1 and Vd. Therefore, V2 and V3 start their forwarding timer to forward this packet.

After the timer expires, V2 and V3 forward the packet in the road segments I1-I4 and I1-I2,

respectively. If V2 overhears V3 forwarding the packet, V2 does not stop forwarding because V3

and V2 are not in the same road segment. Simultaneously, V1 drops the packet after overhearing

the packet. Otherwise, V1 switches to the Carry Mode. This process is then repeated once

the packet reaches intersections I2 and I4. At intersection I4, there is only one candidate road

segment for the packet which is I4-I5. On the other hand, at intersection I2, there are two

candidate road segments which are I2-I5 and I2-I3. In this example, we assume the packet arrives

first at intersection I5 via I2; and the current forwarding vehicle V4 switches to the Intersection
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Forwarding Mode at I5.

Therefore, V4 starts forwarding the data packet on the road segment I5-I6. At the same

time, V4 forwards alarm packet (packet includes only the data packet id, the source id, and the

destination id) in the road segment I5-I2 to inform all the vehicles in this road segment to drop

any received data packet with the same information (id, source id, destination id). This process

is added to prevent forwarding the same packet from the intersection I2 to the intersection I5.

Finally, the same process will be repeated at I6. In this example, we assume the packet arrives

first at intersection I6 via I3; and the alarm packet is forwarded in the road segment I6-I5. As a

result, the destination gets the packet that arrives first.

2.5 Simulation Results

This section presents the performance evaluation of MCIR to investigate the performance im-

pact of multi-copy on routing protocols. We implement our proposed MCIR protocol in NS-2

(V-2.34). For comparison, we implement GPSR, AMR, and SRPMT explained in the Introduc-

tion Section. We make two modifications on GPSR to be more suited for VANET and for fair

comparison with MCIR. The first modification is the addition of the location service on GPSR

to get the location of the destination vehicle, while the second modification is the addition of

the carry-and-forward strategy.

The simulation scenarios are configured in a 3 km x 3 km urban grid model with different

vehicular densities (defined as the average number of vehicles per unit road length) ranging

from 5 vehicles/km to 30 vehicles/km. We use VanetMobiSim [16] to generate realistic vehicle

mobility. Results are averaged for 20 simulation runs.Table 1 summarizes the configuration

parameters used in the simulation.
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Table 2.1: Simulation parameters

Simulation Parameter Value

Vehicular density (vehicles/km) 5,10, 15, 20, 25, 30

Speed (m/sec) 5 to 15

Simulation time (seconds) 600

Traffic model CBR Traffic

CBR rate (packets/second) 8

Transmission range (m) 250

Channel date rate (Mbps) 2

Packet size (bytes) 256

Number of sessions 1

Number of intersections 16

Four main important performance metrics are considered. The first metric is the end-to-end

delay defined as the difference between the time a data packet arrives at its destination and

the time the same packet is originated by the source. This time includes all possible delays as

follows

Delay = Queuedelay +Carrydelay +Propdelay +Trdelay, (2.2)

where Queuedelay is the queuing delay, Carrydelay is the Carry Mode delay, Propdelay is the

propagation delay over the wireless channel, and Trdelay is transmission delay. The second

metric is the packet delivery ratio (PDR) defined as the ratio of the total number of the data

packets received by the destination to the the total number of the data packets sent by the traffic
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Figure 2.3: Average End-to-end Delay.

sources. Finally, the third metric is the routing overhead defined as follows

(Overhead)packets =
Number o f transmitted packets

Number o f received data packets
. (2.3)

However, the routing overhead in MCIR represents data and the alarm packets, while the

overhead in modified-GPSR, AMR, and SRPMT represents beacon and data packets. In addi-

tion, the beacon and alarm packets are much smaller than the data packets. Therefore, for fair

comparison with MCIR, we consider the fourth metric that represents the routing overhead in

the number of transmitted bits as in [5] . It is defined as follows

(Overhead)bits =
Number o f transmitted bits

Number o f received data bits
. (2.4)

Fig. 2.3 shows the average end-to-end delay against the vehicular density for MCIR, SRPMT,

AMR, and modified-GPSR protocols. Results show that there is a significant decrease in the

average end-to-end delay of MCIR compared with modified-GPSR, SRPMT, and AMR espe-

cially at low vehicular density. For instance, at vehicular density of 5 vehicles/km, the average

end-to-end delay of MCIR is reduced by 87%, 83%, and 18% compared with modified-GPSR,
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SRPMT, and AMR, respectively. However, this improvement decreases to 50%, 3%, and 1% at

a vehicular density of 30 vehicles/km due to the increase of the vehicular density that increases

the connectivity of the network. In addition, at a vehicular density of 15 vehicles/km, the av-

erage end-to-end delay of MCIR is reduced by 66%, 50%, and 25% compared with modified-

GPSR, SRPMT, and AMR, respectively. The reason behind this behavior is that a low vehicular

density leads to disconnected road segments. As a result, the three routing protocols switch to

Carry Mode. Consequently, the packets suffer from a higher end-to-end delay. However, the

probability that all copies of the packets in MCIR are in the Carry Mode at the same time is

lower than that the single copy in case of modified-GPSR, SRPMT. In addition, it is noticed

that MCIR has a slightly shorter end-to-end delay than AMR. This is because AMR switches

between single-copy and multi-copy based on estimated vehicular density and end-to-end delay

for each road segment. However, it is challenging to estimate those two parameters (vehicular

density and end-to-end delay) and make their information available accurately to all vehicles

in the network. On the contrary, MCIR does not need those two parameters. Also, the results

show that the vehicular density highly impacts the end-to-end delay. With decreasing vehicular

density, the average end-to-end delay increases for all values of the vehicular density for the

four routing protocols. On the other hand, SRPMT has a slightly shorter end-to-end delay than

modified-GPSR due to micro topology considerations in the routing metric, especially at low

vehicular density.

Fig. 2.4 shows the PDR against the vehicular density for MCIR, AMR, SRPMT, and

modified-GPSR protocols. It is noticed that there is a significant increase in the PDR of MCIR

compared with modified-GPSR, AMR, and SRPMT for all values of the vehicular density. For

instance, at vehicular density of 5 vehicles/km, the PDR of MCIR is increased by 63% , 45%,

and 6% compared with modified-GPSR, SRPMT, and AMR, respectively. However, this im-
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Figure 2.4: Packet delivery Ratio.

provement decreases to 11%, 3%, and 2% at vehicular density of 30 vehicles/km due to the

increase of the vehicular density that enhances the connectivity of the network. Three reasons

are behind this behavior. Firstly, in SRPMT, AMR, and modified-GPSR, packets are more likely

to collide with the beacon packets. On the contrary, MCIR is a beacon-less protocol. Secondly,

in the case of SRPMT and modified-GPSR, the single-copy of the packet may be dropped after

time out in the queue due to switching to carry-and-forward strategy in the disconnected road

segments. Thirdly, modified-GPSR depends on the neighbor table to select the next hop. How-

ever, the neighbor table may contain outdated information. Consequently, the packet is dropped

after forwarding to a non-existing neighbor. On the other hand, MCIR does not suffer from the

three previous problems as it sends multiple copies from the same packet. Therefore, if one

copy of the packet is dropped, another copy arrives at the destination. As a result, the PDR of

MCIR remains the highest of all of them for all values of the vehicular density. SRPMT appears

to have a slightly higher PDR than modified-GPSR due to micro topology consideration in the

routing metric, especially at low vehicular densities.
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Figure 2.5: Routing overhead represented in transmitted packets.

Fig. 2.5 shows the routing overhead represented in the number of transmitted packets against

the vehicular density for MCIR, AMR, SRPMT, and modified-GPSR protocols. It is noticed that

MCIR has less routing overhead than SRPMT, modified-GPSR, and AMR for all values of the

vehicular density. For instance, at a vehicular density of 5 vehicles/km, the routing overhead

of MCIR is decreased by 40%, 42%, and 44% compared with modified-GPSR, SRPMT, and

AMR, respectively. There are two reasons for this behavior. Firstly, MCIR is a beacon-less

routing protocol. Secondly, MCIR has the highest number of successfully received data packets

compared with SRPMT and modified-GPSR. The results confirm that the increase of the ve-

hicular density causes an increase in the routing overhead for all three routing protocols. This

is expected because increasing vehicular density leads to an increase in the hop count for the

packets. Moreover, the number of transmitted beacon packets increase in the case of SRPMT,

AMR, and modified-GPSR with the increase of the vehicular density. SRPMT appears to have

a marginally higher routing overhead than modified-GPSR due to the beacon packets to collect

vehicle information in local micro topology. In addition, AMR has the highest routing overhead
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Figure 2.6: Routing overhead represented in transmitted bits.

due to the beacon packets and multi-copy consideration. On the contrary, MCIR is beacon-less

and eliminates the unneeded copies.

Fig. 2.6 shows the routing overhead represented in the number of transmitted bits against

the vehicular density for MCIR, AMR, SRPMT, and modified-GPSR protocols. It is noticed

that MCIR has a higher routing overhead than SRPMT and modified-GPSR at low vehicular

density. For instance, at vehicular density of 5 vehicles/km, the routing overhead of MCIR is

increased by 11% and 30% compared with modified-GPSR and SRPMT, respectively. This is

because MCIR is multi-copy routing protocol, while SRPMT and modified-GPSR are single-

copy protocols. In addition, the data packets are larger in size than the beacon packets. On the

other hand, the results confirm that MCIR overhead remains constant after reaching its peak.

However, Modified-GPSR, AMR, and SRPMT overhead increases with the increasing of the

vehicular density. For instance, at vehicular density of 30 vehicles/km, the routing overhead of

MCIR is decreased by 12%, 8%, and 112% compared with modified-GPSR, SRPMT, and AMR,

respectively. This is expected because increasing vehicular density leads to an increase in the
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number of beacon packets in the case of SRPMT, AMR, and modified-GPSR. On the contrary,

MCIR is a beacon-less routing protocol. Finally, AMR has the highest routing overhead due to

the beacon packets and multi-copy consideration without elimination of the unneeded copies.

On the contrary, MCIR is a beacon-less and eliminates the unneeded copies.

2.6 Conclusions

In this paper, we proposed a multi-copy routing protocol that aims to reduce the end-to-end

delay and increase the packet delivery ratio. MCIR is a beacon-less routing protocol that for-

wards multiple copies of the packets and eliminates unneeded copies at the intersections. We

have investigated the vehicular density impact on the VANET routing protocols performance.

Simulation results confirm that the vehicular density highly impacts the routing performance

in urban VANET communications. In addition, results show that MCIR outperforms SRPMT,

AMR, and modified-GPSR in terms of the end-to-end delay and packet delivery ratio. In our

future work, we will consider an adaptive beacon-less routing protocol that switches between

mutli-copy and single-copy based on the vehicular density.
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[9] W. Kieß, H. Füßler, J. Widmer, and M. Mauve, “Hierarchical location service for mobile

ad-hoc networks,” ACM J. SIGMOBILE, vol. 8, no. 4, pp. 47–58, 2004.

29



[10] J. Li, J. Jannotti, D. S. De Couto, D. R. Karger, and R. Morris, “A scalable location service

for geographic ad hoc routing,” in Proc. ACM MobiCom, 2000, pp. 120–130.

[11] M. Ayaida, M. Barhoumi, H. Fouchal, Y. Ghamri-Doudane, and L. Afilal, “Phrhls: A

movement-prediction-based joint routing and hierarchical location service for vanets,” in

Proc. IEEE ICC, June 2013, pp. 1424–1428.

[12] F. J. Martinez, J.-C. Cano, C. T. Calafate, and P. Manzoni, “Citymob: a mobility model

pattern generator for vanets,” in Proc. IEEE ICC, 2008, pp. 370–374.

[13] H. Wu, R. M. Fujimoto, G. F. Riley, and M. Hunter, “Spatial propagation of information

in vehicular networks,” IEEE Trans. Veh. Technol, vol. 58, no. 1, pp. 420–431, 2009.

[14] N. Wisitpongphan, F. Bai, P. Mudalige, V. Sadekar, and O. Tonguz, “Routing in sparse

vehicular ad hoc wireless networks,” IEEE J. Sel. Areas Commun, vol. 25, no. 8, pp.

1538–1556, 2007.

[15] M. Killat and H. Hartenstein, “An empirical model for probability of packet reception in

vehicular ad hoc networks,” EURASIP J. Wirel. Commun. Netw., vol. 2009, pp. 4:1–4:12,

2009.

[16] J. Härri, F. Filali, C. Bonnet, and M. Fiore, “Vanetmobisim: generating realistic mobility

patterns for vanets,” in Proc. ACM VANET 06, 2006, pp. 96–97.

30



Chapter 3

Probability Distribution of the Re-healing

Delay in a One-Way Highway VANET

3.1 Abstract

This letter proposes a closed-form expression for the probability distribution of the re-healing

delay (time taken in the store-and-forward strategy to send a packet from a cluster head to the

tail of the next cluster) conditioned on the gap distance between those two clusters on a one-

way highway. Moreover, a closed-form expression is derived for the unconditional probability

distribution of the re-healing delay. Using the derived probability distribution, one can straight-

forwardly study the impact of VANET parameters on the re-healing delay. Also, the probability

distribution of the end-to-end delay in VANETs can be derived from the results in this letter.

The accuracy of the proposed analysis is validated using simulations.
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3.2 Introduction

Vehicular ad-hoc networks (VANETs) enable ad-hoc communication between vehicles, or be-

tween vehicles and road-side units (RSUs) or drones [1]. VANET applications usually have

time constraints on information dissemination. One example is emergency message (EM) dis-

semination (when an accident happens or a certain road condition is observed, an update should

be broadcast as soon as possible).

VANETs can either be fully-connected, or sparsely-connected [2]. It is a crucial challenge

to forward EM packets in sparsely-connected VANETs while satisfying the time constraints. A

VANET is usually partitioned into a number of clusters (a cluster of vehicles is fully-connected

and the distance between any two clusters is greater than the vehicle communication range).

Fig. 3.1 shows an example of two clusters, where the head vehicle of the first cluster and the

tail vehicle of the second cluster are labeled. Many proposed VANET routing protocols in the

sparsely-connected case use a store-and-forward strategy (when the network is disconnected,

packets can be stored and carried by a vehicle until reaching the next cluster). The re-healing

delay is the time taken in the store-and-forward strategy to send a packet from a cluster head to

the tail of the next cluster. This delay is the main focus of many vehicular active safety applica-

tions. Therefore, it is desirable to characterize the re-healing delay in VANETs. Moreover, the

probability distribution of the re-healing delay can be used to derive the probability distribution

of the end-to-end delay.

Several papers, such as [2]-[8], have analyzed the re-healing delay performance for safety

message dissemination in VANETs. An expression for the mean of the re-healing delay was

found in [2]. In addition, Ref. [3] derived the probability distribution of the re-healing delay

based on an approximate probability distribution of cluster lengths. Morover, Ref. [4] proposed
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Figure 3.1: Two clusters in a VANET.

an accurate probability distribution of the cluster length, and from this derived the probability

distribution of the re-healing delay. The authors in [2]-[4] assumed the same system model

(infrastructure-less bi-directional highway with a constant speed model for the vehicles).

Moreover, Refs. [5] and [6] calculated the mean of the re-healing delay to RSUs over a

bi-directional highway. While, Ref. [5] considered a constant speed model, Ref. [6] considered

a truncated normal distribution for vehicle speed.

On the other hand, Ref. [7] proposed an analytical model for the distribution of the re-

healing delay. In addition, Ref. [8] derived closed-form expressions for the CDFs of the dis-

tances travelled by the cluster head and tail over time t, and these closed-form expressions

were used to derive the probability distribution of the re-healing delay. Both Refs. [7] and [8]

assumed the same system model (one-way highway with uniformly-distributed vehicle speeds).

One key difference between the system model in this work and that in many previous papers

(e.g., [2] - [5]) is that we assume the speeds of the vehicles are uniformly distributed. Therefore,

a vehicle can overtake another one travelling in the same direction. On the contrary, previous

papers assumed a constant speed model for each direction, or the same speed for both directions.

Therefore, clusters in the same direction could not re-heal except by using RSUs or by using

vehicles moving in the opposite direction.

On the other hand, the key differences between this work, and [8] are as follows: 1) while
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this letter derives a closed-form expression for the CDF of the conditional re-healing delay, Ref.

[8] does not provide a closed-form expression and its analytical method requires numerical

integration, 2) in this letter we propose a correction for the derived expression proposed in

[7] and [8] for the probability distribution of the conditional re-healing delay, and 3) in this

letter we calculate closed-form expressions for the conditional and unconditional probability

distributions of the re-healing delay.

The main contributions of this letter are as follows:

• It proposes a closed-form expression for the CDF of the re-healing delay conditioned on

the given distance between two clusters in a VANET.

• It proposes a closed-form expression for the CDF of the unconditional re-healing delay

in a VANET.

• It compares results from the proposed analysis with simulation results to show the accu-

racy of our analysis.

The rest of this letter is organized as follows. Section II introduces the system model.

Section III gives a closed-form expression for the CDF of the re-healing delay conditioned

on the given distance between two consecutive VANET clusters. Then, it proposes a closed-

form expression for the unconditional probability distribution of the re-healing delay. Next,

Section IV compares the simulation results against analytical results. Finally, the conclusions

are presented in Section V.
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Table 3.1: List of Notation

L Gap between two consecutive clusters

r Vehicle wireless communication range

x R.V. for re-healing distance

X(t) R.V. for distance cluster head moved in [0,t]

X ′(t) R.V. for distance cluster tail moved in [0,t]

Tc R.V. for duration of re-healing phase

FX(t)(x) CDF of X(t)

FX ′(t)(x) CDF of X ′(t)

fX(t)(x) PDF of X(t)

fX ′(t)(x) PDF of X ′(t)

λ Traffic flow rate (vehicles/unit time)

λs Reciprocal of mean distance between vehicles

vmin Minimum allowed speed of vehicle

vmax Maximum allowed speed of vehicle

∆v vmax- vmin

u(·) Heaviside unit step function

? Cross-correlation

s∗ Complex conjugate of s

Lx[·] Laplace transform with respect to x

L −1
s [·] Inverse Laplace transform with respect to s
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3.3 System model

We consider a highway with vehicles moving in one direction. We assume that the speeds of the

vehicles are uniformly distributed within the interval [vmin, vmax] [7], [8]. We also assume the

inter-vehicular distances are exponentially-distributed, and that the inter-vehicular arrival rate

is Poisson-distributed with a mean equal to the traffic flow rate λ (vehicles/sec) [7],[8].

In addition, the time required for a vehicle to receive and process a message before it is

available for further relaying is negligible as in [4]-[8]. Also, Table 3.1 shows the list of nota-

tions used in our analysis. The medium access control (MAC) layer protocol is the distributed

coordination function (DCF) of the IEEE 802.11. In addition, the radio channel propagation

model is assumed to follow the Nakagami-m distribution [1]. Finally, the packet traffic model

follows the constant bit rate (CBR) pattern between a source and a destination that are randomly

selected.

3.4 Proposed model

In this section, we find a closed-form expression for the CDF of the re-healing delay conditioned

on the distance between two clusters in one-way highway. Then, we derive a closed-form

expression for the unconditional re-healing delay distribution.

Firstly, from [8], the closed forms for FX(t)(x) and FX ′(t)(x) are equal to 0 for x < vmint and

1 for x > vmaxt and for x between vmint and vmaxt, given by the following expressions

FX(t)(x) =

x
t
− vmin

∆v
e

λ

 xvmin
vmax
− vmint

∆v
−t+

x
vmax

(vmaxt
x

)λx
∆v ,
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and

FX ′(t)(x) = 1−
(vmax− x

t ) e−λ

(
vmint−x

vmax

)
( x

vmint )
−λx/vmax

∆v
.

Furthermore, from [7], the distribution of the re-healing delay Tc, conditioned on l, the

distance between the cluster tail and the next cluster head, was derived. They obtained the

following expression

P(Tc < t|L = l) =
∞∫

0

fX(t)(x)
x+r−l∫

0

fX ′(t)(x
′) dx′ dx, (3.1)

where l > r. However, both clusters are moving simultaneously. Therefore, the minimum period

of time required for re-healing is ( l−r
∆v ) seconds (when the cluster head moves with speed vmax

and the next cluster tail with speed vmin). Consequently, the distance the head must travel before

re-healing is at least (l− r)vmax/∆v. Hence, x in the previous expression should be corrected to

start from (l− r)vmax/∆v not 0. Moreover, after considering this correction, the above equation

can instead be expressed as

P(Tc < t|L = l) =
∞∫

(l−r)vmax/∆v

fX(t)(x) FX ′(t)(x+ r− l) dx. (3.2)

This can be identified as a windowed cross-correlation between fX(t)(x) and FX ′(t)(x). From the

theory of the Laplace transform, we know that the Laplace transform of the cross-correlation of

two signals g and h is given by the expression G∗(−s∗) ·H(s), where G and H are the Laplace

transforms of g and h, respectively. Therefore, it is desirable to find the Laplace transforms of

fX(t)(x) and FX ′(t)(x).

The Laplace transform of fX(t)(x) is equal to

s ·Lx[FX(t)(x)](s)−FX(t)(0). In addition, FX(t)(0) = 0 because FX(t)(x) is zero when x less than

vmint. Therefore, Lx[ fX(t)(x)](s) is equal to s ·Lx[FX(t)(x)](s).

On the other hand, one can define the random variable X ′1 such that FX ′1(t)
(x) = 1−FX ′(t)(x).
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Therefore,

P(Tc < t|L = l) =
∞∫

(l−r)vmax
∆v

fX(t)(x)[1−FX ′1(t)
(x+ r− l)] dx

= 1−FX(t)(
(l−r)vmax

∆v )−
∞∫

(l−r)vmax/∆v
fX(t)(x)FX ′1(t)

(x+ r− l) dx

= 1−FX(t)(
(l−r)vmax

∆v )− fX(t) ?FX ′1(t)
(r− l),

= 1−FX(t)(
(l−r)vmax

∆v )−L −1
s [s ·Lx[FX(t)(x)](s)Lx[FX ′1(t)

(x)](s)](x),

where

FX ′1(t)
(x) =

(vmax− x
t ) e−λ

(
vmint−x

vmax

)
( x

vmint )
−λx/vmax

∆v
. (3.3)

It can be found that

Lx[FX(t)(x)](s) =

vmine
−
(

λ t+
λvmint

∆v

)
s− λ

vmax +
λvmin

−v2
max+vminvmax

− e
−
(

λvmaxt
∆v

)
t(s− λ

∆v)
2

∆v
, (3.4)

and

Lx[FX ′1(t)
(x)](s) =

e
−
(

λvmint
vmax

)
t(s− λ

vmax )
2 +

vmaxe
−
(

λvmint
vmax

)
s− λ

vmax

−

∆v
. (3.6)

Finally, the closed form for P(Tc < t|L = l) is shown in Eq. (3.5).

3.4.1 CDF of the unconditional re-healing delay

From [7], the probability distribution of the unconditional re-healing delay was derived as fol-

lows

FTc(t) = P(Tc < t) =
∞∫

0

P(Tc < t|L = l) fL(l) dl, (3.7)
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P(Tc < t|L = l) =
vmin− k3/t

∆v
e−λ

(
t+ tvminvmax−vmink3

vmax∆v − k3
vmax

)
(tvmax/k3)

λk3/∆v (u(l− r)−u(k12))

+ k1k4k6

(k9(v5
maxvmin−3v4

maxv2
min +3v3

maxv3
min− v2

maxv4
min)

λ 2k8∆v

−
k10(v5

maxvmin−2v4
maxv2

min + v3
maxv3

min)

λ 2k8vmax
+

k10k11(v5
max−2v4

maxvmin + v3
maxv2

min)

λk2v2
max

+
k9k11(−v5

max +3v4
maxvmin−3v3

maxv2
min− v2

maxv3
min)

λk2(∆v)2

)
/
(
t2(∆v)2)

+ vmink1k4k5

(v2
maxk9∆v

λk2
+

k10(−v4
max + v3

maxvmin)

vmaxk2λ
− k10k11(−v3

max + v2
maxvmin)

v2
max(2vmax− vmin)

)
/k7

+ vmaxk1k4k6

(k9(−v4
max +3v3

maxvmin−3v2
maxv2

min + vmaxv3
min)

λk2∆v
+

k10vmax(∆v)2

λk2

−
k9k11(v3

max−2v2
maxvmin + vmaxv2

min)

(∆v)2(2vmax− vmin)

)
/k7 +

vmaxvmink1k4k5 (vmaxk9 + k10∆v)
(∆v)2(2vmax− vmin)

+ k13

where

k1 = u
(
−(l− r)(2vmax− vmin)

∆v

)
, k2 = (2vmax− vmin)

2, k3 = l− r+ vmint, k4 = e−λvmint/vmax,

k5 = e(−λ t−λvmint/∆v), k6 = e(−λ tvmax/∆v), k7 = t(∆v)2, k8 = (2vmax− vmin)
3, k9 = ek11λ/∆v,

k10 = e−k11λ/vmax, k11 = l− r+ vmax(l− r)/∆v, k12 = l− r− t∆v,

k13 = 0.5+0.5piecewise(vmin∆vk12 ≤ 0, −sign(k12), 0 < vmin∆vk12, sign(vmaxt− vmax(l− r)
∆v

)).

(3.5)

where fL(l) is the PDF of the inter-vehicular distances and is equal to λse−λsl , where λs is the

reciprocal of the mean distance between vehicles and is equal to 2λ/(vmin + vmax) as in [7]

and [8].

This is of the same form as a Laplace transform if we assume s = λs. Therefore, FTc is the

Laplace transform of P(Tc < t|L = l)λs, where λs is now the transform variable. Based on this

form as a Laplace transform, the closed form for the CDF of the unconditional re-healing delay

39



0 50 100 150 200 250 300 350
Conditional re-healing delay (seconds)

0

0.2

0.4

0.6

0.8

1

C
D

F

 

Analytical, l= 0.6 km
Analytical, l= 0.75 km
Analytical, l= 0.9 km
Simulation, l= 0.6 km
Simulation, l= 0.75 km
Simulation, l= 0.9 km

Figure 3.2: Conditional re-healing delay with changing l.

P(Tc < t) can be calculated as shown in Eq. (3.8).

P(Tc < t) = 2λe−
(

k2+k1+λ t+ 2λ (r−vmint)
vmax+vmin

)(
vminek2− vmaxek2 + vmaxek1+λ t− vminek1+λ t−λ tvmaxek1+λ t

+λ tvminek1+λ t +
2λ tek1+λ t(v2

max + v2
min−2vmaxvmin)

vmax + vmin

)
/

(
t(vmax + vmin)

(
λ +

2(λvmin−λvmax)

vmax + vmin

)2
)

− e−
(

k2−k1+
2λ r

vmax+vmin

)
+1

where

k1 = 2λvmint/(vmax + vmin), k2 = 2λvmaxt/(vmax + vmin)

(3.8)

40



Table 3.2: Simulation Parameters

Simulation Parameter Values

λ (veh/s) 0.025, 0.035, 0.045

vmin (m/s) 15

vmax (m/s) 30

Simulation runs 500

Channel date rate (Mbps) 2

Communication range r (m) 300

Packet size (bytes) 512

3.5 Simulation and model validation

This section compares simulation results against analytical results using NS-2 (V-2.34). Also,

we used VanetMobiSim [9] to generate realistic vehicle mobilities for a highway segment of

length 30 km. We used greedy perimeter stateless routing protocol (GPSR) that greedily for-

wards the packets and added to it the store-and-forward strategy. In the simulations, one cluster

is selected randomly to generate an emergency message, and the head of this cluster carries

the message until it is connected to the next cluster. Table 3.2 summarizes the configuration

parameters used in these simulations.

3.5.1 Conditional re-healing delay

Fig. 3.2 shows the analytical and simulation results for the CDF of the conditional re-healing

delay with the same simulation parameters as in Table II and vehicular density λ equal to 0.025

veh/s, while changing the gap length l to values of (0.6, 0.75, and 0.9 km). It can be seen that the
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Figure 3.3: Unconditional re-healing delay with changing λ .

two curves (analytical, and simulation) agree closely across all re-healing delay values for the

three vehicular densities, confirming the correctness and accuracy of the obtained closed-form

expression.

Results show that the gap length highly impacts the CDF of the conditional re-healing delay.

With increasing gap length, the CDF of the conditional re-healing delay decreases. This is

because increasing the gap length causes an increase in the re-healing delay as we have the

same speed in the three cases. Furthermore, it can be noted that the CDF of the conditional re-

healing delay is equal to 0 for any values of t that are less than (l−r)/∆v seconds. For instance,

for a gap length equal to 0.6 km, the CDF of the conditional re-healing delay is equal to 0 for t

less than 20 ((600-300)/15) seconds.

3.5.2 Unconditional re-healing delay

Fig. 3.3 shows the analytical and simulation results for the CDF of an unconditional re-healing

delay with the same simulation parameters as in Table II, while changing the vehicular density
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λ to values of (0.025, 0.035, and 0.045) veh/s. Once again, the two curves (analytical, and

simulation) agree closely across all re-healing delay values for the three vehicular densities.

Results show that the vehicular density significantly impacts the CDF of the unconditional

single catch-up time. With increasing vehicular density, the CDF of the unconditional re-healing

delay increases for all values of the vehicular density. This is because increasing the vehicular

density causes an increase in the number of vehicles in each cluster. Consequently, there is

a higher probability of a shorter overall re-healing delay. Moreover, increasing the vehicular

density causes a decrease in the distance l between VANET clusters.

3.6 Conclusions

In this letter, we found a closed-form expression for the probability distribution of the re-

healing delay conditioned on the gap distance between the clusters in a VANET. In addition,

a closed-form expression for the unconditional probability distribution of the re-healing delay

was derived. Extensive computer simulation results demonstrated the accuracy of the proposed

analysis. The closed form for the unconditional re-healing delay characterizes the delay for

broadcasting a safety message in a highway VANET. Also, it can be used to derive the end-

to-end delay. From the closed form, we found out that the difference between vmax and vmin

has a high impact on the re-healing delay. With increasing the speed difference ∆v, the CDF

of the conditional re-healing delay increases. This is because increasing ∆v causes an increase

in the relative speed between vehicles. Consequently, the re-healing delay for the same gap

distance will be decreased. Due to space limitations, we did not include this plot in the letter. In

addition, when the distance a from the current message head to a fixed RSU is less than twice

the communication range r, i.e., a < 2r, and there is no direct communication path to the RSU
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at the initial time, then the conditional re-healing time to the next cluster can be used to find

the CDF of the total end-to-end delay in this special case. Due to space limitations, we leave

this to future work, although this provides additional evidence of the applicability of the current

work to practical scenarios. In our future work, we will consider calculation of the probability

distribution of the re-healing delay for a two-way highway.
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Chapter 4

On the End-to-End Delay in a One-Way

VANET

4.1 Abstract

Vehicular ad-hoc networks (VANETs) are a focus of much research. In this paper, we present

an analytical model to study the end-to-end delay in a one-way VANET. This paper proposes

an analytical formula for the probability distribution of the end-to-end delay. Using the derived

probability distribution, the probability that the end-to-end delay is less than a given threshold

may be calculated. In addition, one can straightforwardly study the impact of parameters such

as wireless communication range, vehicular density, the distance between the source and the

destination, and the minimum and maximum vehicles speeds on the end-to-end delay. This can

help to better understand data dissemination in VANETs. Moreover, closed forms for lower and

upper bounds on the end-to-end delay probability distribution are obtained. The accuracy of the

analytical results is validated using simulations. Extensive simulation results demonstrate the
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accuracy of our analysis.

4.2 Introduction

Vehicular ad-hoc networks (VANETs) are a focus of current research in both the academic re-

search community and automobile industry. The United States Federal Communications Com-

mission (FCC) has allocated 75 MHz of the radio spectrum at 5.9 GHz to be used for Dedicated

Short Range Communications (DSRC) [1]. VANET technology enables ad-hoc communica-

tion between vehicles, or vehicles and road-side units (RSUs). Many vehicle manufacturers

have equipped their new vehicles with global positioning systems (GPSs) [2] and wireless com-

munication devices. One of the most important applications of VANETs is to provide safety

applications for passengers. In addition, VANETs provide comfort and commercial applica-

tions (e.g., instant messaging, mobile e-commerce, and weather information) [3].

VANET connectivity often changes, especially when the vehicular density is low. Therefore,

regular ad-hoc routing protocols are not feasible since the routing path is often disconnected due

to the intermittent nature of the network links. As a result, the packet loss probability increases.

To overcome this problem, many proposed VANET routing protocols use a store-and-forward

strategy. In such a strategy, when the vehicles are connected as a cluster, packets can be relayed

quickly within the cluster using wireless communications; when the network is disconnected,

packets can be stored and carried by a vehicle, and then the packets are retransmitted when

another vehicle ahead is within communication range.

It is always desirable to characterize the end-to-end packet delay in communication net-

works, especially in wireless ad-hoc networks such as VANETs, (see [4]-[15]). It is also es-

pecially important in the case of VANETs without infrastructure, considered here, since no
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guarantees exist on this delay, and all vehicles are moving with random speed, making the

analysis more challenging.

Many papers have analyzed the delay performance in VANETs. However, most of the pro-

posed analytical models focus mainly on connectivity analysis (propagation speed and time) and

the expected value of the end-to-end delay, not on the end-to-end delay probability distribution

(see [4]-[10]).

Ref. [4] derived the mean packet propagation delay based on inter-vehicle spacing and ve-

hicular velocity distributions. Ref. [5] derived the expected value of the packet propagation

speed and a closed-form expression for a single re-healing delay using a discrete-time Markov

model. Both [4] and [5] used the same system model except that [5] used a Gaussian distri-

bution and [4] used the uniform distribution for each vehicle’s speed. An analytical model for

multiple traffic streams was proposed in [6]. Moreover, an expression for the mean re-healing

delay for packet transmission between two disconnected vehicles on a two-way highway was

found in [7]. In addition, the authors in [8] derived the expected end-to-end delivery delay

from a vehicle to Internet access points. Additionally, the authors in [9] proposed an analytical

framework for the expected path delay in bidirectional vehicle traffic. Furthermore, using queu-

ing theory , an analysis for the total delay from source to destination in bi-directional roadways

with traffic lights was proposed in [10].

There are analytical studies on VANETs based on the assumption that the vehicle speed

does not change over time, which is referred to as the constant speed model. For instance, a

probabilistic vehicle-to-RSU packet delivery delay model was proposed in [11]. The model is

based on effective bandwidth theory and the effective capacity concept. In addition, the authors

in [12] derived a closed-form expressions for the cumulative distribution function (CDF) of the

vehicle-to-RSU packet delivery delay in bidirectional highways based on the distance between
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RSUs. Ref. [13] derived upper and lower-bounds on the end-to-end delay in epidemic routing

in VANETs. However, the authors in [9]-[11] considered a constant speed for the vehicles and

a fixed location for the destination (RSU or intersection).

Moreover, in [14], we proposed a closed-form expression for the unconditional probability

distribution of the re-healing delay (time taken in the store-and-forward strategy to send a packet

from a cluster head to the tail of the next cluster) in a one-way highway VANET, and this closed-

form expression provides a basis for our work. On the other hand, in [15], the closed-form

expressions for the CDFs of the distances travelled by the cluster head and tail and analytical

expression for the end-to-end delay were derived. In this paper, we propose a more accurate

probability distribution than that provided in [15], based on the closed form of the re-healing

delay proposed in [14]. On the other hand, Ref. [15] is based on an uncorrected analytical form

of the unconditional re-healing delay, the correction for which is proposed in [14]. Moreover,

this paper proposes a lower-complexity analytical model for the end-to-end delay probability

distribution based on the probability mass function (PMF) of the number of gaps from source

to destination, and the closed-form expression for the probability density distribution (PDF)

of the re-healing delay (this paper model has one summation over iterated convolutions over

the closed-form expression for the PDF of the re-healing delay, while our previous work must

perform a summation over repeated convolutions of a numerically-calculated double integral).

Furthermore, this paper proposes a closed-form expression for the lower and upper bounds of

the end-to-end delay probability density distribution, allowing one to rapidly find bounds on the

worst-case and best-case end-to-end delay for a VANET. On the other hand, the work in [15]

was extended to two-way multi-lane highways in [16]. An analytical expression for the end-to-

end delay probability distribution was proposed considering the same system model as in [15],

except taking into consideration vehicles travelling in both directions.

49



Ref. [17] derived closed-form expressions for the PMF of the number of clusters in a

VANET conditioned on distance, and we use this result in our work. In addition, that work

calculated the expected delivery delay over this number of gaps.

All this previous work shows that great effort has been exerted towards characterizing the

end-to-end delay in VANETs. However, [4]-[11] considered a constant speed model for the

vehicles or only calculated the expected value for the end-to-end delay. In this paper, we pro-

pose an analytical framework for calculation of the CDF of the end-to-end propagation delay

conditioned on the initial distance between a source and a destination, while the source and the

destination are moving with a uniformly-random distributed speed. Deriving the CDF of the

end-to-end delay allows for the determination of its statistics (e.g., PDF, moments, cumulants,

and characteristic function). In addition, derivation of the CDF allows one to obtain the prob-

ability that the end-to-end delay is less than a given threshold. This allows a service provider,

e.g., an intelligent transportation system (ITS) service provider to characterize the end-to-end

propagation delay based on VANET parameters such as vehicular density, minimum and maxi-

mum speed, wireless communication range, and initial distance between source and destination.

Moreover, closed-form expressions for lower and upper bounds on the end-to-end delay prob-

ability density distribution are derived, allowing a service provider to rapidly find a bound on

the worst-case end-to-end delay for a VANET. The lower bound is important as it represents the

worst case for the actual end-to-end delay time.

The main contributions of this paper are as follows:

1. It proposes an analytical framework for the CDF of the end-to-end delay in a VANET.

2. It proposes a closed-form expression for the lower bound of the end-to-end delay proba-

bility density distribution.
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Figure 4.1: Two clusters in a VANET.

3. It proposes a closed-form expression for the upper bound of the end-to-end delay proba-

bility density distribution.

4. It compares results from the proposed framework with simulation results to show the

accuracy of our analysis.

The rest of this paper is organized as follows. Section II introduces the system model. Sec-

tion III proposes a formula to determine the CDF of the end-to-end delay in a VANET. Section

IV gives a closed-form expression for the lower bound of the end-to-end delay probability den-

sity distribution. In addition, Section V proposes a closed-form expression for the lower bound

of the end-to-end delay probability density distribution. Next, Section VI compares the sim-

ulation results against analytical results. Subsequently, Section VII investigates the VANET

parameters (vehicle wireless communication range r, different speed range with the same speed

average, different speed average, and distance) and their effect on end-to-end delay. Then, the

conclusions and future work are presented in Section VIII, and finally the Appendix presents

more detailed derivations of some of the formulae used in Sections V and VI.

51



Table 4.1: List of notation

L Gap between two consecutive clusters

a Distance between (source and destination)

r Vehicle wireless communication range

Tc R.V. for duration of the re-healing delay

Td End-to-end propagation delay

FTc(t) CDF of Tc

fTc(t) PDF of Tc

FX ′(t)(x) CDF of R.V. for distance cluster tail moved in [0,t]

fX(t)(x) PDF of R.V. for distance cluster tail moved in [0,t]

Tc R.V. for duration of re-healing phase

λ Traffic flow rate (vehicles/unit time)

λs Reciprocal of mean distance between vehicles

vmin Minimum allowed speed of vehicle

vmax Maximum allowed speed of vehicle

∆v Difference between vmax and vmin

u(·) Heaviside unit step function

? Cross-correlation

∗i Convolution iterated i times

s∗ Conjugate of s

Lx[·] Laplace transform relative to x

L −1
s [·] Inverse Laplace transform relative to s

PX(x) PMF of X

F−1
ω Inverse Fourier transform relative to ω52



FTc(t) = 2λe−
(

k2+k1+λ t+ 2λ (r−vmint)
vmax+vmin

)(
vminek2− vmaxek2 + vmaxek1+λ t− vminek1+λ t−λ tvmaxek1+λ t

+λ tvminek1+λ t +
2λ tek1+λ t(v2

max + v2
min−2vmaxvmin)

vmax + vmin

)
/

(
t(vmax + vmin)

(
λ +

2(λvmin−λvmax)

vmax + vmin

)2
)

− e−
(

k2−k1+
2λ r

vmax+vmin

)
+1

where

k1 = 2λvmint/(vmax + vmin), k2 = 2λvmaxt/(vmax + vmin)

(4.1)

4.3 System model

A VANET is usually partitioned into a number of clusters [4], [5], where a cluster is a maximal

set of vehicles in which every pair of vehicles in the cluster is connected by at least one multihop

path. Fig. 1 shows an example of two clusters, where the head vehicle of the first cluster and

the tail vehicle of the second cluster are labeled.

We assume that the speeds of the vehicles are uniformly distributed within the interval

[vmin, vmax] [4], [15]. We also assume the inter-vehicle distance is exponentially distributed

with parameter λs, and that the inter-vehicle arrival is Poisson-distributed with a mean equal

to the traffic flow rate λ (vehicles/sec) [3]-[13]. Moreover, vehicle positions and velocities are

assumed mutually independent [3]-[8].

In addition, we consider that two vehicles can directly communicate with each other if the

Euclidean distance between them is shorter than the radio range r. Moreover, the time required

for a vehicle to receive and process a message before it is available for further relaying is

neglected as in [3]-[8]. This assumption is reasonable as long as the data rate supported by
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IEEE 802.11p is 3 Mbps [18]. Consequently, the transmission delay is on the order of tens

of milliseconds [15], [19]. Therefore, it can be neglected compared to the delay time in the

store-and-forward strategy. Accordingly, we assume that the end-to-end delay is the sum of the

re-healing delays between disconnected vehicles.

Furthermore, as shown in Fig. 1, we consider a highway with vehicles moving in one di-

rection. Also, Table 4.1 shows the list of notations used in our analysis. Moreover, since the

vehicle wireless communication range is larger than the highway width, only the 1-D distance

along the highway is considered; i.e., the highway width is neglected. The medium access con-

trol (MAC) layer protocol is the distributed coordination function (DCF) of the IEEE 802.11.

In addition, the radio channel propagation model is assumed to follow the Nakagami-m distr-

bution [20], [21]. Finally, the packet traffic model follows the constant bit rate (CBR) pattern

between a source and a destination that are randomly selected.

4.4 CDF for the end-to-end delay

As mentioned in the system model, we assume that inter-vehicle message transmission within

the communication range is instantaneous. Therefore, it is assumed that the only delay in

message propagation occurs when the packet is being carried by a vehicle in the carry-forward

strategy (a vehicle does not have any vehicles ahead of it within communication range). In

addition, a VANET may have many gaps over a stretch of highway. Consequently, the end-to-

end delay is equal to the sum of the propagation delays between the source and the destination.

Firstly, from [14], the closed form expression for the unconditional re-healing delay is

shown in Eq. (4.1). On the other hand, from [17], the PMF for the number of gaps condi-
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tioned on distance is as follows

Pr[Ngaps = m|D = a] = e−λa
ba/rc

∑
i=m

(−1)i−m

m!(i−m)!
[−λ (a− ir)]i−1(i+λ (a− ir)) e−λ (a−ir),

(4.2)

where r is the wireless vehicle communication range, and a is the distance between source and

destination. The maximum number of gaps in this distance is ba/rc.

Therefore, we can obtain the PDF of the end-to-end delay conditioned on the distance be-

tween source and destination.

Pr[Td = t|D = a] =
ba/rc

∑
i=0

[ fTc(t) ∗i fTc(t)] Pr[Ngaps = i+1|D = a], (4.3)

where ∗i represents the convolution iterated i times between the unconditional PDF for the re-

healing delay and itself. We derived the closed form for the unconditional PDF for the re-healing

delay by differentiating FTc(t). The closed form for fTc(t) is shown later in Eq. (4.7).

Moreover, the CDF of the end-to-end delay conditioned on the distance

Pr[Td < t|D = a] =

t∫
0

ba/rc

∑
i=0

[ fTc(tc) ∗i fTc(tc)] Pr[Ngaps = i+1|D = a] dtc, (4.4)

where each term in the summation represents the sum of the delays conditioned on having i

gaps in that distance a.

Next, we can switch the order of integration and summation to obtain

Pr[Td < t|D = a] =
ba/rc

∑
i=0

[FTc(t) ∗i fTc(t)] Pr[Ngaps = i+1|D = a]. (4.5)

In addition, we can change the ∗i to multiplication by obtaining the Fourier transform for

fTc(t) as shown in Eq. (4.6). One can obtain closed forms of the Fourier transforms of fTc(t)
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fTc(t) =
2λk2 ∆vek5−k6

vmax + vmin
+2k1λe−(k5+k6+λ t)

(
λ

2vminte(k5+λ t)−λ
2vmaxte(k5+λ t)

−
2λv2

maxek
6−2λv2

maxe(k5+λ t)−2λvmaxvminek6

vmax + vmin
+

2λ 2v2
maxte(k5+λ t)+4λ 2v2

minte(k5+λ t)

vmax + vmin

+
4λ 2v3

minte(k5+λ t)

(vmax + vmin)
2 −

2λvmaxvminte(k5+λ t)+6λ 2vmaxvminte(k5+λ t)

vmax + vmin

−
8λ 2vmaxv2

minte(k5+λ t)−4λ 2v2
maxvminte(k5+λ t)

(vmax + vmin)
2

)
/k4−

2k1k3λe−(k6+k5+λ t)

k7t2(vmax + vmin)
− 2k1k3λ 2e−(k6+k5+λ t)

k4

− 4k1k3vmaxλ 2e−(k6+k5+λ t)

tk7 (vmax + vmin)
2

where

k1 = e−
(

2λ (r−vmint)
vmax+vmin

)
, k2 = e−

(
2λ r

vmax+vmin

)
,

k3 = vminek6− vmaxek6 + vmaxek5+λ t− vminek5+λ t +
2λ tv2

maxek5+λ t +2λ tv2
minek5+λ t−4λ tvminvmaxek5+λ t

vmax + vmin
,

k4 = ek7t(vmax + vmin), k5 =
2λvmint

vmax + vmin
, k6 =

2λvmaxt
vmax + vmin

, k7 =

(
λ − 2λvmax +2λvmin

vmax + vmin

)2

(4.7)

and FTc(t). However, it is a challenge to get the inverse Fourier transform of the entire sum as

shown in Eq. (4.6).

Pr[Td < t|D = a]

=

ba/rc

∑
i=0

F−1
t

[
[ fTc(ω)]i FTc(ω)

]
Pr[Ngaps = i+1|D = a]

= F−1
t

[ba/rc

∑
i=0

[ fTc(ω)]i FTc(ω)] Pr[Ngaps = i+1|D = a]

]
,

(4.6)

where, fTc(ω) and FTc(ω) are the the Fourier transforms of fTc(t) and FTc(t), respectively.

56



4.5 Lower Bound for the End-to-end Delay PDF

The most challenging part of Eqs. (4.3) and (4.5) is the repeated convolution of the uncondi-

tional PDF for the re-healing delay. We start by simplifying FTc(t), the CDF of the unconditional

re-healing delay by ignoring some terms. In Eq. (4.1), one can note that FTc(t) has three main

terms (the first term has in the denominator t(vmax+vmin)
(

λ + 2(λvmin−λvmax)
vmax+vmin

)2
, the second one

is e−
(

k2−k1+
2λ r

vmax+vmin

)
, and the third term is equal to 1). In addition, The general form of Ft(tc)

is as follows,
eat(bt + c)

mt
− ekt +1, (4.8)

where a, b, c, m, and k are function of the other parameters (λ , vmax, vmin, r). It is difficult to

obtain the Laplace or Fourier transform of this expression after raising it to the power i. The

most challenging problem results from the first term eat(bt+c)
mt . Therefore, we can simplify the

CDF of the unconditional re-healing delay by replacing the first term with another term that is

lower than the first term eat(bt+c)
mt and is a function in the second term ekt . Consequently, we will

have a lower bound for the CDF of the unconditional re-healing delay. We replaced it by the

following −vmax+vmin
vmax−vmin

e−(k2−k1), giving a good lower bound. In this case, a lower bound for the

unconditional re-healing delay is as follows

FTc(t) =
(
−vmax + vmin

∆v
e
(

2λ r
vmax+vmin

)
−1
)

e−
(

k2−k1+
2λ r

vmax+vmin

)
+1

where

k1 = 2λvmint/(vmax + vmin), k2 = 2λvmaxt/(vmax + vmin)

(4.9)
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Therefore, the general form for the lower bound now is as follows

FTc(t) = aebt +1

where

a =−vmax + vmin

∆v
− e

(
−2λ r

vmax+vmin

)
, b =−k2 + k1.

(4.10)

In addition, a lower bound on the PDF of the unconditional re-healing delay is as follows

fTc(t) = cebt , (4.11)

where c = ab. On the other hand,

Lt [cebt ] =
c

s−b
(4.12)

and

L −1
s

[(
c

s−b

)i
]
=

t i−1ciebt

(i−1)!
. (4.13)

Finally, a lower bound on the PDF of the end-to-end delay conditioned on the distance from

source to destination is

Pr[T = t|D = a] =
ba/rc

∑
i=1

t i−1ciebt

(i−1)!
e−λa

ba/rc

∑
k=i+1

(−1)k−i−1

(i+1)!(k− i)!
[−λ (a− kr)]k−1

(i+1+λ (a− kr)) e−λ (a−kr),

(4.14)

where

c =
(

2λ t∆v
vmax+vmin

)(
vmax+vmin

∆v + e
(

−2λ r
vmax+vmin

))
, and

b = −2λ t∆v
vmax+vmin

.

The detailed derivation of the proof for inequalities of this expression is included in the Ap-

pendix.
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4.6 Upper Bound for the End-to-end Delay

Here, we follow the same methodology for calculating the lower bound of the end-to-end delay.

For the upper bound, we replace the first term in the unconditional by the following term

−2
(
−∆v+ (2∆v)2

4vmax+vmin

)
(vmax + vmin)

(
1− 2∆v

vmax+vmin

)2 e−
(

k2−k1+
2λ r

vmax+vmin

)
(4.15)

In this case, an upper bound for the unconditional re-healing delay is as follows

FTc(t) =

 −2
(
−∆v+ (2∆v)2

4vmax+vmin

)
(vmax + vmin)

(
1− 2∆v

vmax+vmin

)2 −1

e−
(

k2−k1+
2λ r

vmax+vmin

)
+1 (4.16)

Therefore, the general form for the lower bound now is as follow

FTc(t) = aebt +1 (4.17)

where

a =

 −2
(
−∆v+ (2∆v)2

4vmax+vmin

)
(vmax+vmin)

(
1− 2∆v

vmax+vmin

)2 −1

e−
(

2λ r
vmax+vmin

)
,

b = k1− k2.

In addition, an upper bound on the PDF of the unconditional re-healing delay is as follows

fTc(t) = cebt , (4.18)

where c = ab. Then, we follow the same method used before in the lower bound section. Fi-

nally, an upper bound on the PDF of the end-to-end delay conditioned on the distance from

source to destination is

59



Pr[T = t|D = a] =
ba/rc

∑
i=1

t i−1ciebt

(i−1)!
e−λa

ba/rc

∑
k=i+1

(−1)k−i−1

(i+1)!(k− i)!
[−λ (a− kr)]k−1 (i+1+λ (a− kr)) e−λ (a−kr)

where

c =
(
−2λ t∆v

vmax + vmin

) −2
(
−∆v+ (2∆v)2

4vmax+vmin

)
(vmax + vmin)

(
1− 2∆v

vmax+vmin

)2 −1


e−
(

2λ r
vmax+vmin

)

b =

(
−2λ t∆v

vmax + vmin

)
(4.19)

The detailed derivation of the proof for inequalities of this expression is included in the

Appendix.

4.7 Simulation and model validation

This section compares simulation results against analytical results. We implemented a routing

protocol to for the simulation results in NS- 2 (V-2.34). In addition, we used VanetMobiSim [22]

to generate realistic vehicle mobilities. In this mobility model, a one-way highway segment is

considered. Table 4.2 summarizes the configuration parameters used in these simulations.

4.7.1 End-to-end Delay

Fig. 4.2 shows the analytical results for the CDF of the end-to-end delay with the same simula-

tion parameters as in Table II and λ=0.08 vehicles/second, while changing the distance between

the source and the destination a (4, 5, and 6 km). The analytical results in Fig. 4.2 are plotted

using Eq. (4.5). It can be seen that the two curves (analytical, simulation) agree closely across
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Table 4.2: Simulation parameters

Simulation Parameter Value

λ (veh/s) 0.07, 0.08, 0.09

Highway length (km) 30

Simulation time (s) 500

vmin (m/s) 15

vmax (m/s) 30

Simulation runs 200

Channel date rate (Mbps) 2

Communication range r (m) 300

a (km) 6

all time values for the three a values, indicating that our analysis is accurate in characterizing

the CDF of the end-to-end delay.

However, a small deviation between the analytical and simulations results may be observed.

This is because our analysis assumes that the time required for a vehicle to receive and process

a message before it is available for further relaying is neglected.

On the other hand, results show that a has a high impact on the CDF of the end-to-end delay.

For instance, the CDF of the end-to-end delay at a is equal to 4 km is the highest CDF for all

values of Td . This is because decreasing a causes a decrease in the end-to-end delay.

In addition, decreasing a increases the probability that there are no gaps between the source

and the destination based on the PMF of the gaps conditioned on the distance as shown in Eq

(4.2).
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Figure 4.2: End-to-end delay with changing a.

4.7.2 Lower Bound for CDF on the End-to-End Delay

Fig. 4.3 shows the analytical CDF and lower bound results for the CDF of the end-to-end delay

with a equal to 6 km and the other parameters as in Table II, while changing the vehicular

density λ to values of (0.07, 0.08, and 0.09 vehicles/second). The analytical results in Fig. 4.3

are plotted using Eq. (4.5). In addition, the lower bound results in Fig. 4.3 are plotted using Eq.

(4.14).

It can be seen that there is no large difference between the two curves for the three vehicular

densities, indicating that our closed form for the lower bound of the end-to-end delay PDF is

good in characterizing the end-to-end delay especially at small and large values of t . However,

at middle values of t, we can note a slight difference between the lower bound and the analytical

results especially at larger values of t.

For instance, at t = 100 seconds the values of the analytical CDF for vehicular densities 0.07,

0.08 and 0.09 vehicles/second are 0.09, 0.15, and 0.23, respectively. However, the lower bound
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Figure 4.3: Results for lower bound expression with changing λ .

for the CDF for vehicular densities 0.07, 0.08 and 0.09 vehicles/second are 0.04, 0.07, and

0.13, respectively. On the other hand, at t = 200 seconds, the values of the analytical CDF for

vehicular densities 0.07, 0.08 and 0.09 vehicles/second are 0.55, 0.69, and 0.81, respectively.

However, the values of the lower bound of the CDF for vehicular densities 0.025, 0.035 and

0.045 vehicles/second are 0.49, 0.64, and 0.77, respectively.

4.7.3 Upper Bound for CDF on the End-to-End Delay

Fig. 4.4 shows the analytical CDF and lower bound results for the CDF of the end-to-end delay

with a equal to 6 km and the other parameters as in Table II, while changing the vehicular

density λ to values of (0.07, 0.08, and 0.09 vehicles/second). The analytical results in Fig. 4.4

are plotted using Eq. (4.5). In addition, the upper bound results in Fig. 4.4 are plotted using Eq.

(4.19).

It can be seen that there is no large difference between the two curves for the three vehicular

densities, confirming that our closed form for the upper bound of the end-to-end delay PDF is
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Figure 4.4: Results for upper bound expression with chnaging λ .

good in characterizing the end-to-end delay especially at small values of t . However, at larger

values of t, we can note a slight difference between the upper bound and the analytical results.

For instance, at t = 100 seconds the values of the analytical CDF for vehicular densities 0.07,

0.08 and 0.09 vehicles/second are 0.09, 0.15, and 0.23, respectively. However, the lower bound

for the CDF for vehicular densities 0.025, 0.035 and 0.045 vehicles/second are 0.11, 0.20, and

0.31, respectively. On the other hand, at t = 200 seconds, the values of the analytical CDF for

vehicular densities 0.07, 0.08 and 0.09 vehicles/second are 0.55, 0.69, and 0.81, respectively.

However, the values of the lower bound of the CDF for vehicular densities 0.07, 0.08 and 0.09

vehicles/second are 0.7, 0.81, and 0.9, respectively.

4.7.4 Results compared with related work

Fig. 4.5 shows the analytical results for the proposed model and that proposed on Ref. [15] for

the CDF of the end-to-end delay with a equal to 15 km, r equal to 250 m, and (vmin, vmax) equal
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to (15, 25) m/sec, while changing the vehicular density λ to values of (0.07, 0.08, and 0.09

vehicles/second). The analytical results in Fig. 4.5 are plotted using Eq. (4.5).

The results confirm that there a difference between the proposed result and that in Ref. [15]

especially for low vehicular densities. This is because the analysis in Ref. [15] is based on the

analytical expression of unconditional re-healing delay that proposed in Ref. [4] as follows

P(Tc < t|L = l) =
∞∫

0

fX(t)(x)
x+r−l∫

0

fX ′(t)(x
′) dx′ dx, (4.20)

where l is the distance between two VANET clusters and l > r. However, Ref. [14] proposed a

correction for this expression as follows

P(Tc < t|L = l) =
∞∫

(l−r)vmax/∆v

fX(t)(x) FX ′(t)(x+ r− l) dx. (4.21)

This expression is revised because both clusters are moving simultaneously. Therefore, the

minimum re-healing delay required is ( l−r
∆v ) seconds (when the cluster head moves with speed

vmax and the next cluster tail with speed vmin). Consequently, the minimum distance the head

must travel before re-healing is (l− r)vmax/∆v. Therefore, x should be corrected to start from

(l− r)vmax/∆v not 0.

In addition, the difference is decreased at high vehicular densities, as the increase in the ve-

hicular density leads to a decrease in the number of gaps between the source and the destination

based on the PMF of the number of gaps as mentioned in Eq. (4.2). Therefore, the differ-

ence between the proposed expression for the end-to-end delay and Ref. [15] decreases for high

vehicular densities, as the impact of the error in expression for the unconditional re-healing

delay does not dominate the CDF of the end-to-end delay values. In the simulation section of

Ref. [15], the authors used vehicular density values more than 0.2 vehicles/second. Therefore,

the simulations and analytical results were close. On the contrary, for low vehicular densities,
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Figure 4.5: Results for the proposed compared with the previous work.

the difference between the proposed expression and that in Ref. [15] is increased. This is be-

cause low vehicular density leads to a greater number of gaps. Consequently, the error in Eq.

(4.20) has a larger effect on the CDF of the end-to-end delay.

Furthermore, the proposed analytical expression for the end-to-end delay probability dis-

tribution has a lower-complexity as it is based on the probability mass function (PMF) of the

number of gaps from source to destination, and the closed-form expression for the probability

density distribution (PDF) of the re-healing delay (this paper model has one summation over

iterated convolutions over the closed-form expression for the PDF of the re-healing delay, while

our Ref. [15] is based on a summation over repeated convolutions of a numerically-calculated

double integral).

On the other hand, we can note that the vehicular density λ highly impacts the CDF of the

end-to-end delay. This is because increasing the vehicular density decreases the catch-up time

due to decreased gap length. At the same time, increasing the vehicular density decreases the

number of gaps between the source and the destination based on the PMF for the number of
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gaps as mentioned in Eq (4.2).

4.8 Impact of other VANET parameters

In this section, we show the impact of VANET parameters (vehicular density λ , vehicle wireless

communication range r, varying speed range ∆v with the same average speed, and varying

average speeds with the same ∆v) on the CDF of the end-to-end delay. It was found through

simulation that the accuracy was similar to those in the previous section. Therefore, only the

analytical plots are shown below for clarity.

4.8.1 Vehicular density

Fig. 4.6 shows the analytical and simulation results for the CDF of the end-to-end propagation

delay with a (the distance between the source and the destination) equal to 6 km and the same

simulation parameters as in Table II, while changing the vehicular density λ to values of (0.07,

0.08, and 0.09 vehicles/second). The analytical results in Fig. 4.6 are plotted using Eq. (4.5).

One can note that the vehicular density λ highly impacts the CDF of the end-to-end delay.

This is because increasing the vehicular density decreases the re-healing delay due to decreased

gap length. At the same time, increasing the vehicular density decreases the number of gaps

between the source and the destination based on the PMF of the number of gaps as mentioned

in Eq. (4.2).

4.8.2 Wireless communication range

Fig. 4.7 shows the analytical results for the CDF of the end-to-end delay with the same sim-

ulation parameters as in Table II and λ=0.055 vehicles/second, and the distance between the
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Figure 4.6: End-to-end delay with changing λ .

source and the destination a equal to 6 km, while changing the vehicle wireless communication

range r (200, 300, and 400 m). The analytical results in Fig. 4.7 are plotted using Eq. (4.5).

Results show that the value of the radio range r has a high impact on the CDF of the end-

to-end delay. For instance, the CDF of the end-to-end delay at r equal to 400 m is the highest

CDF for all values of Td . This is because increasing r causes a decrease in the re-healing delay.

In addition, increasing r decreases the re-healing distances between the clusters as well as the

number of clusters in the VANET based on the PMF in Eq (4.2).

In addition, especially in high vehicular densities, this difference increases. Therefore, we

plot it at a higher vehicular densities (λ=0.8 vehicles/sec). This is because, at low vehicular

density, the packet will have excessive store-and-forward stages because the number of gaps

(increasing the number of clusters) increases. On the same time, r does not have a large effect

much on the re-healing delay in case of the store-and-forward.
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Figure 4.7: End-to-end delay with changing r.

4.8.3 Speed range

Fig. 4.8 shows the analytical results for the CDF of the end-to-end delay with the same simu-

lation parameters as in Table II, λ=0.025 vehicles/second, and the distance between the source

and the destination a set to 6 km, while changing the speed range ((15,30), (10,35), (5,40) m/s)

and keeping the same value for the average speed 22.5 m/s. The analytical results in Fig. 4.8

are plotted using Eq. (4.5).

Results show that the speed range has an impact on the CDF of the end-to-end delay. For

instance, the CDF of the end-to-end delay at ∆v equal to 35 m/s is the highest CDF for the all

values of t. This is expected because increasing ∆v causes an increase in the relative speed be-

tween every two successive clusters. As a result, the re-healing delay decreases. Consequently,

the CDF of the end-to-end delay increases. This is because the speeds have an impact on the

the CDF of the unconditional re-healing delay. Consequently, the end-to-end delay changes.
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Figure 4.8: End-to-end delay with changing the minimum and maximum speeds.

4.8.4 Average Speed

Fig. 4.9 shows the analytical results for the CDF of the end-to-end delay with the same simu-

lation parameters as in Table II, λ=0.08 vehicles/second, and the distance between the source

and the destination a set to 5 km, while changing the average speed (17.5, 22.5, and 27.5 m/s),

and keeping the same value for the speed range ∆v = 15 m/s. The analytical results in Fig. 4.9

are plotted using Eq. (4.5).

Results show that the average speed has an impact on the CDF of the end-to-end delay.

For instance, the CDF of the end-to-end delay for average speed 17.5 m/s is the highest for all

values of Td . This is because in the summation, the values of vmin and vmax have a high impact

on the re-healing delay. Based on Eqs. (4.7) and (4.9) for the CDF and PDF the re-healing

delay, respectively, there are many terms that have the sum of vmin and vmax in the denominator.

Therefore, increasing the sum of vmin and vmax, leads to a decrease in the values for PDF and

CDF of of the re-healing delay. Consequently, the CDF of the end-to-end delay decreases as it
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Figure 4.9: End-to-end delay with changing average speed.

depends on the re-healing delay and the number of VANET gaps in between the source and the

destination. In our plot, the sum of vmin and vmax in the case of average speed 27.5 m/s is the

highest. Therefore, the CDF of the end-to-end delay for average speed 27.5 m/s is the lowest

for all values of Td .

4.9 General Discussion

In this section, we give comments and general discussion related to results from the previous

section.

We find that the CDF of the end-to-end propagation delay is based on a convolution between

the CDF of the unconditional re-healing delay and the PMF of the number of gaps. Therefore,

any parameter that has an impact on both of the CDF of the unconditional re-healing delay

and the PMF of the number of gaps, will have the most significant effect on the CDF of the

end-to-end delay. Therefore,
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1. The vehicular density λ has the most significant impact on the CDF of the unconditional

re-healing delay. Increasing λ causes an increase in the CDF of the end-to-end delay. This

is because increasing the vehicular density decreases the re-healing delay due to shorter

gap lengths. At the same time, increasing the vehicular density decreases the number of

gaps between the source and the destination based on the PMF for the number of gaps in

Eq. (4.2).

2. The distance between the source and the destination a has the second most significant

impact on the CDF of the end-to-end delay. This is because a has an significant impact

on the PMF of the number of gaps. With increasing a, the number of gaps between the

source and the destination increases. Consequently, it increases in the number of the

summation limit on Eq. (4.5).

3. The wireless communication range r has the third most significant impact on the CDF

of the end-to-end propagation delay. Increasing r leads to an increase in the CDF of the

end-to-end propagation delay. This is because r has an effect on both the CDF of the

unconditional re-healing delay and the PMF of the number of gaps.

4. Finally, the speed parameters (vmin, vmax, ∆v) have the fourth most significant impact on

the CDF of the end-to-end delay. This is because the speeds have an impact only on the

the CDF of the unconditional re-healing delay.

4.10 Conclusions

In this paper, we obtained an analytical formula for the end-to-end delay probability distribu-

tion based on the PMF of the number of gaps from source to destination and the closed form
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expression of the re-healing delay in one way VANET. In addition, a closed-form expression

for the lower bound of the end-to-end delay probability density distribution was derived, allow-

ing a service provider to rapidly find a bound on the worst-case end-to-end delay for a VANET.

Furthermore, we found a closed-form expression for the upper bound of the probability distribu-

tion of the end-to-end delay conditioned on the gap distance between the clusters in a VANET.

Extensive computer simulation results demonstrated the accuracy of our analysis. Simulation

results verified the accuracy of our analytical framework and reflected the relation between the

end-to-end delay and the VANET parameters such as wireless communication range, vehicu-

lar density, the distance between the source and the destination, and minimum and maximum

vehicle speed on the end-to-end delay. In our future work, we will consider a two-way highway.
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Chapter 5

Drone-Based Highway-VANET and DAS

Service

5.1 Abstract

Wireless communications between vehicles is a focus of research in both the academic research

community and automobile industry. Using Unmanned Aerial Vehicles (UAVs) or drones in

wireless communications and Vehicular Ad-hoc Networks (VANETs) has started to attract at-

tention. This paper proposes a routing protocol that uses infrastructure drones for boosting

VANET communications to achieve a minimum vehicle-to-drone packet delivery delay. This

paper proposes a closed-form expression for the probability distribution of the vehicle-to-drone

packet delivery delay on a two-way highway. In addition, based on that closed-form expres-

sion, we can calculate the minimum drone density (maximum separation distance between two

adjacent drones) that stochastically limits the worst case of the vehicle-to-drone packet deliv-

ery delay. Moreover, this paper proposes a drones-active service (DAS) that is added to the
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location service in a VANET. This service dynamically and periodically obtains the required

number of active drones based on the current highway connectivity state by obtaining the max-

imum distance between each two adjacent drones while satisfying a probabilistic constraint for

vehicle-to-drone packet delivery delay. Our analysis focuses on two-way highway VANET net-

works with low vehicular density. The simulation results show the accuracy of our analysis

and reflect the relation between the drone density, vehicular density and speed, other VANET

parameters, and the vehicle-to-drone packet delivery delay.

5.2 Introduction

Wireless communications between vehicles is a focus of research in both the academic research

community and automobile industry. Many vehicle manufacturers have equipped their new

vehicles with global positioning systems (GPSs) [1] and wireless communication devices. Ve-

hicular ad-hoc network (VANET) technology enables ad-hoc communication between vehicles,

or vehicles and fixed infrastructure-road-side units (RSUs) through wireless communication de-

vices installed on the vehicles. VANETs are currently a widely-discussed and researched area

in wireless communications. Moreover, the United States Federal Communications Commis-

sion (FCC) has allocated 75 MHz of the radio spectrum at 5.9 GHz to be used by Dedicated

Short Range Communications (DSRC) [2]. DSRC is a short-to-medium-range communications

service that was developed to provide vehicle-to-roadside and vehicle-to-vehicle (V2V) com-

munications. Moreover, DSRC are aimed at providing communications with a high data rate

and low end-to-end delay.

VANETs have many applications; the most important of them are active safety applications

that can be used to assist drivers to avoid collisions and to coordinate between them at crowded
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intersections and highway entries [3]. Moreover, VANETs can intelligently detect and convey

road status information, such as real-time traffic congestion, average speed, surface condition,

or high-speed tolling, to vehicles in the vicinity of specific sites. Moreover, VANETs also

provide comfort applications to users, for example: mobile e-commerce, weather information,

Internet access and many other multimedia applications.

Some VANET applications place more emphasis on hard delay constraints than high data

rates. For example, for accident avoidance applications where certain events such as air bag

ignition or brake events occur, the message must be delivered in a certain amount of time to

avoid more accidents. Therefore, it is important to calculate the probability distribution of the

VANET delay or determine its statistics (e.g., CDF, moments, and characteristic function).

The high mobility of vehicles is the main and most critical factor in VANET systems. The

mobility of vehicles is affected by driver behavior, and constraints on mobility such as roads,

road restrictions and junctions, traffic lights and high speeds. We need to consider these charac-

teristics for design decisions in such networks. There are two typical communication scenarios

in which VANETs operate. The first scenario is a highway scenario where the environment is

straightforward without obstacles. The second scenario is an urban scenario where vehicles are

often separated by buildings, trees, and other obstacles.

Many papers have proposed connectivity analysis (propagation speed and time) and delay

probability distribution for vehicle-to-infrastructure (V2I) communications in VANETs based

on fixed infrastructure-RSUs. For instance, the authors in [4] proposed a probabilistic model for

vehicle-to-RSU packet delivery delay. Their model is based on effective bandwidth theory and

the effective capacity concept in order to obtain the maximum distance between infrastructure-

RSUs that stochastically limits vehicle-to-RSU packet delivery delay to a certain upper bound.

In addition, a mathematical framework for the vehicle-to-RSU packet delivery delay distri-
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bution based on the distance between fixed RSUs that is uniformly distributed over the road was

proposed in [5]. However, they did not consider the RSU wireless communication coverage in

their model.

Moreover, the authors in [6] proposed a trajectory-based data forwarding scheme, tailored

for data forwarding for roadside reports in sparse VANETs. They derived the expected end-

to-end delivery delay from a vehicle to Internet access points. Additionally, the authors in [7]

proposed an analytical framework for the expected path delay in bidirectional vehicular traffic.

Using this analytical model, a shortest-path algorithm was applied to select the path with the

lowest expected delay.

On the other hand, an optimal infrastructure-RSU-placement model for hybrid VANET sen-

sor networks was proposed in [8]. It applies the center particle swarm optimization approach

after it formulates the problem as an integer linear-programming optimization problem. In addi-

tion, Ref. [9] presents an analysis for the total delay of broadcasting alert messages in VANETs

along a highway such that alert messages can be transmitted to the nearest RSU within a given

delay bound. They derived a closed-form expression for the expected value of the total delay of

broadcasting alert messages based on the distance between RSUs.

Unmanned aerial vehicles (UAVs) or drones are semi-autonomous or fully-autonomous un-

manned aircrafts that have storage space and some on-board intelligence. Therefore, drones

can be equipped with communication devices which makes them a possible option to improve

connectivity and efficiency for many communication systems. Integration of wireless commu-

nication systems and UAVs has started to attract attention. For instance, the authors in [10]

proposed drone-base-stations (drone-BSs) that can be used in cellular wireless networks. Con-

sequently, drone-BSs provide a dynamic deployment ability that offers service where the de-

mand exists. In addition, the drone-cell size depends on many parameters (e.g., UAV altitude,
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spectrum frequency, environment, and the transmitted power).

Many papers have proposed their solutions for integrating drones in wireless communication

systems. On the other hand, only a few papers have proposed using drones in VANETs. For

instance, the authors in [11] proposed VDNet as a routing protocol for vehicle-to-vehicle (V2V)

communications based on drones to decrease the average end-to-end packet delivery delay.

In VDNet, some vehicles are equipped with an on-board drone, which can relay messages

in a multi-hop route, deliver data messages directly to the destination, and collect location

information while flying above the traffic.

Moreover, Ref. [12] proposed connectivity-based traffic density aware routing using UAVs

(CURVE) as a routing protocol for VANETs in urban scenario using drones through coopera-

tive and collaborative communication. The drones exchange information with the vehicles to

select the most appropriate next intersection to deliver the data packets successfully to their

destinations.

In addition, the authors of [13] proposed an intersection UAV-assisted VANET routing pro-

tocol (UVAR) that uses drones. UVAR is based on the drones collecting information about

the state of the vehicles’ connectivity, and exchanging this information with vehicles through

”Hello” messages. Moreover, when a VANET has a gap (connectivity between vehicles on the

ground is not possible as the distance between two vehicles is greater than the vehicle wireless

communication range), UVAR uses the drones as a relay.

This paper proposes a routing protocol for V2I communications where we replace the in-

frastructure RSUs with infrastructure drones. While, the vehicles transmit their real-time infor-

mation and Internet requests to the infrastructure drones, the drones represent gateways to the

Internet and the infrastructure of other systems such as the intelligent transport system (ITS).

However, it is difficult, in terms of infrastructure cost (number of drones), to get VANETs with
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full connectivity by covering all gaps in the highway. On the contrary, using a small num-

ber of drones causes long vehicle-to-drone delays due to having to carry packets for a longer

distance, especially in VANETs with low vehicular density. This is because the vehicles use

the carry-and-forward strategy through these gaps until reaching the next drone. This paper

proposes a closed-form expression to characterize the vehicle-to-drone delay probability dis-

tribution in bidirectional highway VANETs with low vehicular density where the sensed data

packet is destined to the infrastructure drones.

The closed-form expression of vehicle-to-drone packet delivery delay probability distribu-

tion offers a design tool that can determine the maximum separation distance between two

adjacent drones while satisfying a probabilistic requirement of vehicle-to-drone packet delivery

delay. Consequently, we can calculate the minimum number of drones required to cover a two-

way highway road. Moreover, it can be used for the optimization of drone placement. In this

paper, we use this closed-form expression to change the drones’ locations based on the highway

connectivity state. The proposed closed-form expression takes into account the likelihood of a

carrier vehicle exiting the road at any road junction, the spatial distribution of road junctions,

the vehicular density over the highway, and the drone communication range.

The main contributions of this paper are as follows: 1) it analyzes the drone wireless com-

munication coverage in VANETs based on the drone altitude and the other environment com-

munication parameters, 2) it proposes a closed-form expression of the vehicle-to-drone packet

delivery delay probability distribution for the proposed protocol and reflects the relation be-

tween the vehicle-to-drone packet delivery delay and the drone density, 3) it proposes an algo-

rithm to determine the minimum required number of active drones based on the current state

of the vehicles connectivity while satisfying a probabilistic requirement for vehicle-to-drone

packet delivery delay, and 4) it compares results from the proposed closed-form with simula-
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tion results to show the accuracy of our analysis.

The rest of this paper is organized as follows. Section II introduces the system model. Sec-

tion III discusses the drone wireless communication coverage in VANETs. Section IV presents

the problem formulation and the closed-form expression for characterizing the vehicle-to-drone

packet delivery delay probability distribution. In addition, Section V proposes a drones-active

service to determine the minimum required number of active drones based on the current high-

way state. Next, Section VI compares simulation results against analytical results. Finally, the

conclusions and future work are presented in Section VII.

5.3 System model

In our analysis, we consider a two-way highway with vehicles moving in one of two opposite

directions as shown in Fig. 5.1. In addition, each direction is a straight line with a fixed length

of a meters and has two drones, one at each end. Moreover, the vehicles are moving in the

forward and opposite directions with a constant speed of v f and vb, respectively. The constant

speed assumption over the observation period helps to investigate the worst case scenario in

V2Is where vehicles moving in one direction have the same speed between two adjacent drones

(we do not consider vehicles overtaking other vehicles). In addition, y is the distance that the

vehicle travels while carrying the packet before forwarding to the next drone as shown in Fig.

5.1.

Moreover, we assume the road junctions are distributed randomly on the highway as de-

picted in Fig. 5.1. Some vehicles may join and others may leave at any road junction along the

highway. In addition, we assume that the number of road junctions within the highway follows

a Poisson distribution with a parameter λc and a vehicle can leave the highway at any road
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Figure 5.1: System model for bidirectional highway.

junction with a probability Pc as assumed in [5].

Additionally, we assume the inter-vehicular distances between the vehicles are exponen-

tially distributed [4], [14], and the number of vehicles in each direction is Poisson-distributed

with vehicular densities λ f and λb for the forward and backward directions, respectively. In

a more realistic VANET scenario, the vehicular density and the vehicle exit probability at the

road junctions change with time. For instance, at the junction of a big company or a city, the

probability of vehicle exit in the morning (people go to their work) or the end of the day (people

return back from their work) is higher than other times (at the night period). Therefore, the

drones can change their placement and the inter-drone distance while satisfying the probabilis-

tic constraint of the vehicle-to-drone packet delivery delay based on the current highway state.

In addition, we assume that the source of packets is any moving vehicle and the destination

is an infrastructure drone which has access to the Internet and other infrastructure systems. In

addition, a vehicle acting as the packet source sends one replica of the packets in the opposite

direction of the highway. Therefore, packets are carried either by their source vehicles or a
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Table 5.1: List of notation

a Gap between two consecutive drones

dr Vehicle wireless communication range

X R.V. for inter-vehicle distance

Y R.V. for distance between a vehicle and the drone

T End-to-end propagation delay

PLoS The carrier frequency

c The speed of light

PNLoS The probability of non-LoS connection

h The drone’s altitude

r The distance between a vehicle and a drone

FTc(t) CDF of Tc

fTc(t) PDF of Tc

λ Traffic flow rate (vehicles/unit time)

λ f Exponential mean distance in the forward direction

λb Exponential mean distance in the backward direction

λc The expected number of junctions

Pc The probability that vehicle exits at any junction

v f Speed for the forward direction

vb Speed for the backward direction

u(·) Heaviside unit step function
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Figure 5.2: Air-to-ground path-loss model.

carrier vehicle moving in the opposite direction of the highway. In the case of high vehicular

density, a connected multihop vehicle-to-drone path can be found with a high probability; how-

ever, this case is out of the scope of the proposed work. Our analysis focuses on the worst case

where the original packet is stored by its source vehicle until it is within the communication

range of the next drone.

Moreover, we assume that the VANET includes a location service such as a hierarchical

location service (HLS) [15] or grid location service (GLS) [16]. Moreover, the transmission

range between vehicles is assumed to be smaller than the distance between two adjacent drones

a. In addition, we assume that the medium access control (MAC) layer protocol is the dis-

tributed coordination function (DCF) of the IEEE 802.11 standard. Finally, it is assumed that

the packet traffic model follows the constant bit rate (CBR) pattern between a source vehicle

and an infrastructure drone.

5.4 Drone Wireless Communication Coverage

There is a growing number of papers related to the wireless communication range of drone

base-stations (BSs) in cellular networks. For instance, the authors in [17] proposed an air-to-

ground path-loss model for low altitude platforms (LAPs), like drone-BSs at heights of less than
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3 km. In their model, there are two main propagation categories, corresponding to the receivers

with line-of-sight (LoS) connections and the ones without LoS (NLoS) connections which the

receivers still receive the signal from LAPs due to strong diffractions and reflections.

Moreover, Ref. [18] proposed a channel path-loss model for drone-BSs in urban areas with

respect to intersections and roof-top heights of buildings. It adopts an ITU channel model by

optimizing parameters of the selected ITU model such that it can be used for altitudes both

strictly lower and higher than building roof-tops.

In addition, the optimal altitude of a single drone-BS to obtain a required wireless communi-

cation coverage while minimizing the transmit power is found in [19]. Moreover, a closed-form

expression for the probability of LoS connection between a LAP and a receiver is proposed

in [20] and formulated as follows

PLoS =
1

1+ e−b( 180
π

θ−a)
, (5.1)

where a and b are constant values depending on the environment (rural, urban, etc), and θ is

the elevation angle. This elevation angle is equal to arctan
(h

r

)
, where h and r are the drone’s

altitude and its horizontal distance from the vehicle, respectively as shown in Fig. 5.2, Eq.

(5.1) shows that the probability of having a LoS connection is increased as the elevation angle

increases. Consequently, the probability of LoS will increase, if the drone altitude increases for

a fixed r.

On the other hand, based on [20], the mean path-loss channel model for drone-to-vehicle

communications will be as follows

PL(dB) = 20 log10

(
4π fcd

c

)
+PLoS ηLoS +PNLoS ηNLoS, (5.2)

where c is the speed of light, fc is the carrier frequency, and the probability of non-LoS con-

nection PNLoS = 1−PLoS. Moreover, d is the distance between the drone and the vehicle that
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Figure 5.3: 3D plot between the drone’s altitude, the drone’s horizontal distance, and path-loss.

is equal to
√

h2 + r2 as shown in Fig. 5.2. In addition, ηLoS and ηNLoS depend on the environ-

ment and they are the average additional loss to the free space propagation for LoS and NLoS

connections, respectively.

Therefore, in a VANET, the wireless communication coverage for the drones depends on

the drone altitudes, the path-loss threshold in the VANET, and the carrier frequency fc.

Based on Eq. (5.1) and Eq. (5.2), Fig. 5.3 shows a 3D plot between the drone’s altitude,

the drone’s horizontal distance from the vehicle, and the mean path-loss propagation channel

for drone-to-vehicle communication where a = 9.6, b = 0.28 as in [19], and fc = 5.9 GHz. It is

noticed that an increase in drone altitude does not always lead to an increase in the mean-path

loss. There is a decrease in the mean path-loss when the drone altitude is between 200 meters

and 400 meters for the same horizontal distance.

On the other hand, based on Eqs. (1) and (2), Fig. 5.4 shows the mean path-loss propagation

channel for drone-to-vehicle communication against the horizontal distance between the vehicle

88



0 100 200 300 400 500 600 700 800
Horizontal Distance (meters)

95

100

105

110

115

120

P
at

hl
os

s 
(d

B
) 

Altitude=150 m
Altitude=250 m
Altitude=300 m
Altitude=400 m
Altitude=500 m
Path-loss threshold for VANET

Figure 5.4: Path-loss for different drone altitudes.

and the drone altitudes where a = 9.6, b = 0.28 as in [19], and fc = 5.9 GHz. Moreover, we use

diffrent drone altitudes: 150, 250, 300, 400, and 500 meters. In additon, based on experimental

results, the authors in [21] found the mean path-loss threshold for VANETs at fc = 5.9 GHz and

750 MHz. The path-loss threshold for fc = 5.9 GHz in [21] is 108 dB.

Therefore, the drone wireless communication coverage at any altitude in Fig. 5.4 is found

by obtaining the intersection point between the mean path-loss threshold line and the drone

altitude line. It is noticed that the wireless communication range for a drone altitude of 150 and

500 meters is close to 400 meters. On the other hand, the wireless communication range for a

drone altitude of 300 meters is close to 540 meters. In addition, the main factor affecting the

optimal altitude is the mean path-loss threshold. For instance, if we were to change the mean

path-loss threshold to 110 dB, the optimal altitude would be at 400 meters and the range would

be close to 640 meters.

The reason behind this behavior in both figures is that at low drone altitudes the probability
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of NLoS becomes greater than that of LoS, due to reflections by buildings and other obstacles,

and the additional loss of a NLoS connection is higher than a LoS connection. However, when

the drone’s altitude increases, the LoS probability increases as well and in turn mean path-loss

decreases. On the contrary, the mean path-loss is also dependent on the distance between the

vehicle and the drone. Consequently, after a specific height, the distance between the vehicle

and the drone factor dominates the mean path-loss. Therefore, after this specific height, when

the drone altitude increases, the mean path-loss increases.

5.5 Problem Formulation and the analysis

In this section, we follow the same methodology proposed in [5]. However, in this paper,

the drone wireless communication range dr is considered in the model, while, the authors in

[5] did not consider the wireless communication range for the RSU. In this paper, we aim

to obtain a closed-form expression for the vehicle-to-drone packet delivery delay cumulative

distribution function (CDF) FT (t) in terms of a (the distance between each pair of adjacent

drones), dr (drone wireless communication range that depends on drone altitude and mean path-

loss threshold), road-junction density and probability of vehicles exit at those junctions, and

vehicular density on the two-way highway road as shown in Fig. 5.1. Using this closed form,

we can obtain the minimum number of drones (maximum a) that satisfies a certain vehicle-to-

drone delay constraint Tmax with a violation probability of at most ε as follows

maximize a

subject to 1−FT (Tmax,a)≤ ε.

(5.3)

As we mentioned in the system model, we consider in the model that the source vehicle

sends the packet in the forward and opposite directions (two replicas of the same packet) and
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consider the packet that reaches the infrastructure earlier. Consequently, the vehicle-to-drone

packet delivery delay will be less than if we were to just transmit the packet in one direction.

Therefore, the probability that the vehicle-to-drone packet delivery delay T is less than t can be

formulated as follows

Pr(T ≤ t) = Pr(T ≤ t, I = 1)+Pr(T ≤ t, I = 0), (5.4)

where T is a random variable representing the vehicle-to-drone packet delivery delay and I

is a random variable representing the number of extra replicas of the packet. In addition, the

first term Pr(T ≤ t, I = 1) represents the case when the source vehicle sends the packet in the

forward and opposite directions. On the other hand, the second term Pr(T ≤ t, I = 0) represents

the case when the source carrier vehicle sends the packet only in the forward direction.

First, we need to get a closed-form expression for the term Pr(T ≤ t|I = 1) (the conditional

CDF of the vehicle-to-drone packet delivery delay given I = 1). It can be formulated as follows

Pr(T ≤ t, I = 1) = Pr(T ≤ t|I = 1)Pr(I = 1). (5.5)

Moreover, from Fig. 5.1, we can limit Y (the distance between the source vehicle and the drone

in the forward direction) to be between 0 and (a− 2dr). On the other hand, X (the distance

between the source vehicle and the first vehicle in the opposite direction) will be between 0 and

∞. Therefore, Eq. (5.5) can be expressed as follows

Pr(T ≤ t, I = 1) =
∞∫

0

a−2dr∫
0

Pr(T ≤ t|I = 1,X = x,Y = y)

Pr(I = 1|X = x,Y = y) f (x,y) dy dx,

(5.6)

where dr is the drone communication range. Moreover, the first term Pr(T ≤ t|I = 1,X = x,Y =

y) represents the probability the delay T is less than t conditioned on one replica of the packet
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in the opposite direction besides the original copy in the forward direction. This term can be

formulated as follows

Pr(T ≤ t|I = 1,Y = y,X = x) = u
(

t−min
(a−δ −dr + x

vb
,
y−dr

v f

))
, (5.7)

where u(·) is the Heaviside unit step function. In addition, we can remove min(·) in Eq. (5.7)

as follows

Pr(T ≤ t|I = 1,Y = y,X = x) =



u
(

t− y−dr

v f

)
,

if 0≤ y≤min
(
(a−dr + x)v f +drvb

vb + v f
,a−2dr

)
,

u
(

t− a− y−dr + x
vb

)
,

if min
((a−dr + x)v f +drvb

vb + v f
,a−2dr

)
≤ y≤ a−2dr.

(5.8)

On the other hand, the term f (x,y) is the joint probability density function (PDF) of X and

Y . In addition, Y is uniformly distributed since the vehicle location is uniformly distributed over

the range [0,a−2dr]. On the contrary, as we mentioned in the system model, the inter-vehicle

distance, X , is exponentially distributed since the vehicles form a Poisson process. Conse-

quently, we can obtain the expression for f (x,y) as follows

f (x,y) =
λ f +λb

a−2dr
e−(λ f+λb)x, x > 0. (5.9)

Moreover, the term Pr(I = 1|X = x,Y = y) represents the probability that the packet carrier

vehicle will not leave the highway at any road junction. As we mentioned in the system model,

we assume that a vehicle can leave the highway at any road junction with a probability Pc

and the number of road junctions within the highway follows a Poisson distribution with a

parameter λc. Therefore, within a distance of y, the vehicle will leave with probability Pl(y),
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where Pl(y) = 1− e−λcPcy as proposed in [5]. As a result, the probability that the packet carrier

vehicle will not leave the highway at any road junction can be expressed as follows

Pr(I = 1|X = x,Y = y) = e−λcPc(a−δ−dr+x). (5.10)

Finally, by substituting (Eq. 5.9) and Eq. (5.10) into Eq. (5.6), we can formulate the first

term on the right side on Eq. (5.4) as follows

Pr(T ≤ t, I = 1) =
∞∫

0

f (x,y)
m∫

0

u
(

t− y−dr

v f

)
e−λcPc(a−y−dr+x)dy dx

+

∞∫
0

f (x,y)

a−2dr∫
m

u
(

t− a− y−dr + x
vb

)
e−λcPc(a−y−dr+x)dy dx,

(5.11)

where m = min
(
(a−dr− y+ x)v f +drvb

vb + v f
, a−2dr

)
.

Moreover, we can remove the min(·) term in the integration. In this case, Eq.(5.11) can be

formulated as follows

Pr(T ≤ t, I = 1) =
b1∫

0

b2∫
0

k1 dy dx+
∞∫

b1

a−2dr∫
0

k1 dy dx

+

b1∫
0

f (x,y)
a−2dr∫
b2

u
(

t− a− y−dr + x
vb

)
e−λcPc(a−y−dr+x)dy dx,

(5.12)

where

k1 = f (x,y)u
(

t− y−dr

v f

)
e−λcPc(a−y−dr+x),

and

b1 =
avb−dr(v f +3vb)

v f
, b2 =

(a−dr− y+ x)v f +drvb

vb + v f
.
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On the contrary, we need to obtain a closed-form expression for the second term on the right

side of Eq. (5.4) in the case of I = 0, where there is no replica for the packet in the opposite

direction. This term can be formulated as follows,

Pr(T ≤ t, I = 0) =
∞∫

0

a−2dr∫
0

Pr(T ≤ t|I = 0,X = x,Y = y)

Pr(I = 0|X = x,Y = y) f (x,y) dy dx,

(5.13)

where the term Pr(T ≤ t|I = 0,Y = y,X = x) will be

Pr(T ≤ t|I = 0,Y = y,X = x) = u
(

t− y−dr

v f

)
. (5.14)

Moreover, the term Pr(I = 0|X = x,Y = y), the probability that the carrier vehicle will not

leave the highway over the distance (y−dr) is proposed in [5] as follows

Pr(I = 0|X = x,Y = y) = 1− e−λcPc(a−y−dr+x). (5.15)

Therefore, the second term on the right side of Eq. (5.4) can be obtained as follows,

Pr(T ≤ t, I = 0) =
∞∫

0

f (x,y)
a−2dr∫

0

u
(

t− y−dr

v f

)
(1− e−λcPc(a−y−dr+x))dy dx (5.16)

Using Eq. (5.4), Eq. (5.12), and Eq. (5.16), we can obtain an expression for the CDF of the

vehicle-to-drone packet delivery delay as given in Eq. (5.17).

Finally, we obtained a closed-form expression for the first three terms in Eq. (5.17) (they

include u(t − y−dr

v f
) factors in the integrands) which is shown in Eq. (5.18). Moreover, the

closed-form expression for the last term in Eq. (5.17) (which has a u
(

t− a− y−dr + x
vb

)
factor) is given in Eq. (5.19).
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Pr(T ≤ t) =

b1∫
0

m1

b2∫
0

u
(

t− y−dr

v f

)
m2 dy dx+

∞∫
b1

m1

a−2dr∫
0

u
(

t− y−dr

v f

)
m2 dy dx

+

∞∫
0

m1

a−2dr∫
0

u
(

t− y−dr

v f

)
(1−m1)dy dx+

b1∫
0

m1

a−2dr∫
b2

u
(

t− a− y−dr + x
vb

)
m2 dy dx,

where

m1 =
λ f +λb

a−2dr
e−(λ f+λb)x, m2 = e−λcPc(a−y−dr+x),b1 =

avb−dr(v f +3vb)

v f
,

b2 =
(a−dr− y+ x)v f +drvb

vb + v f
.

(5.17)

5.6 Drones-Active Service

There are many papers that have proposed routing protocols for VANET communications based

on a location service as in [22–24]. The main role of the location service is to obtain the

updated locations of vehicles. Many papers have proposed designs of this location service such

as HLS [15], and GLS [16].

In this paper, a drones-active service (DAS) is proposed. The DAS is a computational

service that is based on the location service. By using the proposed closed-form expression, the

service operator provides the number of drones needed to serve the VANET over the highway

in the lowest vehicular density e.g., at the night period. However, DAS switches on some of

these drones according to the vehicular density λ f , λb changes and vehicle exit probability at

the road junctions Pc.

In a realistic VANET scenario, the vehicular density and the vehicle exit probability at the

road junctions change with the time. For instance, at the junction of a big company or a city,

the probability of vehicle exit in the morning (people go to their work) or the end of the day
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(people return back from their work) is higher than other times (during the night).

Term1 =



k5 + k34λ (k10 + k13) if a≤ k1 and k15 ≤ k2

k6 + k34λ (k9 + k13) if a > k1 and k15 ≤ k2

k5 + k34λ (k18 + k10 + k8) if a≤ k1 and k11 ≤ k4

k6 + k34λ (k18 + k9 + k8) if a > k1 and k11 ≤ k4

k5 + k34λ (k7 + k17 + k10 + k12− k16) if a≤ k1 and k11 ≥ k4 and k3 < k14

k6 + k34λ (k7 + k17 + k12 + k9− k16) if a > k1 and k11 ≥ k4 and k3 < k14

(5.18)

where

k1 = 3dr + v f t, k2 =
t2(128dr−64a+64tvb)

2

256 , k3 = (32768dr−1638a+16384tvb)
2 ,

k4 = 4t
(

vbk29 + t(vb + v f )
(

v f +
dr−a/2+tvb/2+k29/(2vb+2v f )

t

)2
)
,

k5 = (λ f +λb)k33

(
a−2dr
λ f+λb

+ k19− k27eaλcPc−2drλcPc

λcPck30

)
, k6 = λk33

(
k19 +

dr+tv f
λ
− k22k27

λcPck30

)
,

k7 =
k20−k20k25eλcPck28

k21λcPc
, k8 =

k20k26

(
k23−e−λcPck29/(v f +vb)

)
k21λcPc

, k9 =
k26(k22−1)

k30λcPc
,k10 =

k26(eλcPc(a−2dr)−1)
k30λcPc

k11 =
(2dr(v f+vb)−k32−a(v f+vb)+v f (a−dr)+drvb+tvb(v f+vb))

2

v f+vb
, k12 =

k22(k25−k26)
λcPck30

,

k13 =
k26(k22−1)(k23−1)

λcPck30
, k14 = 1073741824 k24, k15 = 64k24, k16 =

(k25−k26)
λcPck30

,

k17 =
(k25−1)
λcPck30

, k18 =
(k26−1)
λcPck30

, k19 =
k27

λcPck30
, k20 = e

k31λcPc
v f +vb , k21 = λ +λc pc−

λ pcv f
v f+vb

,

k22 = eλcPc(dr+v f t), k23 = e
−
(

k29k30
v f

)
, k24 =

(
dr−a/2+ vbt/2+ v f t

)2
,

k25 = e−k28k30(v f+vb)/v f , k26 = ek29k30/v f , k27 = e−λcPc(a−dr), k28 = dr + v f t− k31
v f+vb

,

k29 = v f (a−dr)− k32 +drvb, k30 = λ +λ pc, k31 = v f (a−dr)+drvb,

k32 = (v f + vb)(a−2dr), k33 =
1

a−2dr
,k34 = k33k27, λ = λ f +λb.
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Term2 =



−k6k30λ

(
k15 +

k19k21(k18−e−k24λcPc/(v f +vb)

k20

)
if k11 ≤ k10

−k6k30λu(vbt−dr)
(

k23(k14−1)
λcPck26

+ k8k9eaλcPc−e(drk26−k26vbt+aλcPc−2drλcPc)

k7

)
if k4 ≤ k28 +drv f

and k1 ≤ k2 and k10 ≤ k11

−k6k30λ

(
k15 +

k8k21−eaλcPc(k17−k18)
k7

)
if k4 ≥ k28 +drv f and k1 ≤ k2 and k10 ≤ k11

−k6k30λ

(
0.5sign

(
2dr−a+ k26+drv f+vbv f t

v f+vb

)
−0.5

)
(

k16− k12 +
k19
k20

+

(
k23(k22−k14)

λcPck26
− k8k9eaλcPc(k13−e(−k14λcPc(dr−tvb))

k7

))
if k3 ≤ k5 and k4 ≤ k28 +drv f and k1 ≤ k2 and k10 ≤ k11

−k6k30λ

(
k16− k12

k23(k21−k12)
λcPck26

+ k19
k20

+ k8k9eaλcPc(k13−k17k21)
k7

)
if k3 ≤ k5 and k4 ≥ k28 +drv f and k1 ≤ k2 and k10 ≤ k11

(5.19)

where

k1 = 64t2 (dr−0.5a+ vbt +0.5tv f
)2
, k2 =

t2(128dr−64a+64v f t)
2

256 , λ = λ f +λb

k3 =
v f (dr(v f+vb)−a(v f+vb)+v f (a−dr)+drvb+tvb(v f+vb))

(v f+vb)
, k4 = v f (a−dr)+drvb + tv f vb,

k5 =−
vb(2dr(v f+vb)−a(v f+vb)+v f (a−dr)+drvb)

(v f+vb)
, k6 = e−λcPc(a−dr), k7 = λcλcPc, k8 = e−λcPcvbt ,

k9 = e−drλcPc , k10 = 4t(vb + vb)

v f (a−dr)− k28 +drvb + t

(
vb +

2dr−a+tv f+
k24
v f
− k24

v f +vb
2t

)2
 ,

k11 = (v f + vb(2dr−a+ tv f + k24
v f

+ k24
v f+vb

)2 +4k24v f t, k12 =
k22k19e

−

(
k25λcPcv f

k27(v f +vb)

)
k20

,

k13 = k2e−k25λcPc/k27, k14 = ek26(dr−vbt), k15 =
k23(k21−1

λcPck26
, k16 =

k23(k22−1
λcPck26

,

k17 = e−k24λcPc/v f , k18 = e−k24k26/v f , k19 = ek29λcPc/(v f+vb), k20 = λPc

(
λ +λcPc−

λPcv f
v f+vb

)
,

k21 = ek24k26/v f , k22 = ek26k25/k27, k23 = eλcPc(a−dr), k24 = v f (a−dr)− k28 +drvb,

k25 = dr−a+ tvb +
k29

v f+vb
, k27 =

v f
v f+vb

, k28 = (a−2dr)(v f + vb), k29 = v f (a−dr)+drvb,
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The proposed DAS detects the vehicular density of the highway after every specified time

period. In addition, DAS has the values of the probability of vehicle exit at different times.

Then, based on the vehicle-to-drone delivery delay constraint, the detected vehicular density,

and the the probability of vehicle exit at that time, DAS uses our proposed closed-form ex-

pression to obtain the maximum distance between two adjacent drones satisfying the delay

constraint.

After that, the DAS finds the required number of drones for the highway at that time based

on the calculated maximum distance. Finally, if the maximum distance increases, the DAS

switches off some drones e.g., requiring their batteries to be recharged, and the other drones

change their location based on the calculated maximum distance between them. On the con-

trary, if the maximum distance decreases, the DAS switches on some drones again to reach the

required number of drones for the highway at that time.

However, in the obtained closed-form expression, the maximum distance is not on the

right side. Therefore, after detection of the new value for the vehicular density, DAS can in-

crease/decrease the current distance with d meters, and check the CDF threshold. If the CDF

is more than/less than the threshold, DAS can increase/decrease the distance another time by

d meters. Then, the algorithm repeats this step until it reaches the CDF delay threshold. The

distance in that iteration is the maximum distance between two adjacent drones satisfying the

delay constraint. Then, DAS saves this maximum distance and the related parameters (vehicular

distance, vehicle exit probability) in a table to use them directly.

Next, DAS decides which drones will be off/on based on this distance. The first priority is

for the drone that needs to recharge or closest to consuming its battery. Secondly, if all drones

have equal battery charges or they depend on solar energy and do not need to recharge, all

drones move the same distance. Then, the drones at the end of the highway will be turned off.
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When λ decreases again, each drone returns to the last position and these drones are switched

on again.

This method benefits from the mobile nature of the drones and VANET. The DAS approach

takes into account the temporal vehicular density variation and the probability of vehicle exit.

DAS helps to ensure the minimum number of active drones that can satisfy the required con-

straint on the vehicle-to-drone packet delivery delay. DAS can switch off some drones that need

to recharge their batteries or based on any other configuration. Algorithm 1 explains the DAS

in detail.

5.7 Simulation and model validation

This section compares our simulation results against those from our analysis. We implement

our proposed protocol in NS-2 (v. 2.34). In addition, we use VanetMobiSim [25] to generate

realistic vehicle mobilities with considering the mobility model mentioned in Section III. In

this mobility model, a bi-directional highway segment is considered. Table 5.2 summarizes

the configuration parameters used in the simulation. The following subsections presents the

results for simulations and the analysis with different parameters (the vehicular density, drone

density, junctions density, probability of exit at junction, and the forward and backward speeds).

However, for clarity of the plots, we include the plots for the simulations in Fig. 5.5 only. It

was found through simulation that the accuracy in the others figures were similar to those in

Fig. 5.5.
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Table 5.2: Simulation parameters

Simulation Parameter Value

a (km) 6

Exit Probability Pc 0.03

Road junctions density λc 0.002

v f (m/s) 25

vb (m/s) 30

Simulation runs 500

Simulation time (seconds) 600

Vehicles’ communication range (m) 250

Channel date rate (Mbps) 2

Drone altitude (m) 300

Drone communication range (m) 550

5.7.1 Drone density

Fig. 5.5 shows the analytical and simulation results for the CDF of the vehicle-to-drone packet

delivery delay with the same simulation parameters as in Table 5.2, while changing the distance

between each two drones a to values of (a=3, 4, and 6) km. In Fig. 5.5, the analytical results

are plotted using the closed-form in Eq. (5.17).

It can be seen that the two curves (analytical, simulation) agree closely across all time val-

ues for all figures, indicating that our analysis is accurate in characterizing the CDF of the the

vehicle-to-drone packet delivery delay. However, a small deviation between the analytical and

simulations results may be observed. This is because our analysis focuses on the worst case
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Figure 5.5: Vehicle-to-drone delay with changing a.

where the original packet is stored by its source vehicle, or the next vehicle in the opposite

direction, until it is within communication range of a drone. However, the source vehicle may

forward the packets to a neighboring vehicle. As a result, the vehicle-to-drone packet delivery

delay decreases. In addition, our analysis assumes that the time required for a vehicle to re-

ceive and process a message before it is available for further relaying is negligible. The small

deviations increase in the case of a high vehicular density because in that case, the probability

of forwarding the packet to a neighbor vehicle is increased. However, this case is beyond the

scope of this paper.

In addition, one can note that a (drone density) highly impacts the CDF of the vehicle-to-

drone packet delivery delay. With increasing the drone density, the CDF of the vehicle-to-drone

packet delivery delay increases for all values of the drone density. For instance, the CDF of

the vehicle-to-drone packet delivery delay at a equal to 3 km is the highest CDF for the all

values of t. This is because increasing the drones density leads to a decrease in a. As a result,

the source vehicle carries the packet for a shorter distance. Consequently, the vehicle-to-drone
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Figure 5.6: Vehicle-to-drone delay with changing junction density λc.

packet delivery delay decreases.

5.7.2 Junction density

Fig. 5.6 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, while changing the junction density λc to values of

(0.002, 0.01, and 0.03) junctions/m.

The results show that the junction density λc impacts the CDF of the vehicle-to-drone packet

delivery delay. By increasing the junction density, the CDF of the vehicle-to-drone packet

delivery delay decreases for all values of the drone density. For instance, the CDF of the vehicle-

to-drone packet delivery delay for λc equal to 0.03 junctions/m is the lowest CDF for the all

values of t. This is because increasing the junction density leads to an increase in the probability

that the vehicle (packet carrier) exits from the highway at any of those junctions. As a result,

the drone receives the second replica from the packet that takes a longer time to reach the next

drone. Consequently, the vehicle-to-drone packet delivery delay increases.

102



0 20 40 60 80 100 120 140 160 180
Vehicle-to-drone delay (seconds)

0

0.2

0.4

0.6

0.8

1

C
D

F

 

Analytical, 
f
 = 

b
 = 0.0007 veh/m

Analytical, 
f
 = 

b
 = 0.0015 veh/m

Analytical, 
f
 = 

b
 = 0.005 veh/m

Figure 5.7: Vehicle-to-drone delay with changing vehicular density.

5.7.3 Vehicular density

Fig. 5.7 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, while changing the vehicular density λ f and λb to

values of (0.0007, 0.0015, and 0.005) vehicles/m.

In addition, one can note that the vehicular densities λ f and λb impact the CDF of vehicle-

to-drone packet delivery delay. By increasing the vehicular density, the CDF of the vehicle-

to-drone packet delivery delay increases for all values of time. For instance, the CDF of the

vehicle-to-drone packet delivery delay at 0.005 veh/m is the highest CDF for the all values of

t. This is because increasing the vehicular density decreases the vehicle-to-drone distance and

the time required to forward the packet to a drone.
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Figure 5.8: Vehicle-to-drone delay with changing Pc.

5.7.4 Exit probability

Fig. 5.8 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, while changing the probability of exit Pc to values of

(0.03, 0.09, and 0.2).

One can note that the probability of exit Pc impacts the CDF of vehicle-to-drone packet

delivery delay. By increasing the vehicular density, the CDF of the vehicle-to-drone packet

delivery delay decreases for all values of Pc. For instance, the CDF of the vehicle-to-drone

packet delivery delay at Pc equal to 0.2 is the lowest CDF for the all values of t. This is because

increasing the probability of exit leads to an increase in the probability that the vehicle (packet

carrier) exits from the highway at any junctions. As a result, the drone receives the second

replica from the packet that takes a longer time to reach the next drone. Consequently, the

vehicle-to-drone packet delivery delay increases.
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Figure 5.9: Vehicle-to-drone delay with changing v f .

5.7.5 Forward speed

Fig. 5.9 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, while changing the forward speed v f to values of (15,

25, and 35) m/s.

Results show that the forward speed has an impact on the CDF of vehicle-to-drone delivery

delay. With increasing v f , the CDF of the vehicle-to-drone packet delivery delay increases for

all values of vb. For instance, the CDF of the vehicle-to-drone delivery delay at v f = 35 m/s is

the highest CDF for all values of t considered. This is expected because increasing v f causes

an decrease in the time required to reach the drone in the forward direction.
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Figure 5.10: Vehicle-to-drone delay with changing vb.

5.7.6 Backward speed

Fig. 5.10 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, while changing the backward speed vb to values of

(10, 20, and 30) m/s.

Results show that the backward speed has an impact on the CDF of vehicle-to-drone delivery

delay. With increasing vb, the CDF of the vehicle-to-drone packet delivery delay increases for

all values of vb. For instance, the CDF of the vehicle-to-drone delivery delay at vb equal to

30 m/s is the highest CDF for all values of t. This is expected because increasing vb causes

an decrease in the time required to reach the drone in the backward direction. As a result, the

vehicle-to-drone delivery delay decreases.
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Figure 5.11: Vehicle-to-drone delay with changing dr.

5.7.7 Drone communication range

Fig. 5.11 shows the analytical results for the CDF of the vehicle-to-drone packet delivery delay

with the same parameters as in Table 5.2, and x = 3 km,while changing the drone communica-

tion range dr to values of (350, 450, and 550) m.

Results show that the value of the drone communication range dr has an impact on the CDF

of the vehicle-to-drone delivery delay. With increasing the dr, the CDF of the vehicle-to-drone

packet delivery delay increased for all values of dr. For instance, the CDF of the vehicle-to-

drone delivery delay at dr equal to 550 m is the highest CDF for the all values of t. This is

because an increase in dr while keeping the distance between a vehicle and a drone constant,

results in a lower distance necessary for the message to forward the packets to the drone.
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5.7.8 Results compared with the previous work

Our model is a generalization of the model in [5]. Our model considers the drone communica-

tion range dr in the model. On the contrary, Ref. [5] considers a zero communication range for

the RSUs. Therefore, our model’s results are equal to those in [5] in the case that both models

use a constant velocity model except when dr equals zero.

On the other hand, to make sure the expression is not linear, we compare our results to those

in [5], but subsitiute the value of a in Ref. [5] by (a−2dr). Fig. 5.12 compares the results from

the proposed analysis and that from Ref. [5] for the CDF of the vehicle-to-drone packet delivery

delay with the same parameters as in Table 5.2, while changing the drone range a to values of

(4, 5, and 6) km.

The results show there is a big difference at t=0. In our model, we consider the drone range.

Therefore, when the source vehicle is located within the drone range, the vehicle-to-drone range

is zero as we assume the delay for wireless communication is zero. Therefore, in our model, the

CDF of vehicle-to-drone delay at t equal zero is greater than zero for all values of a. However,

Ref. [5] considers a zero wireless communication range for the RSUs. Therefore, the CDF of

the vehicle-to-drone delay at t=0 is close to zero for all values of a.

5.7.9 DAS simulation results

We implemented the DAS algorithm in NS-2 based on the proposed closed-form expression

and the maximum of the objective function mentioned in (Eq. 5.3) (1−FT (Tmax,a) ≤ ε). Fig.

5.13 shows the simulation results of the DAS algorithm at different vehicular densities and

probability of exit with the same parameters as in Table 5.2, and ε equal 0.006 while changing

Tmax to values of (30, 40, 50, and 60) seconds. Analytical results are not added here, as we use
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Figure 5.12: Results compared with the previous work.

the analytical closed form inside the simulation, giving the same result.

Results show that the value of Tmax has a high impact on a. With increasing Tmax, the value

of a increases for all values of Tmax. For instance, the highest values of a are at Tmax equal to 60

seconds. This is because an increase in Tmax leads to a longer a that still satisfies the probability

delay constraint. As a result, the number of required drones will be different based on the new

values of a, where the drone density equals 1/a.

5.8 Conclusions

In this paper, we proposed a routing protocol that uses infrastructure drones for boosting VANET

communications to achieve a minimum vehicle-to-drone packet delivery delay. This paper pro-

posed a closed-form expression for the probability distribution of the vehicle-to-drone packet

delivery delay on a two-way highway. In addition, based on that closed-form expression, we

calculated the minimum drone density (maximum separation distance between two adjacent
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Figure 5.13: DAS simulation results.

drones) that stochastically limits the worst case of the vehicle-to-drone packet delivery delay.

Moreover, we proposed a drones-active service (DAS) that is added to the location service in a

VANET to dynamically and periodically obtain the required number of active drones based on

the current highway connectivity state by obtaining the maximum distance between each two

adjacent drones while satisfying a probabilistic constraint for vehicle-to-drone packet delivery

delay. The simulation results show the accuracy of our analysis and reflect the relation between

the drone density, vehicular density and speed, other VANET parameters, and the vehicle-to-

drone packet delivery delay. In our future work, we will consider infrastructure-less drones with

V2V communication. In addition, we will formulate the problem as an optimization problem

to achieve the minimum end-to-end delay for V2V communication with a minimum number of

drones. Moreover, we will formulate an optimization problem to obtain the optimal placement
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for the drones in VANETs using DAS.
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Chapter 6

Accurate Probability Distribution

Calculation for Drone-Based

Highway-VANETs

6.1 Abstract

This letter analytically derives the probability distribution of the vehicle-to-drone packet deliv-

ery delay on a bi-directional highway. The model on which the analysis is based considers the

vehicle wireless communication range and the cluster length. In addition, the proposed analysis

finds that the same calculation in related work underestimates the maximum inter-drone dis-

tance, stochastically limiting the vehicle-to-drone packet delay using the drone active service

(DAS). The accuracy of the proposed analysis is validated using simulations.
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6.2 Introduction

A vehicular ad-hoc network (VANET) is a mobile ad-hoc network between vehicles, or vehi-

cles and infrastructure units (road-side units or drones). VANETs have many applications as

safety applications used to avoid collisions. Moreover, VANETs have commercial and comfort

applications. While there are constraints on the packet delivery delay for safety applications,

comfort applications can tolerate seconds or minutes for the same delay. For this reason, it is

important to analyze the statistical characteristics of the packet delivery delay for safety mes-

sages in VANETs such as the probability distribution function and moments.

There are many papers that have analyzed the probability characteristics of the vehicle-to-

infrastructure (V2I) packet delivery delay in VANETs. For instance, the expectation of the

packet delivery delay from a vehicle to Internet access points was derived in [1] . Moreover,

the expected value of the vehicle-to-RSU delay was derived analytically in [2]. Furthermore,

the authors in [3] proposed a closed-form expression for the expected delay of broadcast alert

messages up to reception by the nearest RSU in a highway VANET.

In addition, the authors in [4] presented a probabilistic analysis using effective bandwidth

theory for the vehicle-to-RSU packet delay where RSUs were uniformly distributed over the

highway. Furthermore, the authors in [5] proposed a mathematical framework for the vehicle-

to-RSU packet delay cumulative density function (CDF) in the worst case. Moreover, based on

drones that are uniformly distributed over the highway, a closed-form expression for the worst-

case vehicle-to-drone packet delay CDF was proposed in [6]. Also, they accounted for the

drone wireless communication range and proposed a drone active service (DAS) that updates

the inter-drone distance.

The main difference between this proposed analysis and those in the previously-mentioned
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Figure 6.1: System model for the considered highway.

works (e.g., [1] - [5]) is that we focus on the probability distribution of the vehicle-to-drone

delay, not just the expected value. Using the proposed analysis, we can calculate the maximum

inter-drone distance which stochastically limits the delay to a certain upper bound. Conse-

quently, the minimum number of drones required to be uniformly distributed over a two-way

highway to satisfy such probabilistic constraints can be determined.

On the other hand, the main difference between this work and that in [5] and [6] is that our

analysis considers the vehicles’ wireless communication range and the VANET cluster length.

Therefore, our analysis is more accurate, especially for higher values of the vehicular density

where the vehicle can forward the packet to the next neighboring vehicle. On the contrary, [5]

and [6] focus on the worst case only when the packet is carried by its original source vehicle

until arriving within the communication range of the next infrastructure unit (RSUs in [5] or

drones in [6]). Therefore, they did not consider the scenario where the packet can be forwarded

between vehicles before reaching the next drone/RSU.

The main contributions of this letter are as follows: 1) it proposes an analytical expression

for the vehicle-to-drone packet delivery delay probability distribution, and (2) it compares re-
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sults from the proposed mathematical framework with simulation results and previous work to

validate our analysis.

The rest of this letter is organized as follows. Section II introduces the system model. Sec-

tion III presents the proposed analysis and the obtained expression. Then, Section IV compares

the proposed analysis results against simulation results and previous work. Finally, conclusions

and future work are given in Section V.

6.3 System model

We use the same system model proposed in [5] and [6]. However, in this model, we take into

consideration the vehicle wireless communication range to derive a more accurate probability

distribution of the vehicle-to-drone packet delay. In our model, we consider a bi-directional

highway as shown in Fig. 6.1. In addition, we assume the vehicles in each direction are moving

with constant speeds of v f and vb in the forward and backward directions, respectively (the

forward direction is the direction towards the final destination, and the backward direction is

the opposite direction). Furthermore, we assume that the number of vehicles in each direction

follows a Poisson distribution and the inter-vehicular distances are exponentially-distributed [6].

Moreover, for each segment of length a, we have two drones with a wireless communication

dr, one at each end, as in [6]. In addition, y is the distance from the source vehicle to the next

drone in the forward direction. On the other hand, we assume the VANET consists of a group

of one or more disconnected VANET clusters. A VANET cluster consists either of a single

vehicle not within the communication range of any other vehicle, or a group of fully connected

vehicles, each within the wireless communication range of at least one other vehicle in the same

cluster [7].
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Table 6.1: List of Notation

a Inter-drone distance

dr Drone wireless communication range

h Altitude for the drone

X R.V. representing the inter-vehicle distance

v f Forward direction speed

vb Backward direction speed

∆ R.V. for distance between the drone and a vehicle

r Vehicle communication range

Pc Probability the vehicle leaves the highway at any junction

λc Expected number of junctions

u(·) Heaviside unit step function

λ f Forward direction exponential rate parameter

λb Backward direction exponential rate parameter

Moreover, with a probability Pc, we assume a vehicle can exit from the highway at any

road junction. In addition, we assume the number of road junctions is Poisson-distributed with

parameter λc as shown in Fig. 6.1. Furthermore, we assume that any vehicle can be the source

of packets and an infrastructure drone is the destination. Moreover, one replica of the packets is

sent in the opposite direction of the highway (the direction opposite to that for the source vehicle

direction) by the cluster head in the forward direction. Consequently, packets are forwarded to

the drone either by the cluster head or a moving vehicle in the opposite direction.
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6.4 Proposed analysis

The proposed analysis follows the same methodology proposed in [6]. However, in this letter,

the vehicle wireless communication range r is considered, which was not the case in the model

and analysis in [6]. In this letter, our goal is to derive an analytical expression for the vehicle-

to-drone packet delivery delay cumulative distribution function (CDF) in terms of a (inter-

drone distance), dr (drone wireless communication range), r (vehicle wireless communication

range), λc (reciprocal of mean distance between those junctions), and λ f and λb (forward and

backward directions exponential rate parameters), as depicted in Fig. 6.1. Using the proposed

analysis, one can calculate the minimum number of infrastructure drones corresponding to the

maximum value of the inter-drone distance (a) that stochastically limits the vehicle-to-drone

packet delivery delay to a certain upper bound Tmax with a violation probability of at most ε ,

which can be expressed as follows

maximize a

subject to 1−FT (Tmax,a)≤ ε.

(6.1)

In addition, we consider that the cluster head sends the packet in the forward and opposite

directions and the analytical calculation considers the packet received earlier by the destination

(infrastructure drone). In this case, the vehicle-to-drone packet delivery delay will be less than

that if the cluster head just sent the packet in the forward direction. Furthermore, the probability

that the vehicle-to-drone packet delay T is less than t can be represented as follows

Pr(T ≤ t) = Pr(T ≤ t,C = 1)+Pr(T ≤ t,C = 0), (6.2)

where C is a random variable representing the number of replicas forwarded from the packet.

Therefore, the term Pr(T ≤ t,C = 1) is the joint cumulative probability the cluster head sends
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one extra replica of the packet in the opposite direction besides sending the original packet in

the forward direction, in a given time interval [0,t]. On the contrary, the term Pr(T ≤ t,C = 0)

is the joint cumulative probability the cluster head sends the original packet in the forward

direction only, in a given time interval [0,t].

We first derive an analytical expression for the first term Pr(T ≤ t,C = 1). The joint prob-

ability of the vehicle-to-drone packet delivery delay T and the number of replicas C can be

represented as follows

Pr(T ≤ t,C) = Pr(T ≤ t|C)Pr(C). (6.3)

On the other hand, as shown in Fig. 6.1, δ , the distance in the forward direction between

the source vehicle Vs and the next drone, is between 0 and a− 2dr, where dr is the drone

wireless communication range. On the contrary, X (the distance between the cluster head in

the forward direction and the first moving vehicle that receives the packet from the cluster head

in the opposite direction) lies between 0 and ∞. In addition, l, the cluster length (the distance

between the the source vehicle and the cluster’s head (Hc) is between 0 and ∞. Consequently,

we can represent Eq. (6.3) for the case C=1 as follows

Pr(T ≤ t,C = 1) =
∞∫

0

f (l)
∞∫

0

a−2dr∫
0

Pr(T ≤ t|C = 1,X = x,∆ = δ )

Pr(C = 1|X = x,∆ = δ ) f (δ ,x) dδ dx dl,

(6.4)

Furthermore, the term Pr(T ≤ t|C = 1,X = x,∆ = δ ) is the conditional probability of the

vehicle-to-drone packet delay in the case when the packet is transmitted in the forward and

backward directions. This term can be expressed as follows

Pr(T ≤ t|C = 1,∆ = δ ,X = x) = u
(

t−min
(

a−δ −dr + x
vb

,
δ −dr− l

v f

))
. (6.5)
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Moreover, min(·) in Eq. (6.5) can be removed as follows

=


u
(

t− δ −dr− l
v f

)
if 0≤ δ ≤min(b1,a−2dr)

u
(

t− a−δ −dr + x
vb

)
if min

(
b1,a−2dr

)
≤ δ ≤ a−2dr,

where b1 =
(a−dr + x)v f +(l +dr)vb

vb + v f
. (6.6)

Therefore,

Pr(T ≤ t|C = 1) =
∞∫

0

f (l)
∞∫

0

min(b1,a−2dr)∫
0

f (δ ,x)u
(

t− δ −dr− l
v f

)
f (λc,Pc) dδ dx dl

+

∞∫
0

f (l)
∞∫

0

a−2dr∫
b1

f (δ ,x)u
(

t− a−δ −dr + x
vb

)
f (λc,Pc) dδ dx dl.

(6.7)

Moreover, f (δ ,x) represents the joint probability density function (PDF) of ∆ and X . In

addition, as we mentioned in the system model, the source vehicle location is uniformly-

distributed over the distance a, i.e., the random variable ∆ is uniformly-distributed. On the

other hand, as the vehicles form a Poisson process, X is exponentially-distributed. Conse-

quently, f (δ ,x) can be formulated as follows

f (δ ,x) =
λ f +λb

a−2dr
e−(λ f+λb)x, 0≤ δ ≤ a−2dr,x > 0. (6.8)

In addition, f (λc,Pc) is the probability that the cluster head vehicle does not exit at any road

junction over the highway before arriving within the wireless communication range of the next

drone. The authors in [6] obtained the expression for this probability as follows

f (λc,Pc) = e−λcPc(a−δ−2dr+x). (6.9)

In addition, the PDF of the cluster length is derived in [7] as follows

f (l) =
λ f

e−λ f r−1

bl/rc

∑
i=0

(
−λ f (l− i r)

)i−1

−m!
(
λ f (l− i r)+m

)
e−λ f i r. (6.10)
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Pr(T ≤ t) =

⌊
b3
r

⌋
∑
k=0

r∫
0

f (kr+ l)

b2∫
0

b1∫
0

f (δ ,x)u
(

t− δ −dr− l
v f

)
f (λc,Pc) dδ dx dl

+
b b3

r c
∑
k=0

r∫
0

f (kr+ l)

b2∫
0

a−2dr∫
b1

f (δ ,x)u
(

t− a−δ −dr + x
vb

)
f (λc,Pc) dδ dx dl

+
∞

∑
k=0

r∫
0

f (kr+ l)
∞∫

0

a−2dr∫
0

f (δ ,x)u
(

t− δ −dr− l
v f

)(
1− e−λcPc(a−δ−2dr+x)

)
dδ dx dl,

where

b1 =
(a−dr + x)v f +(kr+ l +dr)vb

vb + v f
, b2 =

(a−3dr− kr− l)vb− v f dr

v f
, b3 =

(a−3dr)vb− v f dr

vb
(6.12)

On the other hand, in the case of C = 0, by following the same methodology for the analysis

of the C = 1 case, the expression for the CDF in that case can be formulated as follows

Pr(T ≤ t|C = 0) =

∞∫
0

f (l)
∞∫

0

a−2dr∫
0

f (δ ,x)u
(

t− δ −dr− l
v f

)
f (λc,Pc) dδ dx dl, (6.11)

where f (λc,Pc) is 1− e−λcPc(a−δ−2dr+x) as in [5] and [6].

Using Eqs. (6.2), (6.3), (6.7), and (6.11), the CDF of the vehicle-to-drone packet delivery

delay can be simplified as represented in Eq. (6.12).

6.5 Simulation and model validation

The proposed system model is implemented in NS-2 (v. 2.34). Moreover, VanetMobiSim [8] is

used to generate vehicle mobility scenarios. Table 6.2 summarizes the configuration parameters

used in the simulation.
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Table 6.2: Simulation parameters

Simulation Parameter Value

a (km) 5, 6.5, 8

vb (m/s) 30

Pc 0.02

λc 0.002

v f (m/s) 25

Simulation runs 600

Simulation time (seconds) 600

Vehicles wireless communication range (m) 300

Drone wireless communication range (m) 550

6.5.1 Inter-drone distance

With the parameter values in Table 6.2, the simulation and analytical results for the CDF of

the vehicle-to-drone packet delivery delay are shown in Fig. 6.2, while varying the inter-drone

distance a to values of (5, 6.5, and 8) km.

It can be noted that the two curves (simulation, and analytical) agree closely for the three

inter-drone distances across all delay values, reflecting the correctness and accuracy of the pro-

posed analysis. In addition, the results show the impact of the inter-drone distance parameter a

on the CDF of the vehicle-to-drone delay. When the inter-drone distance a decreases, the CDF

values increases. This is because increasing a causes the vehicle to carry the packet for a longer

distance and we have the same speed in the three cases. Consequently, the vehicle-to-drone

delay increases.
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Figure 6.2: Inter-drone distance a and the CDF of the delay.

6.5.2 Proposed analysis results compared with previous work

As mentioned in Section I, a closed-form expression for the vehicle-to-drone packet delay prob-

ability distribution in the worst case was proposed in [6]. On the other hand, the analysis here

yields a more accurate probability distribution by considering the VANET cluster length and

wireless communication range for vehicles. With the parameter values in Table 6.2, the analyt-

ical results of the proposed analysis and those from [6] are shown in Fig. 6.3, while changing

the vehicular densities λ f and λb to values of (0.002, 0.005, 0.008) vehicle/m.

It can be noted that in the results for the three values of the vehicular densities, the CDF

values of our model are higher than those of [6]. This is expected, as [6] took into consider-

ation the worst case only. In addition, the results show that there is a big difference between

both analyses especially at higher vehicular density values. At lower vehicular density values

(like 0.002 veh/m), the difference between the two curves decreases. This is because at lower
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Figure 6.3: Results from proposed analysis vs. those from Ref. [6].

vehicular density values, the cluster length is shorter and the cluster head carries the packets for

a longer distance (very close to the worst case where the cluster head is the vehicle source as

in [6]). On the other hand, at higher vehicular densities, the differences are very high. This is

because the probability of having a longer cluster length increases. Consequently, the cluster

head carries the packet for a shorter time. Moreover, the results show that the vehicular densi-

ties have a lower impact on the CDF of the delay in [6]. This is because in [6], the vehicular

density has an impact only in the opposite direction on the random variable x.

6.5.3 Drone-active service results

Fig. 6.3 shows the DAS simulation results of the proposed analysis and those from [6] with the

parameter values in Table 6.2, and based on Eq. 6.1 where ε equal 0.05 and Tmax= 50 seconds,

while changing the vehicular densities λ f and λb to values of (0.001, 0.005, 0.009) veh/m.

Results show that the DAS calculation in our case always yields a higher inter-drone distance
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Figure 6.4: DAS Results compared with those from Ref. [6].

a than that from the DAS calculation from [6] for the same parameters. Consequently, our

analysis requires a lower number of drones to cover the highway than that required in the case

of the analysis from [6]. At lower values of vehicular density, this difference decreases. This

is because at lower vehicular density values, the cluster lengths are shorter. On the other hand,

at higher vehicular densities, the differences are very high. This is because the probability of

having a longer cluster length increases.

6.6 Conclusions

In this letter, we propose an analytical expression for the probability distribution of vehicle-to-

drone packet delay on a bi-directional highway. This analysis is more accurate than in previous

works that focus on the worst case only. The drone-active service (DAS) can benefit from our

analysis. Our analysis is more accurate and the CDF from this analysis is always higher than
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that proposed in [6]. Also, the DAS calculation requires a lower number of drones than that

required in the case of the analysis from [6]. In future work, infrastructure-less drones can be

considered.
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Chapter 7

Conclusions and Future Work

7.1 Introduction

Most of the existing routing protocols for VANET use the carry-and-forward strategy as one

of the routing strategies to counter network disconnection. However, the packets suffer from

long end-to-end delay in a carry-and-forward strategy, especially in low vehicular densities.

Some VANET applications have an end-to-end delay constraint. Consequently, end-to-end de-

lay is a very important issue in VANET routing design. In this final chapter, we summarize the

contributions presented in this dissertation and discuss several potential extensions to our work.

7.2 Conclusions

The following conclusions can be drawn from this dissertation:

• We proposed a new routing protocol called multi-copy intersection-based routing (MCIR)

[1] for vehicular ad-hoc networks (VANETs) in urban areas. MCIR is an intersection-
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based routing protocol that forwards multiple copies of the packets in different road seg-

ments.

• We proposed a closed-form expression for the probability distribution of the re-healing

delay conditioned on the gap distance between those two clusters on a one-way highway

[2].

• We proposed a closed-form expression for the unconditional probability distribution of

the re-healing delay [2].

• We proposed an analytical model to study the end-to-end delay in a one-way VANET and

derive an analytical formula for the probability distribution of the end-to-end delay.

• We proposed a closed form expression for the lower bound on the end-to-end delay prob-

ability distribution.

• We proposed a closed form expression for the upper bound on the end-to-end delay prob-

ability distribution.

• We presented a routing protocol that uses infrastructure drones for boosting VANET com-

munications to achieve a minimum vehicle-to-drone packet delivery delay.

• We propose a closed-form expression for the probability distribution of the vehicle-to-

drone packet delivery delay on a two-way highway [3]. Based on that closed-form ex-

pression, we can calculate the minimum drone density (maximum separation distance

between two adjacent drones) that stochastically limits the worst case of the vehicle-to-

drone packet delivery delay.
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• We proposed a drones-active service (DAS) [3] that is added to the location service in

a VANET. This service dynamically and periodically obtains the required number of ac-

tive drones based on the current highway connectivity state by obtaining the maximum

distance between each two adjacent drones while satisfying a probabilistic constraint for

vehicle-to-drone packet delivery delay.

• We propose an analytical expression for the probability distribution of the vehicle-to-

drone packet delivery delay on a two-way highway where we consider the vehicle wire-

less communication range and the cluster length in the analysis.

7.3 Future Works

Despite the large number of research activities and the rapid and significant progress being

made in VANET routing in recent years, numerous avenues for further research remain. The

following research issues are outlined for future investigation:

• Bi-directional highway: Our analysis in Chapters 3 and 4 considers one way highways.

Therefore, extending this analysis for bi-directional highway can be considered as an

interesting area for future research.

• Drone-placement: In Chapter 3, the drones are uniformly distributed over the highway.

In addition, DAS update the distance between them based on the highway status. For-

mulating the problem as an optimization problem to calculate the optimal location for

each drone (drone-placement problem) to obtain a minimum number of drones with the

highest VANET connectivity, this point can be viewed as an interesting area for future

investigation.
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• Drones with uniform vehicle speeds: In Chapters 5 and 6, we considers constant speed

for vehicles in the forward and backward direction. Considering a uniform distribution

for the vehicles’ speed can be considered as an interesting area for future research.

• Implementations: The contribution on this dissertation have been evaluated through the-

oretical analysis and simulation. Further investigation and improvements to the current

implementation approaches are identified as areas for future work.
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Appendix A

Lower Bound for the End-to-end Delay

PDF

We can assume the first term in Eq. (4.1) that has in the denominator t(vmax+vmin)
(

λ + 2(λvmin−λvmax)
vmax+vmin

)2
,

is equal to e−
(

k2+k1+λ t+ 2λ (r−vmint)
vmax+vmin

)
(A). Now, we wish to prove that

e−
(

k2+k1+λ t+ 2λ (r−vmint)
vmax+vmin

)
(A)>−vmax + vmin

∆v
e−(k2−k1) (A.1)

After simplification, this is equivalent to

A >−vmax + vmin

∆v
eλ t+k1+

2λ r
vmax+vmin (A.2)

Then, substituting A by its value and multiplying both sides by -1

(∆v)2λ

(
ek2 + ek1+λ t

(
λ t−1− 2λ t∆v

vmax+vmin

))
λ 2t(vmax + vmin)2

(
1− 2∆v

vmax+vmin

)2 < eλ t+k1+
2λ r

vmax+vmin (A.3)

Then, dividing both sides by eλ t+k1
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(∆v)2
(

ek2−k1−λ t +
(

λ t−1− 2λ t∆v
vmax+vmin

))
λ t(vmax + vmin)2

(
1− 2∆v

vmax+vmin

)2 < e
2λ r

vmax+vmin (A.4)

This can be expressed in the equivalent form

(∆v)2
(

ek2−k1−λ t +λ t−1− 2λ t∆v
vmax + vmin

)
< λ te

2λ r
vmax+vmin (vmax + vmin)

2
(

1− 2∆v
vmax + vmin

)2

(A.5)

However, we have 1+ x≤ ex, so we can replace ek2−k1−λ t by 1+ k2 +−k1−λ t as follows

(∆v)2
(

k2− k1−
2λ t∆v

vmax + vmin

)
< λ t(vmax + vmin)

2
(

1− 2∆v
vmax + vmin

)2

e
2λ r

vmax+vmin (A.6)

In addition, the term
(

k2− k1− 2λ t∆v
vmax+vmin

)
= 0. Consequently, inequality Eq. (A.1) will be true

whenever

λ > 0 (A.7)
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From the system model, λ always is greater than zero. Therefore, Eq. (A.1) is always true.

Appendix B

Upper Bound for the End-to-end Delay

PDF

Here, we wish to prove that

e−
(

k2+k1+λ t+ 2λ (r−vmint)
vmax+vmin

)
(A)<

 −2
(
−∆v+ (2∆v)2

4vmax+vmin

)
(vmax + vmin)

(
1− 2∆v

vmax+vmin

)2

e−
(

k2−k1+
2λ r

vmax+vmin

)
. (B.1)

After substitution of A and multiplication of both terms by

(vmax + vmin)
(

1− 2∆v
vmax+vmin

)2
e
(

k2+λ t+ 2λ r
vmax+vmin

)
/2, Eq. (B.1) can be expressed as follows

∆v
(
−ek2− ek1+λ t

(
λ t−1− 2λ t∆v

vmax+vmin

))
λ t

<

(
∆v− (2∆v)2

4vmax + vmin

)
eλ t+k1 (B.2)

Then, dividing both terms by ∆v(
−ek2− ek1+λ t

(
λ t−1− 2λ t∆v

vmax + vmin

))
< λ t

(
1− 4∆v

4vmax + vmin

)
eλ t+k1 (B.3)

Then, dividing both terms by eλ t+k1

− ek2−k1−λ t−λ t +1+
2λ t∆v

vmax + vmin
< λ t

(
1− 4∆v

4vmax + vmin

)
(B.4)
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