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With the availability of large amounts of opinion-

ated data through the Internet (social networks, 

online forums, product reviews, etc.), computa-

tional sentiment analysis has become popular in 

the early 2000s, especially in the context of social 

media and online reviews (Liu, 2016). Recently 

sentiment analysis has also found applications in 

the digital humanities, most notably in the field of 

literary studies. Sentiment analysis is used for 

genre classification (Kim et al., 2017), to investi-

gate shifts in the meaning of words (Buechel et 

al., 2016), to predict the success of novels (Ashok 

et al., 2013), or to analyse fairy tales (Alm et al., 

2005), novels (Kakkonen & Kakkonen, 2011; 

Jockers, 2015; Jannidis et al., 2016) and drama 

(Mohammad, 2011; Nalisnick & Baird, 2013). 

Many of the current projects in this domain use 

sentiment lexicons. A sentiment lexicon is a list of 

words with sentiment annotations (posi-

tive/negative values). These words are typically 

referred to as sentiment bearing words (SBW). By 

adding up the number of positive words and sub-

tracting the number of negative words (or polarity 

annotations on a metric scale), the overall polarity 

of a text unit can be calculated (Kennedy & Ink-

pen, 2006). 

We present a project on the exploration of dif-

ferent lexicon-based sentiment analysis techniques 

for the domain of historic, German drama texts, 

more concretely on a corpus of Lessing’s plays. 

The corpus is composed of twelve plays and was 

obtained from the TextGrid1 platform. As historic 
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German texts that, at the same time, also use poet-

ic language challenge standard sentiment analysis 

lexicons, we conducted a systematic evaluation 

study, to investigate which configuration of dic-

tionaries and NLP tools yields the best results. 

We evaluated several combinations of senti-

ment lexicons and optimization steps: 

 Five existing sentiment dictionaries (Remus 

et al., 2010; Vo et al., 2009; Mohammad & 

Turney, 2010; Clematide & Klenner, 2010; 

Waltinger, 2010) for present German, as 

well as an accumulated combination of all 

lexicons were evaluated; 

 The extension of each of the above lexicons 

with historical linguistic variants (Jurish, 

2012) was evaluated; 

 Different types of stopword lists und lists of 

most frequent words of the corpus (cf. Saif 

et al., 2014) were evaluated; 

 Lemmatization with the pattern lemmatizer 

(De Smedt & Daelemans, 2012) and the 

treetagger (Schmid, 1995) was evaluated; 

We evaluated the different configurations 

against a gold standard corpus of 200 single 

speeches of our corpus. This method of evaluation 

can be considered rather unique in this branch of 

sentiment research, as results are typically evalu-

ated by comparing them to well-known observa-

tions that are already available from other, often-

times hermeneutic, scholarly work (cf. Moham-

mad, 2011; Nalisnick & Baird, 2013). 

The gold standard was created in a preliminary 

annotation study. Five annotators (all fluent in 

German language) annotated the polarity (positive 

or negative) of the character speeches. The anno-

tation of the majority of the annotators defines the 

final polarity of a speech. The measure of agree-

ment between the annotators point to a mediocre 

agreement (Fleiss’ kappa = 0.47; overall agree-

ment in percent = 77%). These results are in line 

with related studies in the context of narrative 
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texts (Alm & Sproat, 2005). The final gold stand-

ard corpus consists of 139 negative und 61 posi-

tive speeches. 

We compared the performance of all aforemen-

tioned combinations of sentiment and NLP tech-

niques by calculating the overall polarity and by 

analyzing typical performance metrics such as the 

accuracy (Gonçalves et al., 2013). During the 

evaluation study, we found that 

 the extension of lexicons with historical lin-

guistic variants and lemmas yields the high-

est performance boost, 

 lexicons with polarity scales (e.g. from -1 to 

1) instead of nominal sentiment-annotations 

(neg/pos) yield consistently better results, 

 lexicons that come with explicit lemma and 

flection forms typically perform better than 

generic lemmatization tools. 

Going through all the metrics, we identified the 

following combination of techniques as the setup 

with the best overall performance: 

 SentiWS lexicon (Remus et al., 2010), 

 no stopword lists, 

 pattern lemmatizer, 

 extension with historical linguistic variants; 

With an overall accuracy of 67%, the perfor-

mance is above the random baseline, but still con-

siderably worse than in other domains of senti-

ment analysis (cf. Vinodhini & Chandrasekran, 

2012). However, since we use very basic lexicon-

based sentiment analysis techniques and the hu-

man annotators who produced the gold standard 

also had severe problems and disagreements con-

cerning the sentiment annotations, we consider 

these results as promising. We also found that the 

lower the agreement between annotators for a 

speech the more likely the sentiment analysis pre-

dicts a wrong class. Furthermore, for the gold 

standard annotation, annotators could only choose 

between positive and negative; annotations like 

neutral or mixed were not possible, which aggra-

vates the annotation as well as the automatic pre-

diction. However, other results of our annotation 

study show that these classes are indeed relevant 

for our corpus. 

To further investigate the possibilities of senti-

ment analysis in German drama texts, we devel-

oped a web application2 that can be used to ex-

plore the results of our current project. Users are 

able to analyze sentiment progressions and senti-

ment distributions on several different levels. The 

structural levels of analysis are the whole drama, 

single acts, scenes and speeches. Furthermore, by 

accumulating the speeches of single speakers, us-

ers can explore sentiment processes and distribu-

tions of specific characters. By using a heuristic 

described in Nalisnick and Baird (2013), we also 

integrated sentiment relationships of speakers. 

Sentiments of speakers and speaker relationships 

can be analyzed on all structural levels. Besides 

polarities (positive/negative), we also integrated 

our results on eight basic emotions as implement-

ed in the NRC Emotion Lexicon (Mohammad & 

Turney, 2010). To allow for comparisons (e.g. be-

tween scenes), users can choose to normalize the 

results by the number of all words or SBWs. 

We are currently working together with literary 

scholars to further explore requirements for com-

puter-based sentiment analysis in literary studies. 

We also started a project to acquire more manual-

ly annotated data in the context of German histor-

ic plays and are also integrating more polarity 

classes like neutral and mixed in the annotation 

process. We are planning to use this data for more 

exact evaluations of the lexicon approach, but also 

as training data for machine learning approaches 

to sentiment analysis. Furthermore, we want to 

extend our current corpus beyond the scope of 

Lessing’s plays, to enable comparisons of authors, 

genres and periods.  
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