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Abstract 

A general model has been developed to elucidate the precipitation of struvite crystals in a batch 

stirred tank reactor. The model, which evaluates reactor performance, also predicts crystal size 

distribution (CSD) over time by considering the hydrodynamic, thermodynamic, and kinetic 

aspects of solution in the reactor. A Computational Fluid Dynamics (CFD) model was coupled 

with Population Balance Modeling (PBM) to model the growth of crystals in the reactor. A 

thermodynamic equilibrium model for struvite precipitation was consolidated with the reactor 

model. While the equilibrium model provided information on supersaturation development, the 

coupled CFD-PBM model captured the crystal growth kinetics and the influence of the reactor 

hydrodynamics on the overall process. Size distribution is crucial as it determines distinct grades 

of final struvite crystals, which are to be used as commercial fertilizer. In the simulation, the 

CFD flow field was solved through a Eulerian multiphase approach and RNG-k-ɛ turbulence 

model. The population balance equation was solved using a discretized form of the continuous 
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partial differential equation, which transformed the continuous partial differential equation into 

finite ordinary differential equations as per size classes, which were then solved simultaneously. 

The growth rate, as a function of the supersaturation index (SI), was employed in the model 

through User Defined Function. The mean, standard deviation, and skewness of the model 

predicted CSD after 50 minutes were 20.81 μm, 9.61 μm, and 2.97, respectively and for the 

experimental CSD were 19.66 μm, 7.13 μm, and 2.46, respectively. The predicted peak-size 

percent fraction revealed a deviation from experimental results of 1.42%, 0.05%, 2.43%, 14.6%, 

11.2%, 11.7%, 13.6%, and 14.2% at 0, 3, 10, 20, 30, 40, 50, and 60 min, respectively.  
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Nomenclature 

A Debye-Huckel constant P Pressure 

𝑎(𝑉, 𝑉′) Aggregation kernel (m3/s) P i Impeller power (W) 

Bagr Birth rate due to aggregation Ri Production rate of ith species 

Bbrk Birth rate due to breakage r⃗ Position vector 

Ci Ionic concentration R⃗⃗⃗i Interphase momentum exchange 

CD Drag coefficient Si Source rate 

C1ε k-e turbulence model parameter U⃗⃗⃗ Velocity vector 

C2ε k-e turbulence model parameter vi⃗⃗⃗ ⃗ Phase velocity 

Cμ k-e turbulence model parameter V Volume 

{Ci} Ion activity of ion Ci Yi Mass fraction of each species 

D Diameter (m) Zi Valency of corresponding elements 

Dagr Death rate due to aggregation Si Source rate 

Dbrk Death rate due to breakage U⃗⃗⃗ Velocity vector 
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Dm Molecular diffusion Greek Letter 

Dt Turbulent diffusivity 𝛼 Phase volume fraction 

dj Diameter of solid particles 𝛽 (𝑉|𝑉′) probability density function 

d32 Sauter mean diameter (m) 𝛾𝑖 activity of solution 

F⃗⃗i Centrifugal forces 𝜎𝑘 k-e turbulence model parameter 

f Drag function 𝜎𝜀 k-e turbulence model parameter 

Gk,m 
Generation of turbulent kinetic 

energy 
𝜀 

rate of turbulent energy dissipation 

(m2/s3) 

g⃗⃗ 
Gravitational acceleration (9.81 

m/s2) 
θ Azimuthal angle (degree) 

G(t) Growth rate 𝜇 viscosity (kg/m.s) 

g(V′) Breakage frequency (s-1) 𝜏𝑒̿𝑓𝑓𝑖
 Reynolds stress tensor (N/m2) 

I Bulk fluid ionic strength 𝑣 Number of daughter particles 

I ̿ Unit tensor 𝜌 Phase density 

Kg Kinetic parameter 𝜏𝑗 Particulate relaxation time 

Ksp Struvite solubility constant Subscripts 
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Kij 
Interphase momentum exchange 

coefficient 
𝑎𝑔𝑟 Aggregation 

k Turbulent kinetic energy (m2/s2) 𝑏𝑟𝑘 Breakage 

M Torque (Nm) 𝑙 Liquid phase 

N Kinetic parameter 𝑙𝑎𝑚 Laminar 

Np Impeller power number m Mixture 

N⃗⃗⃗ Angular velocity (rad/s) 𝑠 Solid phase 

n(V, t) 
Number density depicting numbers 

of particle of size V at time t 
𝑡 Turbulent 

 

1. Introduction 

Discharge of significant amounts of phosphate from nutrient-rich wastewater is 

problematic considering the potential for contamination of groundwater and eutrophication of 

recipient water bodies. With an expected 40% rise in the world’s population by 2050 [1] food 

consumption will increase rapidly in the near future, with consumption rates growing by 3.1% 

annually [2]. Without a doubt, naturally occurring phosphorous—found in the soil—cannot 

support this rapid growth in food demands. Consequently, augmenting soils with phosphorous-

based fertilizers plays an indispensable role in permitting more food growth. Commercial 

fertilizers are produced primarily from phosphorous rock reserves, which are finite and non-



  

 6 

renewable in nature [3]. With increasing demands for phosphorous-based fertilizers all around 

the world, availability of phosphorous is expected to become scarcer and more expensive. As a 

result, phosphorus recovery is receiving increased amounts of attention as an alternative and 

cost-competitive option for the production of phosphorous-based fertilizers. Struvite produced 

from wastewater, which is known to provide an alternative source of both phosphorus and 

nitrogen, using a precipitation technique is a proven solution for phosphorus recovery and makes 

an interesting alternative for the fertilizer industry. 

In the chemical precipitation method, which is the most widely used approach due to its 

operational simplicity, struvite precipitates from wastewater by addition of adequate amounts of 

Mg and by pH adjustment in the reactor to create alkaline conditions suitable for struvite 

precipitation. Small scale plants employ stirred tank reactors, as they are easy to run and control 

[4,5,14,6–13], while large-scale plants implement fluidized bed reactors, as they can provide 

higher reactive surface areas and better solution turbulence [15–19]. The present study employed 

a batch stirred reactor for a number of reasons, such as simplicity in setting up the experimental 

apparatus, shorter time required for each round of experimentation, and fewer reactant 

requirements.   

Struvite precipitation depends on a variety of complex aspects such as fluid 

hydrodynamics, solution thermodynamics, mass transfer, and precipitation kinetics including the 

nucleation, growth, aggregation, and breakage of crystals [17,20–22]. Design and operation of an 

industrial scale crystallizer requires a reliable knowledge of these aspects, which have mostly 

been obtained from laboratory scale experiments. An efficient model that can predict different 

aspects of the process and combine these mechanisms in one unified theory is highly desirous, 

however to the authors’ knowledge this has not been presented in the literature as of yet. Since 
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struvite is most commonly used as a commercial fertilizer, it may be useful that it is produced in 

a size-controlled manner to provide distinct grades for specific applications. Having size-

controlled struvite production would help in post-production grading, handling, and 

commercialization of the fertilizers. 

Struvite precipitation modeling studies fall into three major categories: hydrodynamic-

focused models, thermodynamic-focused models, and kinetic-focused models. Most of the work 

completed in this field has covered one of these three mentioned aspects of the process. In 

hydrodynamic-focused models, researchers investigated the hydrodynamic behavior of the 

crystallizers in general. They focused on reactor configurations and studied the different 

parameters affecting the hydrodynamic behavior of reactor such as impeller speed, residence 

time, feed concentration and location, temperature [23,24,33,25–32]. Some studies modeled the 

thermodynamic aspect of the process using in-house codes or commercial thermodynamic 

solvers and investigated the thermodynamic parameters affecting struvite precipitation such as 

struvite solubility, species concentration, pH effect, and saturation state of the solution [34–38]. 

Kinetic-focused models attempted to determine the rate of struvite precipitation, which is the rate 

at which struvite constituent ions (magnesium, ammonium, and phosphate) get consumed to 

produce struvite. Such modeling can predict the variation of crystal size with time and/or 

optimized residence time and reactor volume. The predicted size can be regarded as the final 

struvite crystal size for a given time in a reactor volume. Some researchers suggested first-order 

kinetics and second-order kinetics for struvite precipitation [8,39–47]. One drawback of these 

proposed kinetic rates is that the nucleation and growth effect cannot be differentiated from the 

kinetic model and has an unknown combinational effect on growth and nucleation. In other 

studies, researchers investigated the precipitation kinetics based on an assumed growth rate or in 
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a few cases, nucleation and/or aggregation rate as a function of supersaturation state of the 

solution and reported order-dependency of the equation [20,22,48–53]. 

Few researchers have presented a holistic model that covers more than one aspect of the 

process and predicts crystal size distribution. Since crystal size is an important parameter in 

controlling the quality of produced struvite, the proposed model should accurately predict it. Ali 

and Schneider [20] estimated the crystal growth rate considering the thermodynamic aspect and 

power relation between growth rate, supersaturation index, and supersaturation ratio. By using 

their estimated coefficients, they predicted average particle size within a 10% margin of error, 

which is an acceptable level of prediction. Their work has limitations including assumption of a 

vigorous mixing in the system, which was deemed enough to overlook the hydrodynamic effect 

on the outcome and a lack of size distribution prediction. Hanhoun et al. [22] proposed kinetic 

rates for growth and nucleation using a population balance-based model coupled with a 

thermodynamic model. They predicted crystal size distribution (CSD) using a reconstruction 

model, which involved Laplace transformation of the number density function describing the 

CSD in a one-dimensional batch crystallization model [22,54,55]. The results, obtained by 

comparison between the crystal size produced during experiments (analyzed by laser 

granulometry and morphometry) and the values obtained by the numerical method of 

reconstruction of size distribution, show an under-prediction of the CSD with a significant 

percentage of error. The main limitations of this study are the ignoring of hydrodynamics in the 

process, overlooking of aggregation and breakage, and observation of a high degree of numerical 

deviations in the results. Galbraith and Schneider [56] developed a process model incorporating 

solution thermodynamics, nucleation, growth and aggregation mechanisms, and a population 

balance model (PBM) to simulate struvite precipitation. A series of experiments carried out by 
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Galbraith et al. [52], yielded an ensemble data set and this data set was used to regress the 

model’s kinetic parameters for nucleation, crystal growth, and aggregation. A key limitation of 

this study was the uncertainty of the distribution of particles originating from the limitation of 

the experimental method. However, the limitation of the data obtained for parameter estimation 

was not essentially a limitation of the proposed model framework [52].  Rahaman et al. [17] 

presented a comprehensive mathematical model for a fluidized bed crystallizer including aspects 

of thermodynamics, precipitation kinetics, and reactor hydrodynamics in one model. Their 

results predicted removal efficiencies of constituent ions in an acceptable level of agreement 

with the experimental data. The model predicted the removal efficiencies of phosphate, 

ammonium, and magnesium with a maximum deviation of 9%, 3%, and 10%, respectively, when 

compared to the experimental observations [17]. They also predicted the average size of 

produced struvite crystals in the reactor. The study compared the average size of produced 

struvite crystals, obtained from model prediction, to that obtained from experiments and 

observed a 20-30% deviation in the model predicted values. Lack of size distribution prediction 

was a significant drawback for this work. Galbraith et al. [52] estimated the kinetic rate 

coefficient values for nucleation, growth, and aggregation rate using a data set generated from 14 

batch experiments. Their model covers solution thermodynamics and particle development 

tracking through the application of a PBM. They predicted the time varying CSD by employing 

estimated kinetics rates. Prediction of size distribution within a 20-30% error range, as well as 

predicting the most common size at every time interval are important achievements of their 

work. Avoidance of the complexity of hydrodynamic effects by reducing their impact is the main 

limitation of their study. 
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A review of struvite precipitation literature shows the lack of a general model that 

presents particle size distribution of struvite by including all of the aspects mentioned above (i.e., 

hydrodynamic, thermodynamic, and kinetic) in one model. This study developed a 3-dimensional 

(3-D) computational fluid dynamics (CFD) model that integrates the kinetic rate resulting from 

the population balance equation with flow hydrodynamic and solution thermodynamic equations 

and predicts the variation of struvite particle size distribution over time for the first time. 

Development of such a holistic model may better enable design of efficient reactors and selection 

of operational parameters in reactors for the production of struvite crystals within a particular 

size range for use as commercial fertilizer. 

2. Experimental Methodology 

2.1 Solution Thermodynamics  

Precipitation of Magnesium Ammonium Phosphate (MAP) hexahydrate 

(MgNH4PO4. 6H2O), commonly known as struvite, occurs via the following simplified chemical 

reaction: 

Mg2+ + NH4
+ + PO4

3− + 6H2O → MgNH4PO4. 6H2O                               (1) 

Critically, supersaturation of the solution is the key to struvite precipitation. This parameter 

depends on solution pH and total elemental composition of reactive species. As multiple ions are 

involved in supersaturation in struvite case, defining solute concentration can be complex. To 

overcome this issue and to have a parameter to describe the state of supersaturation, solute 

concentration is defined in terms of the ion activity product (IAP), as detailed in the following 

equation:  
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IAP = {Mg2+}{NH4
+}{PO4

3−}                                                                                                                    (2) 

Where {𝐶𝑖} represents the ion activity of ion 𝐶𝑖. 

By defining IAP, the degree of supersaturation as described with the supersaturation index (SI) is 

as follows: 

SI =  log (IAP
Ksp

⁄ )                                                                                                                                      (3) 

Where Ksp is the solubility product which shows the equilibrium state.  

Therefore, when the IAP is less than Ksp, the solution is unsaturated and when IAP is more than 

Ksp, the system is supersaturated and nucleation or/and growth can occur. Over time, the system 

will ultimately return to an equilibrium state from a supersaturated state. The equilibrium 

solubility product used in this work is Ksp = 13.26 [34] fixed at 25º C and atmospheric pressure.   

Estimation of IAP for struvite has been made from the total initial molar concentrations 

of magnesium, nitrogen, phosphorus, and calculated equilibrium pH from charge balance. For 

this calculation, these species must be considered [17]: MgPO4
−, MgHPO4, MgH2PO4

+, Mg2+, 

MgOH+, H3PO4, H2PO4
−, HPO4

2−, PO4
3−, NH4

+, H+, OH−, and NH3(aq). The corresponding 

equilibrium equations as well as thermodynamic constant values for these ions and complexes 

are provided in Table 1: 

Table 1. Equilibrium constant for complexes 

Equilibrium pK (25°C) Reference 

[Mg2+][PO4
3−]/[MgPO4

−] 4.92 [57]  
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Equilibrium pK (25°C) Reference 

[Mg2+][H2PO4
−]/[MgH2PO4

+] 0.45 [58]  

[Mg2+][ HPO4
3−]/[MgHPO4] 2.9 [59]  

[ Mg2+][OH−]/[MgOH+] 2.56 [58] 

[H+][H2PO4
−]/[H3PO4] 2.15 [60]  

[H+][HPO4
2−]/[H2PO4

−] 7.198 [60] 

[H+][PO4
3−]/[HPO4

2−] 12.375 [60] 

[NH3][H+]/[NH4
+] 9.3 [61]  

[H+][OH−]/[H2O] 13.997 [60] 

 

Since analytical determination of magnesium, ammonia, and phosphate provide the total 

concentration of these species in solution, it is necessary to calculate ion activity by utilizing the 

appropriate activity coefficient and dissociation constants. The activity coefficient can be 

determined using a variety of empirical equations. Here, the Davies equation has been used to 

calculate the activity coefficient, since it is capable of performing activity calculations for higher 

ionic strengths [62]: 

− log γi = AZi
2 [

I
1

2⁄

1+I
1

2⁄
] − 0.3I                                                                                (4) 

Where γi is the activity of solution, Zi is the valency of corresponding elements, and A is the 

Debye-Huckel constant, which has a value of 0.509 at 25°C [62]. 

 I is the bulk fluid ionic strength which can be calculated by the following defined 

relation, based on ionic concentration, Ci and respective charge, Zi for all ions: 
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I =
1

2
∑ CiZi

2                                                                                                                            (5) 

Solving the above equations must be done with a numerical approach due to their complexity 

and non-linearity. In this work, a commercial spreadsheet software (Microsoft Excel 2003) was 

used to solve all of the equilibrium equations and constants in Table 1 along with the equations 

(1) to (5), based on iterative calculations for a given pH or SI. A Microsoft Visual Basic code 

was used in the Excel platform to perform the iterative calculation. This approach was previously 

used in Rahaman [63]. 

Considering struvite as a salt, the solubility at a given temperature depends on two major 

factors: species concentration and solution pH. The thermodynamic model results for minimum 

solubility pH in different initial concentrations verified by Olinger’ solubility data [64] are 

presented in Figure 1. Together with the maximum threshold pH for the beginning of 

spontaneous nucleation of struvite derived from a series of experiments conducted by Ali and 

Schneider [65], Figure 1 is showing three zones for precipitation of struvite: (1) Unsaturated 

zone: crystals dissolve when added to the solution, and therefore, precipitation is impossible, (2) 

Metastable zone: the solution is saturated, and crystal growth can occur by seed addition, but the 

amount of Gibbs free energy is not enough for appreciable nucleation. However, nucleation 

depends on time and provided sufficient time, some nucleation might occur in this zone. 

Therefore, the growth phenomenon is predominant in this zone and (3) Labile zone or unstable 

zone: the solute concentration exceeds the equilibrium value considerably, and spontaneous 

nucleation can occur. Crystal growth can be rapid in this region. 
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Figure 1. Determination of different saturation state zones for Struvite. Minimum struvite 

solubility () is collected from Ohlinger et al. [64] and threshold pH for spontaneous 

nucleation (––) is collected from Ali and Schneider [65]. 

The middle zone (zone between the red line and dashed line, in Figure 1) shows the 

operating zone for precipitation. The pH range between the minimum and maximum limit shows 

the metastable zone. Crystallization initiated by seed addition to the metastable zone is 

heterogeneous [65]. 

In this study, the initial molar concentration of species and solution pH were chosen in 

such a way that the initial state of solution stayed in the metastable zone. Precipitation occurring 

in this zone means that crystal growth is the dominant mechanism [48]. Also choosing the lowest 

possible pH in this zone will hinder crystal aggregation, as it has been reported that with 

increasing supersaturation, crystals are more adhesive and, accordingly, there is a higher chance 
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of crystal aggregation [66]. This approach assumes that mass transfer between the liquid phase 

and solid phase, which appears as a change in crystal size, occurs due to the growth of initial 

seeds while other phenomena, such as nucleation, have minimal effect. 

2.2 Experimental Setup 

The experimental work aims to determine the crystal size distribution at different time 

intervals. Batch experiments were performed, as this is easier in regards to parameter control. In 

a set of batch experiments, where distinct experiments are carried out, it is easier to control 

parameters such as temperature and pH during each experiment run. The experiments were 

carried out in a 1-L glass reactor with a round bottom (radius 142.5 mm), baffled with four 

removable, equidistant stainless steel baffles. Use of baffles improves the fluid mixing, avoids 

the creation of a dead zone occurring in the reactor, and also helps create a quick dynamic pH 

response. The reactor was well mixed with a Rushton impeller, rotating at a constant speed of 

100 rpm in all experiments. The well-mixed reactor (BIO FLO 110, New Brunswick Scientific 

Co., Inc., Edison, NJ, USA) used in this study had inbuilt mechanisms for measuring the pH in 

the system and for keeping the temperature constant in the system. The BIO FLO 110 reactor’s 

power requirements are 115 Volts, 50-60 Hertz, 20 VA. In this study, a synthetic solution 

containing the constituent elements of struvite was used. The reagents used in the preparation of 

the synthetic solution were Sigma ACS reagent grade NH4H2PO4 and MgCl2.6H2O, and Milli-Q 

deionized (DI) water. Also, 0.5 M NaOH solution was used to adjust the pH. The temperature 

was held at 25ºC in all experiments. 
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2.3 Experimental Procedure 

Different initial values of SI were selected in the experiments to keep the initial state of 

the batch reactor in the metastable zone to limit nucleation. First, the constituent ions were 

prepared by dissolving 0.005 M of Mg, N, and P in 1 L DI water. Through adjusting the pH by 

addition of 0.5 M NaOH, different initial pH and SI values were obtained, and a pH of 8 with 

corresponding SI value of 0.93 were chosen for the main experiment. For each experiment, the 

seed was prepared as described in section 2.5.  

 Samples of the crystals produced during the experiment had to be taken at different times 

to analyze the CSD. Having proper agitation in the reactor assures that each sample CSD is 

representative of the reactor. A pipette with an inlet diameter of 3 mm, which is very large 

considering the size range of the crystals measured in this study (10 – 120 μm), was used for 

sampling. A consistent and accurate sample volume (50 ml) was collected each time. For 

sampling during an experiment, the pipette tip was inserted to about mid-depth in the reactor and 

careful balance was maintained during the sampling to not touch the impeller blades or agitate 

the sample with the pipette tip. The present study did not perform any assessment on the 

variability of samples originating from the sampling methodology used. A particle size analyzer 

(PSA) was used to analyze each sample immediately after removal from the reactor. Non-return 

of the samples to the reactor did lead to a decrease in reactor volume, especially towards the end 

of experiment. Still, no samples were returned to the reactor as the entire experiment is a 

dynamic process, which involves continuous growth of crystals. Returning the sample to the 

reactor would have introduced some crystals that stayed outside the reactor in a different growth 

conditions and thus may have interfered with the representative CSD evaluation. In order to 
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avoid such interference and measure the CSD in this dynamic process at different time intervals, 

the samples were not returned in the reactor after collection for particle size analysis. 

2.4 Measurements 

A laser scattering particle size distribution analyzer form HORIBA (Model partica LA-

950V2, Japan) was used to measure the crystal size distributions. The laser scattering PSA 

initially measures volume-based fractions in solution and then calculates number-based 

distribution of particles using the manufacturer’s software. Use of a laser scattering particle size 

analyzer may lead to large errors, especially on the small end of size range, due to lack of 

resolution in analysis.  The detection range of this machine ranges from 10 nm to 3 mm, which 

covers the expected particle size range in this work. Also, the lower range of measurement may 

not be valid for experimental conditions in case nuclei formation takes place. pH measurement 

was performed by a Mettler Toledo pH probe (Model 405-DPAS-SC-K8S/225, USA).  

2.5 Seed Preparation 

As the initial solution is in the metastable zone, the experiments were seeded to limit 

primary nucleation. To uniformly disperse seeds, wet seeding was chosen. To prepare the seed, 

0.005 mol of NH4H2PO4 and MgCl2.6H2O were dissolved in 1L DI water and the whole system 

was stirred with a magnetic stirrer. Then, 0.5 M NaOH was added to raise the pH until the first 

precipitation of crystals was detected visually. The NaOH was incrementally added and a final 

volume of about 3-4 ml was added in different trials to visually observe precipitation. Then the 

solution was filtered and the crystals were dried overnight in a glass desiccator at room 

temperature (22±2 oC) in order to measure the distribution of seed crystal size, which shows the 

initial size distribution of particles, 4 random samples were collected from the dried seed stock 



  

 18 

and then dispersed in 4 tubes containing DI water with a pH of 8.5. The pH of the DI water was 

kept alkaline (pH 8.5) to avoid any dissolution of struvite crystal in solution. The seed had a 

solid concentration of 3 g/L and was sonicated for 5 min to make sure that no substantial 

aggregation between the seed particles took place and was reflected in the CSD measurement. 

The Branson Digital Sonifier 450 (Branson Ultrasonic Corp., Danbury, CT, USA) was used to 

sonicate the solution. The power output of the sonifier is up to 400 watts at 100% amplitude. In 

this study, the solution was sonicated at 70% amplitude for 5 min. Although the present study did 

not perform any parametric studies to assess influence of sonication time on aggregation between 

seed particles, the impact of the 5 min of sonication was assumed to be sufficient to prevent 

significant aggregation between the seed particles. CSD measurement was performed for all four 

of the random samples and the average was chosen as the initial size distribution for seed. Figure 

2 shows the CSD results for four samples and the average chosen as the initial size distribution 

for seed. 



  

 19 

 

Figure 2. Number-based initial crystal size distribution (CSD) of seeds, (a) 4 random 

samples and (b) average initial CSD used in the CFD model 

3. CFD Modeling  

3.1 Mathematical Modeling and Governing Equations 

The mathematical model of liquid-solid flow was developed via the 3D Eulerian 

multiphase approach. In the Eulerian approach, the two phases are considered mathematically as 

interpenetrating continua. As the two phases occupy separate volumes in the same 3-D space, the 

concept of volume fraction is valid, and these two sets of equations are closed by constitutive 

relations or by the application of kinetic theory. 
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Continuity Equation 

Most of the processes taking place in a stirred tank reactor are under a turbulent regime. 

Therefore, the Reynolds averaged mass and momentum equations must be considered. The 

continuity equation for each phase is as follows: 

a) For liquid phase: 

∂

∂t
(ρlαl) + ∇. (ρlαlU⃗⃗⃗l) = 0                                                                                                 (6) 

  b) For solid phase: 

∂

∂t
(ρsαs) + ∇. (ρsαsU⃗⃗⃗s) = 0                                                                                              (7) 

Where 𝛼𝑙 is the volume fraction of liquid phase, 𝛼𝑠 is the volume fraction of solid phase, 𝜌 is the 

density, and 𝑈⃗⃗⃗ is the velocity vector. 

The liquid phase 𝑙 and solid phase 𝑠 are assumed to share the whole space in proportion to their 

volume such that sum of their volume fractions is equal to one: 

αl + αs = 1                                                                                                                            (8) 

Momentum equation 

The momentum conservation equation for each phase is written as: 

a) For liquid phase: 

∂

∂t
(ρlαlU⃗⃗⃗l) + ∇. (ρlαlU⃗⃗⃗lU⃗⃗⃗l) = αl∇p + ∇. τ̿effl

+ R⃗⃗⃗l + F⃗⃗l + ρlαlg⃗⃗                              (9) 
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b) For solid phase: 

∂

∂t
(ρsαsU⃗⃗⃗s) + ∇. (ρsαsU⃗⃗⃗sU⃗⃗⃗s) = αs∇p + ∇. τ̿effs

+ R⃗⃗⃗s + F⃗⃗s + ρsαsg⃗⃗                     (10) 

Where p is the pressure shared by the two phases and R⃗⃗⃗i represents the interphase momentum 

exchange terms. The interphase momentum transfer is due to interfacial forces acting and 

interactions between water and solid particles.  

The term F⃗⃗i represents the centrifugal force and Coriolis acceleration force term applied rotation 

and is written as: 

Fi
⃗⃗ ⃗ = −2αiρiN⃗⃗⃗ × Ui

⃗⃗ ⃗⃗ −  αiρiN⃗⃗⃗  × (N⃗⃗⃗ × r⃗)                                                                             

(11) 

The Reynolds stress tensor 𝜏𝑒̿𝑓𝑓𝑖
 is based on the mean velocity gradients using the Boussinesq 

hypothesis: 

τ̿effi
= αi(μlam,i +  μt,i)(∇Ui

⃗⃗ ⃗⃗ + ∇U⃗⃗⃗i
T) 

−
2

3
 αi(ρiki + (μlam,i + μt,i)∇ . Ui

⃗⃗ ⃗⃗  )I ̿                                                                            (12) 

Where 𝜇𝑙𝑎𝑚,𝑖is the laminar viscosity of ith phase and 𝜇𝑡,𝑖 is the turbulent viscosity of ith phase. 

Interface momentum exchange 

The two phases interact through momentum transfer term [equations (9) and (10)]. This 

momentum exchange occurs through interfacial forces acting on liquid and solid. These forces- 

considered as sources or sinks in the momentum equation-must be formulated separately. 
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In this work a simple form of interaction has been used to solve the interphase force:  

∑ Rji
⃗⃗⃗⃗⃗⃗n

j=1 = ∑ Kji (vi⃗⃗⃗ ⃗ −  vj⃗⃗⃗ ⃗)n
i=1                                                                                            (13) 

Where 𝑣𝑖⃗⃗⃗⃗⃗ and 𝑣𝑗⃗⃗⃗ ⃗ are the phase velocities and 𝐾𝑗𝑖 =  𝐾𝑖𝑗is the interphase momentum exchange 

coefficient, which can be written in the following equation: 

Kji =
αiαjρj f

τj
                                                                                                                         (14) 

Where 𝜏𝑗 is particulate relaxation time defined as: 

τj =
ρj dj

2

18μi
                                                                                                                               (15) 

Where 𝑑𝑗is the diameter of solid particles. 

And f is the drag function, which contains the drag coefficient C𝐷. There are different drag 

models used throughout the literature and the difference between them relies on the difference 

between the ways they are calculating this f function. Between different drag models, Syamlal-

O’Brien offers more accurate results in this type of study as compared to the other methods [67]. 

The Syamlal-O’Brien model: 

f =
CDResαl

24vr,s
2                                                                                                                            (16) 

Drag coefficient derived by Dalla Valla: 

CD = ( 0.63 +  
4.8

√Res vr,s⁄
) 2                                                                                               (17) 
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In this model, based on measurements of the terminal velocities of particles in settling or 

fluidized beds, the relative Reynolds number can be derived, which has a correlation with 

volume fraction: 

Res =
ρlds|vs⃗⃗⃗⃗⃗−vl⃗⃗ ⃗⃗ |

μl
                                                                                                                  (18) 

Where 𝑙 is for the liquid phase, 𝑠 is for the solid phase, and 𝑑𝑠is the diameter of the solid phase 

particles. 

Turbulence modeling – RNG k - ɛ model 

In this work, the renormalized group k-ɛ model was used. For the continuous phase—

liquid phase in this study—the RNG k-ɛ model was used and the governing equations are written 

as below: 

∂

∂t
(ρmk) + ∇ . (ρmvm ⃗⃗⃗⃗ ⃗⃗⃗k) =  ∇ . (

μt,m

σk
∇k) +  Gk,m − ρmε                                        (19) 

∂

∂t
(ρmε) + ∇ . (ρmvm ⃗⃗⃗⃗ ⃗⃗⃗ε) =  ∇ . (

μt,m

σε
∇ε) + C1εGk,m − C2ερmε                              (20) 

Where 𝐺𝑘,𝑚 is generation of turbulent kinetic energy due to the mean velocity gradients. The 

effective turbulent transport varies with the effective Reynolds number (or eddy scale) allowing 

the model to better handle low-Reynolds number and near-wall flows. In the high-Reynolds 

number, as used this work, turbulence viscosity of the ith phase calculated form

μt,m = ρmCμ
k2

ε
                                                                                                                    (21) 
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Where 𝐶𝜇 is constant. Other fundamental turbulent flows model constant values have been 

determined from previous experiments. The most widely accepted standard values for these 

constants are as follows [67]: 

C1ε = 1.44 , C2ε = 1.92 , Cμ = 0.09 , σk = 1.0 , σε = 1.3 

Species transport equation 

The conservation equation for the ith species is 

∂

∂t
(ρYi) + ∇ . (ρVkYi) =  ∇ . (ρDm +

Dt

Sct
) ∇Yi + Ri + Si                                            (22) 

Where 𝑌𝑖 is the ith species mass fraction, 𝑆𝑐𝑡 is turbulent Schmidt number, 𝐷𝑡 is the turbulent 

diffusivity, 𝐷𝑚 is molecular diffusion, 𝑅𝑖 is the rate of species i production by chemical reaction, 

and 𝑆𝑖 is the rate of addition by any extra sources. The default 𝑆𝑐𝑡 number is 0.7 [68]. 

Population balance equations 

The population balance equation (PBE) provides a simple form of population continuity 

for any phenomena. It can be derived as a balance for particles in a physical space. The general 

form of PBE is defined as: 

∂

∂t
[n(V, t)] + ∇. [u⃗⃗n(V, t)] =  Bagr − Dagr + Bbrk − Dbrk                                     (23) 

Where 𝐷𝑎𝑔𝑟 and 𝐵𝑎𝑔𝑟 are death rate and birth rate of particles, respectively, of volume 𝑉 due to 

aggregation, while 𝐷𝑏𝑟𝑘 and 𝐵𝑏𝑟𝑘 represent the death rate and birth rate of particles of volume V 

due to breakage, respectively. Aggregation rate and breakage rate are defined as follows: 

Bagr =
1

2
∫ a

V

0
(V − V′, V′)n(V − V′)n( V′)dV′                                                           (24) 
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Dagr = ∫ a
∞

0
(V, V′)n(V)n( V′)dV′                                                                                (25) 

Bbrk = ∫ vg
Ωv

(V′)β (V|V′)n( V′)dV′                                                                   (26) 

Dbrk = g(V)n(V)                                                                                                               (27) 

As 𝐷𝑎𝑔𝑟 and 𝐵𝑎𝑔𝑟  describes the aggregation rate and 𝐷𝑏𝑟𝑘 and 𝐵𝑏𝑟𝑘 describes the breakage rate. 

To link population balance modeling of the secondary phase with fluid dynamics, Sauter mean 

diameter (d32) will be calculated by the ANSYS Fluent and used to represent the particle 

diameter of the solid (secondary phase) in each calculation step. Sauter mean diameter can be 

obtained from:  

d32 =
∑ nidi

3

∑ nidi
2                                                                                                                          (28) 

Which illustrates the diameter of a sphere in a collection of equisized spherical objects that has 

the same “volume/surface area” ratio as the collection of polysized particles in the system. In 

this work, for solving the PBE the discretized method, also known as the method of classes or 

sectional method, which was developed by Ramkrishna [69], Hounslow et al. [70] and Lister et 

al. [71], is implemented. In this method, the continuous particle population is discretized into a 

finite number of size intervals or bins. Although this approach has the advantage of computing 

particle size distribution directly, it requires a priori knowledge of the bin sizes and may need a 

large number of classes to cover the whole range of particle sizes. The size intervals or bins were 

fixed on the basis of experimental size ranges obtained from the PSA. The PSA provided us CSD 

on the basis of different size ranges. We selected 25 size ranges, which encompass all the 

experimental CSD observations in this study. 25 size classes—the exact same sizes as reported 
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by PSA—have been applied to the model through a probability density function (PDF) file to 

cover the entire potential range of particle sizes. 

Growth rate  

Crystal growth rate can be described as a function of the solution supersaturation index SI 

(defined earlier) as follows: 

G(t) = dl
dt⁄ = kg SIn                                                                                                    (29) 

Where kg and n are the kinetic coefficients. The difference in solubility of the various faces of a 

single crystal, or of different size particles of the same material, are not large enough to influence 

crystal growth unless the crystals are less than 1 μm [72]. Therefore, we assumed that the struvite 

crystals suspended in the solution grow at a similar rate. In this work, as explained earlier, the 

initial solution was prepared in a way that the solution was in the metastable zone so that 

crystallization was not governed by nucleation. Therefore, the kinetic model has been selected 

based on the assumption that nucleation and aggregation are negligible and a growth rate was 

used. The values of the coefficients (kg and n) were taken from the average of the ranges as 

reported by Ali and Schneider [20]. The exact values of kg and n used in this study were 48 μm/h 

and 1.66, respectively, and the growth rate was added into the simulation through User Defined 

Function (UDF). 

3.2 Solution Domain, Mesh and Boundary Conditions 

The same reactor, as used in the experiment, was modeled in simulation. The reactor was 

built of glass and had a diameter of 124 mm and a height of 90 mm. The bottom radius of the 

reactor is 142.5 mm. A standard six-blade Rushton turbine impeller agitated the reactor. The 
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clearance between the centrally located impeller and the bottom of reactor was held at 35 mm. 

Further geometric details are provided in Figure 3.   

 

Figure 3. Schematic views of the reactor geometry and impeller used for this study 

 No slip wall boundaries were set to all walls. For the reactor upper surface, pressure 

outlet was assumed as fixed to the local atmosphere. As it is important in such modeling to 

employ an adequate number of computational cells, the geometry divided into more than 2 × 105 

3-D tetrahedral computation discrete control volumes or cells by the commercial grid generation 

tool, ANSYS Workbench v.17.1. To assure that the results were independent of the mesh size, 

four different tetrahedral grid configurations were chosen to check mesh independency. Also, in 

order to capture the complex flow behavior around both the impeller tip and at the baffle edges, a 

refinement factor was used in these regions. The difference between these four grids resulted 

from the grid size and the refinement factor used, as seen in Table 2. 
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3.3 Method of Solution 

Modeling the impeller rotation is complex as there is relative motion between the 

stationary baffles and rotating impeller blades. The two most common approaches for this type 

of modeling are the Multiple Reference Frame (MRF) and Sliding Mesh (SM) models. In these 

models, the solution domain is divided into two main regions: (1) Rotor: inner region containing 

the rotating impeller and (2) Stator: outer region containing the stationary baffles and vessel 

walls. For the MRF model, steady-state calculations are performed with a rotating frame of 

reference in the impeller region and a stationary frame of reference in the outer region. For the 

SM model, the impeller region slides relative to the outer region in discrete time steps and time-

dependent calculations are performed using implicit or explicit interpolation of data at 

consecutive time-points. Although the SM method is more accurate for the modeling of actual 

phenomenon such as impeller rotation as it is time dependent, it is computationally demanding. 

In this work, the MRF method was used and the MRF zone was created around the Rushton 

blades and the shaft as shown in Figure 4. 
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Figure 4. 3D Schematic view of the reactor domains (a) computational grids employed, (b) 

MRF zones and selected points for mesh independency check. The selected points for mesh 

independency check are (1) a point near the top of one stationary baffle in the stator zone, 

(2) a point on the middle-outside edge of a rotating blade of the impeller in the rotor zone, 

(3) a point on the bottom wall of the reactor below the impeller in the stator zone.  

In this work, all computational work was performed in double precision mode using the 

commercially available CFD code package, ANSYS Fluent v.17.1. The pressure-based solver is 

used to numerically solve the continuity and momentum equations for velocity and pressure 

fields. A coupled SIMPLE scheme was chosen for the pressure-velocity coupling method. This 

algorithm uses a relationship between velocity and pressure correction to enforce conservation of 

continuity and to attain the required pressure field. All governing equations, described earlier, 

were discretized by ANSYS Fluent software using the finite volume approach with a First-Order 

upwind discretization scheme. Then, an Eulerian multiphase method implemented in the 

software was applied. Liquid phase was considered the continuous phase (primary phase) and the 
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solid was considered the dispersed phase (secondary phase). The time step size used in the model 

was initially 0.001s and, as the solution converged, the time step size was gradually increased to 

0.01s to save computational time. The total computational time was about 8 weeks for simulation 

of 60 minutes (3600 seconds) of physical time. All calculations were performed with 48 

paralleled processors in the high-performance computing facilities of CalculQuebec and 

ComputeCanada. 

4. Results and Discussion 

4.1 Grid Independence Results 

Four different grid configurations were chosen to understand the influence of mesh 

configuration on the flow prediction. The detailed profile for each grid case and the grid study 

results are presented in Table 2. 

Table 2 Different applied grids and number of cells 

Grid Case No. 1 2 3 4 

Number of cells 1.9×105 2.2×105 3.5×105 4.5×105 

Grid size (mm) 5.5 5 5 4 

Refinement factor 

around baffles 1 1 1 1 

around impeller 1 1 2 2 

Liquid phase velocity at point (1) (m/s) 0.0153 0.0266 0.0282 0.0288 

Liquid phase velocity at point (2) (m/s) 0.233 0.256 0.259 0.260 

Liquid phase velocity at point (3) (m/s) 0.0680 0.0764 0.066 0.0571 
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Average Liquid phase velocity (m/s) 0.0619 0.0623 0.0624 0.0625 

 

The liquid phase velocity at three different points (points 1, 2, and 3) shown in Figure 4 and the 

volume-averaged liquid phase velocity over the whole domain were chosen to study the grid 

sensitivity of the model. As the differences between numerical results in grid case no. 2, 3 and 4 

were not very high in most cases when compared to the same differences observed with grid case 

no. 1; grid case no. 2 was chosen for the simulation in this study as it runs faster.  

4.2 Flow Pattern Prediction Validation  

For any CFD simulation, it is desirable to validate the CFD prediction of the flow field 

before commencing any further steps. In this work, this validation was performed by 

experimental results of other researchers.  Geometry-independent parameters such as impeller 

power number, overall flow pattern, and velocity magnitude distribution were chosen as 

parameters to validate the hydrodynamic behavior of the CFD model. 

Impeller power number validation 

The impeller power number Np has been commonly used to check the validity of CFD 

simulation of single phase flow in stirred tanks [73–75]. In this work, simulation was conducted 

for both single phase flow (water) and multiphase flow (mixture) as a validation technique for 

multi-phase flow, and power results were compared with experimental values reported by 

Rushton et al. [76]. Power numbers were calculated from the model prediction torque for a wide 

range of Reynolds numbers, from laminar to turbulent flow regimes, and based on the following 

equations: 
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Re =
ρNDI

2

μ
                                                                                                           (30) 

Where 𝜌 is the density (kg/m3), 𝜇 is viscosity (kg/m.s), 𝐷𝐼 is the tip-to-tip impeller diameter and 

𝑁 is the impeller speed (𝑆−1). 

P i(W) = 2πN(s−1)M (Nm)                                                                                                       

(31) 

Where, P i is the power needed for rotating the impeller (W), N is the speed of rotation (s−1) and 

M is the torque (Nm). The power numbers were then calculated as dimensionless numbers to 

generalize power factor for any case as follows: 

𝑁𝑝 =
P i (W)

ρ (kgm−3) N (s−1)3 D(m)5 
                                                                        (32) 

Where ρ is the fluid density (kgm−3) and D is impeller diameter (m). It should be pointed out 

that for Reynolds number less than 10, equation (32) is not valid. 

To cover a complete range of fluid regimes, the simulation starts with Reynolds number 

= 10 and a corresponding speed of 0.2 rpm. The other Reynolds numbers were simulated, by 

changing the speed of agitation. Reynolds numbers of 10, 100, 200, 1000, 5000, 10000, 25000, 

and 50000 were simulated. For the turbulent regime, the RNG k-ε model was chosen, as it is 

used for further steps, and for Reynolds numbers lower than 200, laminar flow was chosen since 

Reynold number = 200 is the boundary of laminar flow in stirred tanks with Rushton impellers 

[77]. The results for this comparison are shown in Figure 5. 
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Figure 5. Comparison of experimental and CFD model (single phase and multiphase) 

predicted impeller power number with experimental data provided by Rushton et al. [76]. 

As is apparent, the model prediction for single phase flow is in agreement with the 

Rushton et al. [76] experimental data. In this study, the single phase and multiphase simulation 

results were obtained using a round-bottomed reactor. The reactor had a rounded bottom with a 

large radius (142.5 mm) as compared to the height and diameter of the reactor. As a result, the 

height of the bottom-curved part (15.3 mm) was not very large as compared to the overall height 

of the reactor (90 mm). It can be hypothesized, though not determined here, that the impact of a 

large-radius curved bottom, which constituted a small part of the total reactor height, offered 

minute deviations in power number prediction for different Re number when compared to the 

results obtained with a flat bottom reactor by Rushton et al [75]. In addition to this, errors in 

extraction of numerical data from a graph in the original Rushton et al. [75] paper, using a web-
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based plot digitizer, may have led to some errors in the plotting of the solid line in Figure 5. 

Since both these axes are in logarithmic scale, a small deviation might result in more agreement 

to the predicted data obtained in this study. Nevertheless, the predicted data showed similar 

trends to those observed by Rushton et al. [75]. Similar results obtained for multiphase flow 

show satisfactory agreement with the single-phase results, as well as experimental data. This 

correspondence in the single phase and multiphase flow results was expected since the solid 

volume fraction in this work is in the range of 10-5. Although in the present study a two-phase 

system was modeled due to the presence of a solid fraction and a liquid fraction in the reactor, it 

can be argued that a single-phase model could have also sufficed for similar result output under 

such solid volume fraction scenario. The highest percentage of deviation (~17%) occurred at Re 

= 10. A possible reason for this discrepancy is the effect of baffles used for development of 

mixing conditions which can disturb the laminar flow regime in Reynolds number = 10. 

Overall Flow Pattern 

An assessment for the accuracy of the CFD model in predicting flow field could be 

conducted by comparing the velocity vector configuration with the laser Doppler velocimetry 

(LDV) results of previous studies. Costes and Couderc [78] investigated the hydrodynamic 

characteristics of the flow induced by a standard Rushton impeller. They reported mean 

velocities in two vertical planes; the median plane between two baffles (θ = 45°) and the plane 

of the baffles (θ = 0°). Figure 6 (E1/CFD1 and E2/CFD2) shows the CFD model velocity 

prediction in comparison with Costes and Couderc [78] results in the plane of baffles and in a 

median plane between two baffles, respectively. 

The circulation pattern of the flow is correctly reproduced. The position of the 

recirculation centers is in accordance with the experimental results, showing that as we expected, 
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Rushton turbine is a radial flow type of impeller, as the axial velocity components are almost 

vertical at the top of the blades. Also, the intensity and direction of the radial flow jets from 

impeller tip toward the reactor walls were also correctly predicted. 

 It is important to note that the flow pattern and recirculation arrangement are quite 

independent of the stirrer speed and of the size of the reactor as reported by Costes and Couderc 

[78] and also the qualitative nature of the multiphase flow field around the impeller and shape of 

the flow jet is similar to that of single phase flow, especially for low solid concentration as 

investigated by Wadnerkar et al. [79]. 

Another parameter, which a CFD model should be able to predict, is the velocity 

magnitude distribution in a stirred tank. Here, the contour for the velocity is shown in Figure 7, 

which presents the velocity profile as predicted by the CFD model.  As expected, velocity 

magnitude decreases according to the increased radius and the highest magnitude velocity occurs 

at the impeller tip. Contour plots of the solid volume fraction in the reactor (at minute 60) on a 

vertical symmetry plane and three different horizontal planes located at 20 mm, 50 mm, and 80 

mm from the bottom of the reactor are shown in Figure S1 (Supporting Information). It can be 

observed that, for most part, the inhomogeneity in the solid phase volume fraction of the reactor 

fell within a narrow range between 3.90x10-5 to 4.55x10-5. Larger solid phase volume fractions 

were present in the zone below the rotating impeller (Figure S1) due to the low velocity in that 

region. The initial overall solid volume fraction of the dispersed phase was 1.47x10-5 when the 

seed crystals were introduced to the reactor. At the end of 60 min, the solid volume fraction of 

the dispersed phase increased by about three times to 4.32x10-5. 
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Figure 6. Comparison of experimental results by Costes and Couderc [78] flow pattern 

with flow pattern prediction obtained by the CFD model at (E1 and CFD1) vertical plane 

containing a baffle (θ=0°) and (E2 and CFD2) a vertical plane between baffles (θ=45°)  
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Figure 7. Velocity contours on (a) a horizontal plane at the middle of impeller (b) a vertical 

symmetry plane 

4.3 Crystal Size Distribution (CSD) Variation by Time 

CSD was experimentally measured at a number of time intervals: after 3, 10, 20, 30, 40, 

50 and 60 min from starting the precipitation (seeding) and the results were compared with the 

model CSD output in Figure 8. 
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Figure 8. Experimental averaged (◇) and CFD model predicted (——) number fraction 

based particle size distribution at time = 0 (Seed), 3, 10, 20, 30, 40, 50, and 60 min. 

As was demonstrated, the results predicted by the model closely follow the same pattern 

as the experimental values. In 0 min (Seed) distribution figure, a small discrepancy between 

model prediction and experimental measurements was observed. This disagreement can be 

explained as follows: for the initial distribution of particles (or seed size distribution), the 

software is limited to “volume-based distribution”, which was measured by the particle size 

analyzer. As mentioned earlier, use of the laser scattering particle size analyzer (which initially 

measures volume-based distribution and then calculates number-based distribution using a 
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software) may lead to large errors, especially at the lower end of the size range. It is worth 

pointing out that this numerical error will add on and become part of the errors in the CSD 

results obtained at later time intervals.  

While the magnitudes of the crystal size distribution fractions do not match the 

experimental results in every case, the shape of the model-predicted distributions is very similar 

to the experimental results. Also, the position of the peak in each graph—which shows the 

typical size of crystals at each time interval—is mostly in good agreement with experimental 

data. The model predicted peak-size percent fraction, which shows the typical size of crystals at 

each time interval, revealed a deviation from experimental results of 1.42%, 0.05%, 2.43%, 

14.6%, 11.2%, 11.7%, 13.6%, and 14.2% at 0, 3, 10, 20, 30, 40, 50, and 60 min, respectively. 

These deviances could be a combined contribution of: (a) the uncertainties involved in the 

numerical techniques employed for the coupled CFD-PBM model, and (b) the eccentricities in 

the experimental results. The present study did not evaluate the individual contributions of the 

uncertainties from numerical techniques occurring in the CFD and PBM models. Nonetheless, 

these CSD observations from experimental results and model predictions can be regarded as a 

positive result given the inherent limitations of the numerical techniques in the models and the 

uncertainties incurred when sampling reactor crystals. The magnitudes of percent fractions in 

most of the bins in every time interval are in the reasonable range of experimental error. The 

percent fractions for other sizes in the distribution, obtained from the model, showed 0 – 20% 

deviation from experimental results. The mean (μm), standard deviation (μm), and skewness of 

the model predicted and experimental CSDs after 0, 3, 10, 20, 30, 40, 50 and 60 min are 

provided in Table S1, showing similar trends. As crystal size increases with experimental time, 
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the standard deviation and skewness also increases in the experimental condition due to the 

uncertainties involved in experimental sampling and measurements. 

For most cases, the model over-predicts (up to 14%) the size of the crystals in different 

bins and time intervals, which may be due to the presence of nucleation in the reactor. The 

nucleation mechanism results in creating finer crystals in comparison with the existing grown 

crystals. It can be hypothesized here that overlooking nucleation mechanisms and assuming that 

all the mass transfer resulting from only crystal growth leads to over-prediction of the 

“growth/(growth+nucleation)” ratio in mass transfer; which results in the prediction of larger 

crystal sizes. The present study did not measure the possible contributions of overlooking of 

nucleation mechanism and the effect of other uncertainties (i.e. limitations in model numerical 

calculations and deviations in experimental results) in the observed over-prediction of crystal 

size by the model. 

The experimental data uncertainties (i.e. uncertainties involved in sampling crystals from 

the reactor) and CSD measurement fluctuations might have become more significant as time 

passed. This hypothesis, though not validated in this study, is made from the relatively higher 

degrees of deviations observed in the CSD measurements at times 50 min and 60 min. One 

possible reason for these variations in experimental data, especially at time 50 min and 60 min 

could be due to the use of the laser scattering technique to measuring crystal size distribution in 

the dilute solution. As time passes, and precipitation matures, the solution becomes more 

cloudless (i.e. more transparent) as compared to initial time solution samples. As a result, the 

laser scattering particle size analysis technique offers less certainty.  
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Figure 9 shows the experimental and model predicted average crystal sizes. Since struvite 

crystals are the product of this process, knowing the average size of the product at different time 

intervals is an important parameter to control the process and produce products within desirable 

size range. It can be observed that the averages of the last two experimental measurements (at 50 

min and 60 min) were lower than that of the previous observation (at 40 min). This may be due 

to the fact that there is more chance of breakage of produced crystals during the later stages of 

the experiment. As the particle size increases, it can break due to collision with baffles, 

impellers, and each other. So, the average experimental measurements were lower in the last two 

readings. 

 

Figure 9. Experimental and CFD predicted particle average size - number fraction 

weighted 

 It can be observed that the scatter of the experimental data mostly encompasses the model 

prediction at different times. Although average crystal size is over-predicted in most cases as 
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discussed before, it follows the same pattern as real data and the highest error percentage, of 

about 10%, occurs at time 20 min. 

4.4 Supersaturation state Prediction 

The results of SI variation over time are compared with the values predicted by CFD 

model in Figure 10. To find the SI values at every experimental time interval, pH measurement 

was carried out with extreme care in this study. The total concentration of Mg, N, and P are 

constant in the reactor. With formation of struvite, elemental concentrations will decline in the 

liquid phase and increase in the solid phase. Any change in pH will affect the value of SI. 

Therefore, the value of pH was measured every 5 min from t = 0 (seeding moment) to t = 60 min 

in all experiments. Then the thermodynamic equilibrium model calculated the SI value from 

liquid phase elemental concentrations.  

The decrease in pH shows that precipitation does occur, since with precipitation, 

constituent ions will move from liquid phase to solid phase and change the speciation of the 

solution. Based on equation (1), as struvite precipitates, it releases hydrogen ions in solution, 

causing a drop in pH. The model predicted pH (via charge balance) and the measured pH values 

are compared in Figure 10(a) and a maximum deviation of about 0.2 were observed between 

them. The developed model successfully predicts the SI values with acceptable accuracy. The 

maximum amount of error was 24%, belonging to the supersaturation index at 60 min. 
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Figure 10. (a) Experimental pH-time variation (b) Experimental and CFD model predicted 

Supersaturation index-time variation 

5. Conclusions  

The integrated 3-D CFD-PBM, developed in this study, provides a general approach to 

obtain CSD of struvite by considering hydrodynamic, thermodynamic, and kinetic aspects of 

solution chemistry in a batch stirred reactor. Size distribution is essential as it controls a distinct 

quality of final struvite crystals, which is linked to its commercial application as fertilizer. Hence 

the development of such general model will enable the design of efficient reactors for the 

production of specially sized struvite crystals and maximize the economic value of produced 

fertilizers. The model estimated the time-varying crystal size distribution of particles within an 

acceptable level of agreement with experimental measurements. Results showed that ignoring 

nucleation, and considering just the growth phenomena, merged with experimental uncertainties 

and limitations of the numerical techniques employed for the coupled model, mostly caused 

over-prediction (up to 14%) of the size of crystals in different time intervals and different size 
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ranges. As a result, the model though followed the same trend, but over-predicted the average 

crystal size in the reactor in different time intervals, showing a maximum deviation of 10% at the 

time of 20 minutes. The general pattern and the position of peaks in CSD curves were found to 

be in good agreement with the experimental measurements. The model predicted percent fraction 

for the peak-size, which shows the typical size of crystals at each time interval, revealed a range 

of 0-14% deviation from experimental observations. Compared to previous attempts, which 

mostly showed average crystal size, the coupled CFD-PBM model in this study made CSD 

prediction by considering three different aspects (i.e., hydrodynamic, thermodynamic, and 

kinetic) of solution chemistry in a stirred reactor. Although not included in this study, it would be 

interesting to investigate and compare the CSD predictive capabilities of the CFD model against 

other modeling approaches (e.g., a well-mixed system model). Such a well-mixed system will 

generalize the hydrodynamic features of the reactor and will reduce computational requirements 

when compared to CFD models, which was used in the present study. The proximity of model 

predictions to observed experimental results indicates the suitability of this model in the design 

of a stirred tank reactor to produce struvite crystals in the desired size range. 
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Highlights 

o A 3D CFD-PBM model developed to predict struvite formation in batch stirred reactor 

o Includes hydrodynamic, thermodynamic, kinetic variables of struvite precipitation 

o Crystal size distribution obtained from model matches experimental results 

o Model will aid efficient reactor design for production of desired struvite crystals 

 


