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Abstract
This study performs computational fluid dynamicsnglations for flow and

dispersion fields around an isolated cubic buildmgdel with tracer gases being
exhausted from an exit behind the building. Thedragases have three different
buoyancies according to the difference in densitth vambient air and, therefore,
behave as neutral, light, and heavy gases. Theorpamhce of steady Reynolds-
averaged Navier—Stokes (RANS) simulations with Bwussinesq approximation is
examined herein by comparing the simulation reswite the experimental results for
different plume buoyancies. The steady RANS contprta can generally reproduce
the impact of plume buoyancy on the mean conceotrah the experimental results
even if the model performance for heavy gases tieib#an that for light gases and
worse than that for neutral gasd@dis tendency is closely related to the prediction
accuracy of the mean velocity and turbulent kinetiergy behind the building, which is
restricted by the steady RANS simulations. Theytldo confirmed that the buoyancy

modeling in the: equation shows a negligible influence on the tssul
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1. Introduction

Predicting contaminant dispersion around buildirg®ne of the most important
subjects in the fields of wind engineering and @nditioning engineering, among
others. Many investigations have been performedgusiind tunnel tests to predict
pollutant dispersion around buildings [1]. Howewemd tunnel tests encounter several
difficulties, and have many limitations in analygithe extremely complicated turbulent
diffusion process around buildings located in afphesic boundary layers. One of these
difficulties is the buoyancy treatment in disperpedlutants. The existence of negative
or positive buoyancies in pollutants largely infiges flow and dispersion fields [2, 3].
However, the similarity criteria for modeling disped pollutants with buoyancy have
become considerably complicated [4-6]. Numericathm@s based on computational
fluid dynamics (CFD) could possibly overcome thificulty and facilitate the precise
investigation of the effect of buoyancy on flow atidpersion fields.

As reviewed by several papdis, 7-12, a considerable amount of research has
used the CFD technique to investigate pollutanpeaision around buildings. However,
most of these studies treated tracer gases aslgbimoyant (passive) scaldrks3—1§.

A few examples of these CFD studies on near-fiefghatsion explicitly considered
pollutant buoyancy. In previous studies, light gaseere often treated as thermal
plumes with positive buoyancy [19-22]. Demuren Ruadli [19] presented a pioneering
CFD study of the flow and temperature field pasblicg towers using a simple
buoyancy-extendekl< model. They found that the most important featunesnely the
complex flow pattern in the immediate vicinity dfet tower and the downwash as
strong cross winds, the formation and decay ofitadgal vortices, and the trajectory
and spreading of the plume under various conditisrgse simulated reasonably well.
However, it was pointed out that the lifting eff@ftthe buoyancy on the plume in the
initial region was under-predicted because of tkeessive mixing, which was caused
partly by an inaccurate numerical solution (nunaridiffusion) and partly by the
turbulence model. Olvera et al. [21] conducted @DCGudy with a renormalization
group (RNG)k—= model to estimate the effects of the positive lanay on the flow
structure and the dispersion characteristics ing@erecirculation cavity region with
different gas densities and exit velocities. Altgbuthey concluded that plume

buoyancy could cause considerable flow disturbabgesxpanding the velocity defect



to greater heights and changing the cavity sizestiaghe and flow direction, particularly
inside the wake region, the prediction accuracthefflow and concentration fields was
not sufficiently validated in their study. Meanwdilheavy gases, such as liquefied
natural gas (LNG), have been treated in near-fiddersion studies as dense gases with
a negative buoyancy [23-27]. Gavelli et al. [24badissed the critical parameters
necessary for a CFD model to accurately predicthbibleavior of an LNG spill in a
geometrically complex domain by comparing the gascentrations measured by
experiments with those predicted by CFD using tkegrivlds stress model. The study
revealed that an accurate representation of the EpitErequired not only knowledge
of the mass flow and evaporation rates, but alsesimate of the velocity at which the
LNG is spilled and evaporated. Scargiali et al] [@®sented a CFD simulation strategy
with the standartt—« model for modeling dense cloud dispersion in urdavironments.

It was confirmed that increasing the amount of lyegas released showed down the
cloud and increased the maximum concentrationstia@dateral spread of the cloud
caused by larger negative buoyancy effects. Howekiereffect was not quantitatively
examined. Furthermore, very few studies analyzgitt knd heavy gases simultaneously.
Ohba et al. [28] conducted a validation study ef @D models for heavy and light gas
dispersion discharged from a storage tank. Diffugatterns for the heavy, light, and
neutral gases changed due to the gravitationattetia dispersion (i.e., heavy gas
diffused upwind and in lateral directions like aitiage flow, whereas light gas diffused
upward like a plume from a stack). However, themjuztive evaluation of the model
performance was not considered for the predictedlt® including the velocity field.

As mentioned earlier, although several studiesbigryant gas dispersion around
building structures have been reported in the ditee, very few studies (i)
systematically analyzed the effect of the plumeyamoy on the turbulent flow and
concentration fields, (ii) treated positive and atdge buoyancies simultaneously, and
(i) validated the CFD method by experimental dgtentitatively. The present study
performs CFD simulations for flow and dispersioelds around an isolated cubic
building model with tracer gases being exhaustechfan exit behind the building. The
tracer gases are treated as neutral, light, angyhgases according to the density
differences with ambient air. The Reynolds-averagddvier—Stokes (RANS)

simulations with the Boussinesq approximation aseduto investigate the effect of



pollutant buoyancies on the prediction accuracycbgnparing the simulation results
with the wind tunnel experiment results. As it i®llwknown, the approximation is
accurate as long as changes in the actual densitsnaall (Ap/pa|< 1) [30]. However,
the treating flow and dispersion field have buoyalnmes withAp/p,| = 0.7. Therefore,
the applicability of the Boussinesq approximation this type of near-field dispersion
should be confirmed. Then, the effect of plume laumy on flow and concentration
fields is investigated. Unsteady approaches suchnateady RANS [31], large-eddy
simulation (LES) [16, 17], and detached-eddy simoiha(DES) [32], may provide more
precise prediction results. However, considering Itk of previous studies on near-
field dispersion with different plume buoyanciegyaelless of turbulence models,
steady RANS is used herein as the most practiqadoaph to provide insight into the
applicability of CFD to such a dispersion field.

2. Flow and dispersion fields

2.1 Target configuration

The target configuration is determined based on dkperiments reported by
Tominaga et al. [33, 34]. Figure 1 illustrates tealyzed flow situation. A cubic
building model with heighH is located in the turbulent boundary layer. A squa
shaped gas source with a 0.BRSide length is set at the ground level in the
recirculation region behind the building. The egds speedNs is 0.8Jy, with Uy
defined as the upwind mean velocity at heightTable 1 lists the cases compared in
this study. The densimetric Froude numlergdefined by Eq. (1) are determined, such
that their absolute values are identical for tgatland heavy gases.

> 1)

wherep, is the ambient air density; is the gas densityp is determined ag, — ps;

andg is the gravitational acceleration (-9.8 Av's
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Figure 1. Model flow field.
Table 1. Investigated cases.
Case pepa Aplpa, Frqg
Neutral gas 1.0 0 0.0
Light gas 0.3 -0.7 —-8.6
Heavy gas 1.7 +0.7 +8.6

2.2 Experimental setup

The experiments were performed in a boundary leyed tunnel at the Institute of
Industrial Science in the University of Tokyo [&31]. TheH andUy values were 0.2 m
and 0.4 m/s, respectively. The power law exponénte vertical profile of the inflow
velocity was 0.25. The streamwise turbulence intgnat building heightH was
approximately 20%. Figure 2 shows the incidentigaltprofiles of the dimensionless

mean velocityU/Uy and the turbulence intensity = (\/ﬁ/U) (those measured at the
center of the turntable without the building modehich is the origin of all the
measurements). The Reynolds numiRe (based onUy andH was 5.7 x 18 By
comparing the results with those f&e = 5.7 x 10, the preliminary experiments
confirmed that the effect of tHeewas very small.

The concentration measurements were performed usingigh-speed total
hydrocarbon analyzer (HFR300, Cambustion LimiteéhH, was used as a neutral
tracer gas. A mixture of He andi, and that of Sfand GH, were used as the light

and heavy gases, respectively, to consider thetivegand positive buoyancies listed in



Table 1. All concentrations in this study are espssl in non-dimensional form. The

non-dimensional concentrati@t is defined as follows:
C

C* = C—O, (2)
wherec is the reference concentration expressed as:
Qe
Co = 3)

T H2Uy'

whereQg is the pollutant exhaust rate.
The pollutant exhaust ra@. in eq. (3) is defined as the volume flow rate tinatudes
not only GH,4 but also He and SFTherefore, the mass flow rate differs for polhita
with different densities. However, it is reasonatoleise this reference concentration to
discuss the influence of the change in plume dgnbicause the concentration was
calculated as volume concentration by measuringtitgut ratio of the sampling gas to
the span gas including the diluents. The valugofas 312.5 ppm in the experiments.

The wind velocity was measured using a tandem-tyievire anemometer, which
can discern the three-dimensional components aflacity vector. The heat transfer
from the hot wire is proportional to the Nusselimher, which is related to the fluid
density. Therefore, the measured wind velocity righve some influence on the
density of the measuring fluid. However, because dhreas affected by the different
plume densities are limited only to the upwind oegfrom the gas exit, this influence
was neglected, as will be discussed later in theeipalhe sampling frequency was set

to 10 Hz to obtain 4,096 data points for each measant point.
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Figure 2. Incident profiles of the (a) mean streasevdimensionless velocity/Uy and

(b) turbulence intensitly,.



3. Computational setup

3.1 Numerical methods

The commercial software ANSYS FLUENT 16.0 is used the steady RANS
computations based on a control volume approaclsdbing flow and mass fraction
equations [34]. Incompressible flow under the Bmessgy approximation, which treats
density as a constant value in all solved equatiexsept for the buoyancy term in the
momentum equation, has been considered. This ajppatign is accurate as long as
changes in the actual density are smalp{p,| < 1) [35]. In this studyAp/p, is 0.7
for the buoyant gases; therefore, the differenceeinsity is greater than the suggested
upper bound of the Boussinesq approximation [36]c®nfirm the applicability of the
Boussinesq approximation for this type of neardfidispersion is one of the objectives
of the study.

The Green—Gauss cell based scheme is used foregtadiscretization. The
advection terms are discretized using a second-apind scheme [34]. The semi-
implicit method for the pressure-linked equatiodMBLE) algorithm is used for the
pressure—velocity coupling [37].

The local mass fraction of the specids, is predicted by solving a convection-
diffusion equation for the species:

D
an

2 (009 + - (p0,U) = - (D52 - wB)) (@)

Here,D is the mass diffusion coefficient for the specdrethe mixture, ang, is the
turbulent viscosity.

The mass fractiomds can be converted to volume concentratrby using the

following relationship:

_ Cps
Ps = Cora-0rra ®)

wherep, is the ambient air density apd is the gas density.

3.2 Domain, computational grid, and boundary conditions
The boundary conditions are set by following bamsiailable guidelines [38, 39].
The computational domain covers a volume of B1(¥) x 9.™H (y) x 5.4H (2) and the



distance between the windward face of the cubedamdain inlet is 5.8 (Figure 3).
The domain is discretized into 1,072,080 hexahegiids based on the preliminary grid
sensitivity studies outlined in Section 4.1.

The vertical distributions of the streamwise meatoeity U and turbulent kinetic
energy k are given by using the experimental data as iotetpd values of
approximation curves (cf. Figure 2). The turbulkimetic energyk is calculated from
the mean wind velocity and the longitudinal turbulence intensltyusing Eq. (4),
wherea = 1 is chosen as recommended by Tominaga et3l. [3

k(z) = a(l,(2)U(2))? (6)

Thee values are determined based on the assumptidre dbcal equilibriunPy = ¢,
where Py is the production term in thke equation. For the ground surface, the wall
functions are modified according to the roughneesi$éied by an equivalent sand—grain
roughness heighks and a roughness consta@é ks is defined using the function
proposed by Blocken et al. [40], i.ks = 9.79%/Cs, in which z, is estimated to be
0.0004 m by the velocity profile obtained from #»eriments an@sis taken as 0.5.
The turbulence intensity of the exhaust outlet e#yas set to 10%.

| ‘ Upper boundary (symmetry)

| | Outlet

“ (pressure outlet)

‘ \

“\ Fl oor (W a I I )

|

# 4

Inlet e
\(Velouty e "1/ (velocity inlet)
\ 4,,,,/,,,,,,,,,,,,/,”//,; | | -

9.7H - Side bounda ry ( symmet ry) y> |

///mV7/WWWW”WWWWW 21H |

—

Figure 3. Computational domain and boundary cooialti



3.3 Turbulence models

Four types of turbulence models are used and cadpaamely the standakege
model (SKE) [41], RNG«e model (RNG) [42], realizablk-¢ model (RLZ) [43], and
shear stress transport (SS&w» model (SST) [44]. All model constants are sethieirt
default values in the software.

The k—= models in the software account for the generatibk when a non-zero
gravity field and a density gradient are simultargyp present, as in the case of this

study, because of buoyanGy;:

— e 0P
Gp = gpPrt oz’ (7)

wherePr; is the turbulent Prandtl number for energy (08%ised as the default value
[34]). This means that the turbulent kinetic enetgiyds to be augmente@y(> 0) for

an unstable stratificatio%> 0), and buoyancy tends to suppress the turbuleBge (

0) for a stable stratificatim%g < 0).

The effects of the buoyancy on the generatiok were relatively well understood.
However, its effect om was less clear [34]. The transport equatiorefierexpressed as

follows:

% (08) + 5 (peU) = | (1 + ) 22|+ Cue £ i+ Ce) = Ca ®)
whereGy is the shear production kf The degree to whichis affected by the buoyancy
iIs determined by the consta@.. As reviewed by Kumar and Dewan [45], the
modeling approach of this effect was historicalliscdssed in the mechanical
engineering field, but was less discussed in thedwengineering and building
environmental fields. By default, in the softwathe effects of buoyancy on are

simply neglected by settings, to zero. However, optionallZs, is calculated according

to the following relationship [34]:
Cse = tanh |£| (9)
wherev andu are the components of the flow velocity paralledl @erpendicular to the

gravitational vector, respectivel@s. will become 1 for buoyant shear layers, in which

the main flow direction is aligned with the direxti of gravity; andCs, will become



zero for the buoyant shear layers perpendiculdnéogravitational vector. Meanwhile,
Viollet [46] proposed &3, treatment, in which its values are switched adogrtb the
sign of the density gradient:

_(1.0(G, > 0)
Cae = { 0 (bes 0) "

Section 5 presents the impact of @ treatment on the results.

(10)

The turbulent mass flux in eq. (4) is modeled by standard gradient diffusion
hypothesis:

77 0D
—u = £ (11)

S_Ct 6xj
The turbulent Schmidt numb8i for the reference case is set to 0.7 as the defaluie
in the software (see Tominaga and Stathopoulog.[&4ctions 4.3 and 5.3 present the
sensitivity ofSg to the model performance.

3.4 Validation metrics

The following validation metrics are used to quinthe agreement between the
computational and experimental results [48]: thection of the prediction within a
factor of 2 of the observations (FAC2), fractiormhs (FB), and normalized mean

square error (NMSE). These metrics can be expresséallows:

1for05<-t<2

LGN e i
FACZ = SXiza i With i =31 £, 0. < W and P, < W (12)
0 else
_ [0]-[P]
FB = 0.5([0]+[P]) (13)
_[(0;-Pp)?]
NMSE ==, (14)

where O, and P; are the observed (measured) and predicted (codiputdues of a
given variable for samplie respectively; andll is the number of data points. The square
brackets denote the average over the entire dafdsetallowed absolute difference W
is set to 0.05 for FAC2. The ideal values of theriog corresponding to the perfect
agreement are 1.0 for FAC2 and 0 for the FB and EMA&though other validation
metrics such as geometric mean bias (MG) and gemmsriance (VG) are also
available, it is sufficient to check the above &éraetrics as typically representative.
Previous studies suggested the following judgmenter@a for these metrics for

10



concentration: FAC2 > 0.5, |FB| < 0.3, NMSE < 4,[48]. In the present study, the
metrics for the mean concentration consider 55,268, 61 measurement points on the
vertical plane ¥ = 0) and 40, 49, and 40 points on the horizonl@he ¢ = 0) for the
neutral, light, and heavy gases, respectively.

4. Resultsfor neutral gas

4.1 Impact of the computational grid resolution

A grid-sensitivity analysis is performed based wo tadditional grids: a coarser
grid and a finer grid. As mentioned earlier, theibagrid had 1,072,080 cells, where
each building side is assigned 23 cells. Each sidthe square-shaped gas exit is
assigned with five cells. The coarser grid had 4@8,cells, while the finer grid had
2,626,767 cells, where each side of the gas e)stagaigned with three and seven cells
each. The realizable—-< model was adopted as the turbulence model. Figusieows
the outlines of the three grids. Figure 5 depiatemparison of the results for the mean
concentration on the three grids. A small deviai®found among the three grids for
the lower part of the line a¥H = 0.55 and between the basic and coarse gridthéor
other two lines ak/H = 1.0 and 1.5, respectively. No significant grehsitivity was
found for the other parts. Therefore, the resohgiof the vicinity of the building and

the gas exit adopted in the basic grid are retdioethe other cases.

d

Figure 4. Computational grids for the grid-sengyianalysis: (a) coarse grid, (b) basic
grid, and (c) fine grid.
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Figure 5. Grid-sensitivity analysis results: meanaentratiorC/Cy values along the
three vertical lines at a center section:q{&) = 0.55, (b)x/H = 1.0, and (cx/H = 1.5.

4.2 Impact of the turbulence models

Figure 6 compares the vertical profiles of the meaeramwise velocitiet)/Uy
behind the building by CFD with the four turbuleng®dels, i.e., the standakee
model (SKE), RNGk—¢ model (RNG), realizablé—s model (RLZ), and shear stress
transport (SSTk-w model (SST), and the experiment. The predictisults, except
those of thek—w SST model, are quite similar and generally claséhe experimental
results. However, all the computational resultssslhocstrong reverse flow afH = 2.0.
The strongest recirculation flows are predictedday SST, while the weakest is by the
SKE. Large recirculation flows occur behind theltinig mainly because the periodic
velocity fluctuation behind the building is not reguced in the steady RANS
computation, as indicated in previous studies [50].

Figure 7 compares the vertical and horizontal prsfof the mean concentrations
behind the building. As regards the velocity dimitions at the vertical lines (Figure 6),
except for thek—w SST, no significant difference is found in the gexh distributions
among the other three turbulence models, which wegroduced the concentration
distributions in the experiment. The RNGe andk-—w SST models at the horizontal
lines show a larger concentration transport inléteral direction than the other models
and the experiment atH = 1.0 and 1.5. Table 2 lists the validation mstdescribed in
Section 3.4 for the mean concentrations. The raalizk— model provides the best

agreement with the experimental data in terms efritean concentrations. Therefore,
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the realizablé— model is used as the representative turbulenceshiod Section 4.3

and Section 5.
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Figure 6. Vertical profiles of the mean streamwiskcity U/Uy at the center section
behind the building obtained by various turbulemz®els: (a)/H = 1.0, (b)x/H = 1.5,
and (c)x/H = 2.0.
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Figure 7. Profiles of the mean concentratiGhS, behind the building obtained by
various turbulence models—H@) vertical profiles at a center sectigi{ = 0) and (d—f)

horizontal profiles at a half building heiglztil = 0.5).
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Table 2. Validation metrics for the mean concerare€/C,.

FAC2 FB NMSE
Standardk— 0.89 -0.39 4.61
RNG k- 0.82 -0.41 6.49
Realizablek— 0.87 -0.30 2.82
k-w SST 0.72 -0.25 4.77

4.3 Impact of the turbulent Schmidt number

Figure 8 compares the vertical and horizontal prsfof the mean concentrations
behind the building with different turbulent SchinidumbersSg = 0.3, 0.7 (reference
case) and 1.1. The case wllg = 0.7 at the vertical lines indicates a genergthpd
agreement with the experiment results. The conagotis atxH = 1.5 and 2.0 are
underestimated by the case wih = 0.3 and overestimated by the case \8ith= 1.1.
Meanwhile, the concentrations in the building wéiel < 0.5) at the horizontal lines at
x/H = 1.0 and 1.5 are overestimated by all the cad@s.overestimation is improved by
the case wittBg = 0.3. However, the concentrations seem to beegvienated outside
of the building wake. As a well-known tendency, #teady RANS simulations show
that the smalleBg provides better results in general distributiohshe concentration,
especially at the high concentration region [5]], 62cause the underestimation of the
turbulent diffusion in the steady RANS computatzaused by the lack of large-scale
unsteady fluctuations behind the building is congag¢ed by the smalle3g. However,
note that the concentrations are overestimated hat drea far from the high

concentration region near the source
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Figure 8. Profiles of the mean concentraf@, behind the building obtained with
different turbulent Schmidt numbers: (a—c) vertjgadfiles at the center sectioyil =
0) and (d—f) horizontal profiles at a half buildihgight ¢H = 0.5).

5. Resultsfor the buoyant gases

5.1 Impact of the plume buoyancies on the velocity and the turbulence fields

Figure 9 compares the predicted distributions wtlfdensity for the buoyant gases.
The areas prominently affected by the differentn@udensities are limited only to the
upwind region from the gas exit. The plume of tleavy gas spreads lower than that of
the light gas. Figure 10 illustrates the streansliad the contours of the vertical
component of the velocity at the center sectiorhwiifferent plume buoyancies. The
effect of the plume buoyancies on the general Wideld is not very large. However,
the vertical component of the velocity in the wakgion is larger for the light gas than
for the neutral and heavy gases. A slightly negatialue of the vertical velocity is
observed between the gas exit and the back ofutkirg for the heavy gas. Figure 11

shows the contours of the turbulent kinetic endegy the center section with different
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plume buoyancies. Onlyvalues near the gas exit are affected by the plowmogancy.

In the light (heavy) gas case, the valu& of much larger (smaller) than the neutral gas.
Figure 12 compares the vertical distributions o thrbulent kinetic energi with
different plume buoyancies near the source posifidre computational results for all
gases successfully reproduced the tendency of tlogancy effect on the turbulent
kinetic energy, as explained in Section 3.3 (thee,light gas shows a larger value, while
the heavy gas shows smaller values compared t@ thiothe neutral gas). However,
their predicted values are overestimated compardubose of the experiment.

. Densi
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1.25
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14
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b
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Figure 9. Fluid density at the center section wlifferent plume buoyancies: (a)

light gas, (b) heavy gas.
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5.2 Impact of the plume buoyancies on the concentration fields

Figure 13 illustrates the contours of the mean enftration at the center section
obtained by CFD and the experiment for the diffetmmoyant gas. The computational
results are obtained withg =0.7 and without the buoyancy effect in thequation Cs,
= 0 in Eg. (8)). Note that the contour obtainedthg experiment may be expressed
differently from those obtained by the CFD modedsduise the experimental measuring
pitch is coarse, especially near the source. Thaeergé tendencies that the
concentrations from the source exit are advectethbyrecirculation flow behind the
building and that a high-concentration region appeéan the windward direction of the
exit are well reproduced. For the light gas cdse,experimental result implies that the
concentration in the windward direction of the exas lower than that for the neutral
gas. Such a distribution is clearly affected by plositive buoyancy of the tracer gas.
Although the computational results successfullyodpce the impact of buoyancy on
the mean concentration distributions in the expenital results, the upward spreads of
the concentrations are predicted to be generallgllemthan those obtained by the
experiment. In contrast to the result for the liglis, the experimental result for the
heavy gas shows a very high concentration in theidgart of the wake region. This
tendency is well reproduced in the CFD result. Fegi4 illustrates the iso-surfaces of
the mean concentratiod/Cy = 2.5 predicted by CFD for different plume buoyiasc
The volumes of the contaminated zone are quitermifft for the plume buoyancies (i.e.,
the high concentrations remained within the wakgiore for the light gas case and
largely spread downwind for the heavy gas caseis #mdency is consistent with the

results obtained by the previous studies [21, 85, 2
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Figure 13. Contours of the mean concentratloi@ at the center section with different

plume buoyancies: (a—c) Experiment and (d—f) CFD.
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Figure 14. Iso-surfaces of the mean concentra&ii@ly = 2.5 predicted by the CFD for

different plume buoyancies.

Figure 15 illustrates the vertical profiles at tbenter planeyH = 0) and the
horizontal profiles at the half height of the buig (ZH = 0.5) of the mean
concentration behind the building for the light géike results obtained by modeling
using differente equations are also compared: without model, a medb Eq. (7)
(Model 1), and a model with Eq. (8) (Model 2). Theodeling using different
equations almost has no effect on the predictediltses Although the overall

concentration profiles are generally reproducedthe experimental results, all the
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predicted concentrations are overestimated in th&ewegion behind the building.
Especially, the rapid decrease in concentratioh gbsve the gas exit observed in the
experiment (Fig. 15a) is not reproduced in the aatepon. This indicates that the
diffusion effect in this region is underestimatadhe predicted transport process of the
concentrations for the light gas case.
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Figure 15. Profiles of the mean concentrat@@, behind the building for light gas: (a—
c) Vertical profiles at the center sectigiH = 0) (d—f) horizontal profiles at a half
building height H = 0.5).

Figure 16 shows a comparison of the vertical andizbotal profiles of the mean
concentration behind the building with the expentaé data for the heavy gas case.
The results for different modeling types for theyancy term in the equation are also
compared. Although the impact of the buoyancy tesmalmost negligible, the model
with Eq. (10) provides slightly better results thdére other models. The predicted
overall concentration profiles are generally repicat in the experimental results.

However, the concentrations are overestimated by,G&Specially outside the wake
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region behind the building in the horizontal plamegcontrast to that for the light gas.
That is, the diffusion effect is overestimated I fpredicted transport process of the
concentrations for the heavy gas case.

Table 3 lists the validation metrics for the ligittd heavy gases. The performance
of the CFD predictions for the light gas is slightloorer than for the neutral gas (Table
2) with FAC2 and FB. The model performance for leavy gas is better than for the
light gas, but slightly worse than for the neutgak with FAC2 and FB. For buoyant
gases, the values of NMSE are much larger tharetbbshe neutral gas. Although a
large value of NMSE implies that the predicted lssacatter significantly from the
observation results, the scatter plots (not shogre)hindicate that the prediction results

are systematically underestimated (overestimatadhe light (heavy) gases.
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Figure 16. Profiles of the mean concentrat@@, behind the building for heavy gas:
(a—c) Vertical profiles at the center sectigfd(= 0) and (d—f) horizontal profiles at a
half building heightf/H = 0.5).
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Table 3. Validation metrics for the mean concerare€/C, for light and heavy gases.

Buoyancy term in FAC2 FB NMSE

thee equation
Light gas NA 0.83 -0.79 29.14
(Fry= -8.6) Eq. (7) 0.84 -0.81 30.02
' Eq. (8) 0.83 -0.79 29.15
Heavy gas NA 0.88 0.37 21.51
(Fry= +8.6) Eq. (7) 0.88 0.35 20.95
' Eq. (8) 0.91 0.41 22.61

The cause of the prediction accuracy differencedhfe plume buoyancies can be
interpreted as follows: Although the kinetic energyvalues in the wake are
overestimated by CFD for all the cases (see Fig@jethe diffusion effect of pollutant
transport is underestimated, and therefore, theaaration is overestimated for light
gas. The is because large-scale fluctuations behmdtbuilding that are not reproduced
in the present steady RANS computations becomegrapipfor the light gas where the
plume strongly rises with positive buoyancy (seguFe 10) [16, 29]. On the other hand,
for the heavy gases, the diffusion process (eskhetiahe lateral direction) of pollutant
transport is overestimated. This is mainly duehe tverestimation of the turbulent
kinetic energy in the wake region (Figure 11), etleugh the turbulence is suppressed
by density stratification through turbulence modgli

5.3 Impact of the turbulent Schmidt number on the prediction performance for
different plume buoyancies

Figure 17 shows the variation in the validation mastwith differentSg values for
different buoyant gases. For the neutral gas, dlved Sg values provide better results
for all the metrics as mentioned in Section 4.3isTtendency is consistent with that
observed in previous studies [51, 52]. For thetligas, all the metrics deteriorated
drastically with the increase Bg compared with those of the neutral gas. This iegpli
that the facilitated turbulent diffusion due to piee buoyancy is not represented
sufficiently by the present computational methad,,ithe Boussinesq approximation
and the turbulence modeling of buoyancy. On theerotand, for the heavy gas,
although the metrics are less sensitive to theevali5g, the increase i15G provides
slightly better results. This is due to the nopaent underestimation of the diffusion
effect behind the building when using steady RANSBuations, because the diffusion
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effect should be suppressed by the negative bugydine optimum value obg was
reported to increase with the increase of Richardsamber, which expresses

atmospheric stability, in a previous study [53Because most of the wake region is
stable g < 0) for the heavy gas, the present results are densisvith the previous

findings. Furthermore, considering the good pertmmoe of CFD for the neutral gas,
the relatively poor performance for the buoyantegasmay be improved by modifying
the modeling ofG, in thek equation (Eq. (7)) and the modeling of the turbulecalar
flux (Eg. (11)), which are based on the simple grmaddiffusion hypothesis [54-56].
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1.0
Ideal value —I —@&— Neutral gas
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Figure 17. Sensitivity of the turbulent Schmidt rhenSg to the validation metrics for
different plume buoyancies: (a) FAC2, (b) FB, aodNMSE.

6. Conclusions

This study performed CFD simulations for flow angpersion fields around a
cubic building model with tracer gases of thrededént densities being exhausted from
an exit behind the building. The following concluss can be drawn from the results of
this work:

* In the neutral gas case, the realizdble model showed the best agreement with the
experimental data in terms of the mean concentratistributions among the four
different turbulence models (i.e., stand&rd, RNG k—, realizablek—, and k—w
SST models).

* The steady RANS computations with the Boussineqagmation could reproduce
the effect of the plume buoyancy on the mean cdnagon in the experimental

results. Based on the reasonable agreement of mbd@icied results with the
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experimental results, steady RANS computation uhin Boussineq approximation
can be a practical choice for this type of buoymnitutant dispersion.

The prediction performance for the light gas waghsly poorer than that for the
neutral gas, and the prediction performance fohdesy gas was better than that for
the light gas, but slightly worse than that for treautral gas. However, the scattering

of the predicted values from the experimental doeshe buoyant gases were much

larger than those for the neutral gas.

+ For the light gas, the CFD models overestimate dbiecentrations in the wake
region, indicating that the effect of turbulentfddion was underestimated. On the
other hand, for the heavy gas, the CFD models etigrate the concentrations
outside the wake region behind the building, intingathat the effect of turbulent
diffusion was overestimated.

+ This tendency was closely related with the predictaccuracy of the flow and
turbulence fields behind the building, which istrneted by the steady RANS
computations.

+ For the buoyant gases, the buoyancy modeling i gguation showed a negligible
influence on the results, especially for the ligas.

* The sensitivity of the turbulent Schmidt numberthe prediction performance was
examined for different buoyant gases. The predicgierformance is more sensitive
to the turbulent Schmidt number for the light gasecthan the neutral gas, but less
sensitive for the heavy gases.

A higher-order modeling of the turbulent scalaxfluill be performed in a future
research to clarify further the reason why the jtexh performance of pollutant

concentrations is poorer for buoyant gases thandatral gas.
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Highlights
+  Steady RANS simulations for dispersion with plume buoyancies were performed.

*  The mode performance was examined by comparing the results with experimental
results.

* CFD genegdly reproduced the impact of plume buoyancies on the mean
concentration.

+  Themode performance was affected by the prediction accuracy of the flow field.



