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Abstract

Capacity Approaching Coding Strategies for Machine-to-Machine Communication in IoT

Networks

Boulos Wadih Khoueiry, Ph.D.
Concordia University, 2016

Radio access technologies for mobile communications are characterized by multiple access (MA)
strategies. Orthogonal MA techniques were a reasonable choice for achieving good performance
with single user detection. With the tremendous growth in the number of mobile users and the new
internet of things (IoT) shifting paradigm, it is expected that the monthly mobile data traffic
worldwide will exceed 24.3 exabytes by 2019, over 100 billion IoT connections by 2025, and the
financial impact of IoT on the global economy varies in the range of 3.9 to 11.1 trillion dollars by
2025. In light of the envisaged exponential growth and new trends, one promising solution to
further enhance data rates without increasing the bandwidth is by increasing the spectral efficiency
of the channel. Non-orthogonal MA techniques are potential candidates for future wireless
communications. The two corner points on the boundary region of the MA channel are known to
be achievable by single user decoding followed by successive decoding (SD). Other points can
also be achieved using time sharing or rate splitting. On the other hand, machine-to-machine
(M2M) communication which is an enabling technology for the IoT, enables massive multipurpose
networked devices to exchange information among themselves with minor or no human
intervention.

This thesis consists of three main parts. In the first part, we propose new practical encoding and
joint belief propagation (BP) decoding techniques for 2-user MA erasure channel (MAEC) that
achieve any rate pair close to the boundary of the capacity region without using time sharing nor
rate splitting. While at the encoders, the corresponding parity check matrices are randomly built
from a half-rate LDPC matrix, the joint BP decoder employs the associated Tanner graphs of the
parity check matrices to iteratively recover the erasures in the received combined codewords.
Specifically, the joint decoder performs two steps in each decoding iteration: 1) simultaneously

and independently runs the BP decoding process at each constituent sub-graph to recover some of
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the common erasures, 2) update the other sub-graph with newly recovered erasures and vice versa.
When the number of erasures in the received combined codewords is less than or equal to the
number of parity check constraints, the decoder may successfully decode both codewords,
otherwise the decoder declares decoding failure. Furthermore, we calculate the probability of
decoding failure and the outage capacity. Additionally, we show how the erasure probability
evolves with the number of decoding iterations and the maximum tolerable loss. Simulations show
that any rate pair close to the capacity boundary is achievable without using time sharing.

In the second part, we propose a new cooperative joint network and rateless coding strategy for
machine-type communication (MTC) devices in the multicast settings where three or more MTC
devices dynamically form a cluster to disseminate messages between themselves. Specifically, in
the basic cluster, three MTC devices transmit their respective messages simultaneously to the relay
in the first phase. The relay broadcasts back the combined messages to all MTC devices within the
basic cluster in the second phase. Given the fact that each MTC device can remove its own
message, the received signal in the second phase is reduced to the combined messages coming
from the other two MTC devices. Hence, this results in exploiting the interference caused by one
message on the other and therefore improving the bandwidth efficiency. Furthermore, each group
of three MTC devices in vicinity can form a basic cluster for exchanging messages, and the basic
scheme extends to N MTC devices. Furthermore, we propose an efficient algorithm to disseminate
messages among a large number of MTC devices. Moreover, we implement the proposed scheme
employing practical Raptor codes with the use of two relaying schemes, namely amplify and
forward (AF) and de-noise and forward (DNF). We show that with very little processing at the
relay using DNF relaying scheme, performance can be further enhanced. We also show that the
proposed scheme achieves a near optimal sum rate performance.

In the third part, we present a comparative study of joint channel estimation and decoding of factor
graph-based codes over flat fading channels and propose a simple channel approximation scheme
that performs close to the optimal technique. Specifically, when channel state information (CSI)
is not available at the receiver, a simpler approach is to estimate the channel state of a group of
received symbols, then use the approximated value of the channel with the received signal to
compute the log likelihood ratio. Simulation results show that the proposed scheme exhibits about

0.4 dB loss compared to the optimal solution when perfect CSI is available at the receiver.
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Chapter 1

Introduction

The internet of things (IoT) is a network that encompasses devices, physical objects, buildings, and
other items which are equipped with sensing, processing and networked capabilities to collect and
exchange data [1]. More precisely, [oT is the point in time when more things or objects were
connected to the internet than people [2]. In this Chapter, we first present the motivation for the
proposed research and present some projections over the next decade in terms of the number of
connected devices, mobile data rates and the IoT global impact on the economy. Then, we define
the problem that we try to tackle in this thesis, followed by a literature review on closely related
work. Then, we illustrate the major contribution of the thesis and finally we conclude this chapter

with the thesis outline.

1.1 Motivation

Wireless communication network is one of the fastest growing and most dynamic sectors
worldwide. IoT is an emerging and promising subject from social, economic and engineering
perspectives. [oT was born between 2008 and 2009 [2]. IoT will be the largest and most widely
spread global network where consumer electronics, vehicles, wearable micro devices, sensors and

other multipurpose devices with powerful data processing capabilities are being connected to each



other or to central servers via the internet or/and telecommunication operators. The advancements
in pervasive computing power, electronic miniaturization and networking have made the
implementation of IoT closer to reality more than ever. Researchers have anticipated a potential
impact of IoT on the existing internet and telecommunication operators’ infrastructures and the
economy worldwide over the next few years. While Cisco [2] projects more than 24 billion
connected devices to the internet by 2019, Huawei [3] predicts 100 billion IoT connections by 2025.
Economically, McKinsey Global Institute [4] forecasts that the financial impact of IoT on the global
economy varies in the range of 3.9 to 11.1 trillion dollars by 2025. Furthermore, Cisco [2] predicts
that the monthly global mobile data traffic will surpass 24.3 Exabyte (EB) by 2019, the average
global mobile connection speed will surpass 2 Mbps by 2017, and more traffic will be offloaded
from cellular networks by 2017.

Mobile applications are continuously evolving and growing, leading to a large demand for higher
data rates which also implies increasing requests for spectrum resources. A quick review of the
spectrum bands shows that some bands are underutilized or unoccupied most of the time [5].
Cognitive radio (CR) technique [6] has been proposed as a potential solution to enhance spectrum
usage efficiency.

On the other hand, with this tremendous growth every day in wireless devices, the IoT biggest
network will comprise a massive number of heterogeneous machine-to-machine (M2M) namely
machine-type communication (MTC) devices [7-10] worldwide with low or no mobility that
attempt to exchange data between themselves or to deliver them to business servers. These
intelligent devices will be equipped with networked and real time processing capabilities to reduce

the burden of gathering large amount of data and processing delay.



Furthermore, the increasing demand for mobile popular applications, like social networking, peer-
to-peer (P2P) file sharing, video streaming or multicasting, and so on, requires an enormous traffic
flow and puts tremendous pressure on long term evolution (LTE) core networks and air interface
resources. Device-to-device (D2D) communication has evolved as a promising key technology in
the next generation of LTE networks [11]. D2D communication in the LTE framework is a potential
and reliable candidate to develop the IoT largest network. D2D communication offers several
performance benefits [ 12-15]. Firstly, due to the fact that devices are naturally in vicinity, it is more
efficient for these devices to communicate directly with each other instead of going through the
central station. This way, users’ equipment (UEs) save energy, reduce latency, enhance resource
utilization, offload traffic from central station, enhance frequency reuse factor and increase network
capacity. Secondly, devices can transmit at higher data rates due to the short range direct
communication (excellent channel quality) underlaying the central station and also can extend the
service coverage. Thirdly, D2D communication opens a brand new market for novel P2P services
including social networking applications, local advertisement and so on.

Additionally, perfect CSI availability at the receiver is necessary for iterative decoders [16-18] in
order to achieve near Shannon capacity limit performance over Rayleigh flat fading channels.
Practically, receivers do not possess perfect CSI and consequently some estimation/approximation
for CSI is required. The optimum technique is to jointly perform channel estimation and decoding.
However, this approach exhibits high complexity and delay at the receiver. With the recent
advances in iterative decoding algorithms, iterative receivers have been designed to properly
perform with reasonable computational complexity on factor graphs [19]. Such graphical models
enable efficient computation of marginal distributions through the sum product algorithm [20-22].

One way to estimate the channel is by transmitting known pilot symbols at a specific period. This



allows the receiver to estimate the channel and eventually to compute the log likelihood ratio (LLR)
at the decoder. The drawback of such a technique is the overhead incurred from transmission of
dummy data known at both sides of the communication link.

In this thesis, we will show that the interference resulting from coexistence of radio devices can be
exploited to improve the overall bandwidth efficiency of a communication channel. Interference
management techniques are mainly divided into the following categories: 1) avoiding interference
by using orthogonal channels, 2) treating the interference as noise, 3) exploiting interference by
decoding it. The first technique is used when the power of interference is equivalent to the wanted
signal. This results in dividing the degrees of freedom (DoF) of the channel among the users. The
second technique is used when the level of interference is weak. Then single user decoding is
applied. When treating interference as noise, the information contained in the interference is lost.
This reduces the overall throughput. The first two techniques, which are conventionally used in
practice, result in an inefficient use of resources. Alternatively, exploiting interference is used when
the interfering signal is stronger than the desired signal. Decoding the interfering signal first, then
applying successive interference cancellation (SIC) [23], the desired signal is then decoded
interference free [24].

The main motivation behind this thesis is to propose coding strategies that exploit the interference
in the channel to increase the spectral efficiency and therefore the data rates. Those strategies
employ state of the art efficient coding techniques to achieve any rate pair close to the capacity
boundary region. Another core motivation is the unstoppable future of IoT where a massive number
of MTC devices seek connectivity to exchange information. In this context, the LTE network is an
existing infrastructure and a potential communication technology for loT framework. Therefore,

we aim to propose several coding strategies that increase the efficiency of the channel.



1.2 Problem Statement

In light of the above new communication shifting paradigm, some fundamental solutions are
required to increase rates without increasing spectrum band regardless the promising efficiency of
CR technology. The common approach to increase data rates without increasing spectrum band is
by increasing the bandwidth efficiency of the traditional communication channel where another
source is allowed to simultaneously transmit using the same channel bandwidth. This idea although
looks simple, exhibits many challenges. The main challenge is the interference caused by one source
on the other which results in more complex decoding techniques [25-26]. The channel model where
two sources simultaneously transmit to the same destination is called 2-user MA channel (MAC)
[23]. In this channel each source has an independent message to transmit to the destination. It is
assumed that the sources are also independent. In the uncoded and noiseless case, the destination
receives both streams from the two sources simultaneously. In this scenario, the channel is called
2-user MAEC. In a MAEC and with the fact that each source transmits equally likely binary data
{0, 1}, the combined stream at the destination contains three possible values {0, 1, 2} with
respective probabilities {%, Y2, Y4}. When the received signal is in the subset {0, 2}, the destination
knows that both sources transmitted similar binary data. However, when received signal is in the
subset {1}, the destination knows that both sources have transmitted opposite binary data and
cannot identify what each source sent. Therefore, 50 % of the received stream on average is erased
or lost. To solve this problem, a half rate code is required to recover the erased data.

The basic coding scheme for the two-user MAEC is to independently encode each data source with
a half-rate code, then at the destination, the receiver also independently decodes both codewords.
This scheme achieves a sum rate of at most 1. An alternative and more efficient approach is to

encode one of the data sources at half-rate while the other source transmits at unit-rate (uncoded



stream). At the destination, the receiver decodes the half-rate codeword first, then applies successive
decoding (SD) [23] to recover the uncoded stream interference free [24]. This scheme achieves the
two corner points of the capacity region and other points can be also achieved using time sharing
[23]. What if any source i for i = {1,2} wants to transmit at any rate 0.5 < R; < 1 such that R; +
R, < 1.5 to achieve any point on the capacity region without time sharing no rate splitting [27].
The response to this question is in the proposed coding strategy in Chapter three.

On the other hand and in the IoT framework, MTC devices exchange messages with other nearby
devices or servers. Devices can be any radio frequency identification (RFID) devices, fixed or
mobile sensors, and mobile cellular users and so on. In the LTE context, an interesting application
on mobile devices is the download of popular videos. In a group of a few mobile cellular users,
each user equipment (UE) can download part of the popular video, then the rest of the group
exchange their parts between each other by establishing D2D communication links, so at the end,
each UE gets the full video. This reduces the traffic on the downlink and creates load balancing
where each part of the popular video is downloaded once by a different UE. In a broader scope,
MTC devices exchange short length messages between nearby MTC devices with possible in-
network processing to reduce the amount of gathered data transferred to hosting servers. Therefore,
efficient coding strategies in the multicast settings are required for M2M communication devices.
Consider the scenario where a group of three MTC devices in a cluster want to exchange their
messages. In the conventional approach, one MTC device is active at a time while the other two
MTC devices are silent. So the conventional scheme requires three time slots (TSs) to multicast 3
bits, hence this scheme is not efficient. Instead, we propose, in Chapter four, an efficient cooperative
coding strategy for a large number of MTC devices in the multicast setting where devices in

proximity may exchange messages with each other via a relay.



On the other hand and in the context of channel estimation, the approximation of the CSI at the
receiver can be alternatively performed using the received information symbols instead of sending
additional known redundant pilot symbols which reduces the overall rates. In this framework, we
propose, in Chapter five, a new simple and robust approach to approximating channel coefficients
at the receiver without using pilot-aided techniques. The main advantage of this method is that it
does not need transmission of pilot symbols, nor extra coded bits for yielding the same performance

compared to other techniques.

1.3 Literature Review

1.3.1 Multiple Access Erasure Channel

The binary erasure channel (BEC) which was introduced by Elias [28] in 1954 models a binary
source transmitting data over an imperfect channel in which some of the bits are erased or
completely lost. Because of several reasons, packets may be lost or erased over the network and
never reach the final destination. Erasure correcting codes [29-30] made reliable communication
possible over BEC. Specifically, the source is encoded with a linear erasure code. If some bits are
lost during transmission, the decoder is able to recover the erased bits. The capacity of the BEC
[28] with erasure probability € is 1 — €. Elias showed that random codes with rates arbitrarily close
to capacity are achievable with small error probability using Maximum likelihood (ML) decoding.
In a single user communication, regular and irregular Turbo and low density parity check (LDPC)
codes are investigated on the BEC in [17], [31-34]. Nested code, which is a coding approach for
multi-user communication, consists of first encoding each message independently, then applying
network coding (NC) to all encoded codewords. Nested codes were first introduced in [35] as a new

joint network and channel coding approach to communication networks using convolutional codes.
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The nested codes resulting from this technique can be decoded at various rates depending on the
amount of prior knowledge each receiver possesses. While the nested encoder consists of XORing
all the individually encoded codewords, the decoder calculates the LLR for each bit by simply
applying the flipping operation.

The capacity of the 2-user MAEC is 1.5 bits per channel use [23]. The common decoding technique
for 2-user MAEC is when one user transmits encoded data at half-rate while the other user transmits
uncoded stream. At the destination, using single user decoding, the receiver decodes first the half-
rate encoded codeword, then using SD to recover the uncoded stream interference free. This
technique achieves the two corners on the capacity region. Other points can also be achieved using
time sharing [23]. In this regards, Hagh et al. [36] showed that the two corners of the capacity region
are achieved by encoding one source at half-rate using rateless codes while the other source
transmits uncoded bits, then performing SIC can recover both data streams. They further showed

that the other points on the boundary region can be achieved using time sharing.

1.3.2 Machine-to-Machine Communication

M2M has emerged as a promising technology enabling billions of multipurpose MTC devices to
communicate with each other without human intervention [8-9], [37-38]. Another flavor of M2M
communication is the device-to-device (D2D) communication which similarly refers to establishing
direct communication links between devices. In the sequel, D2D or MTC will be used
interchangeably.

D2D communication as an underlay to cellular networks raises many technical challenges, for
example intra-cell interference management, device discovery, signaling overhead, clustering and
multicasting cooperative schemes [39-40]. The authors in [41] discuss the recent advances in D2D

from synchronization, discovery and communication perspectives and review the standardization
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progress of D2D in 3GPP. Recent progress on channel modeling and measurements is discussed in
[41-42]. A fundamental difference between D2D communications and mobile ad hoc networks
(MANETS) is that D2D communications can be assisted by the central station for synchronization,
device discovery, resource allocation and other overhead consuming functions that are extremely
costly in a MANET. Additionally, D2D communication is an opportunistic, local and single hop
communication where MANET consists of multi hop routing which degrades the overall
performance. For comparison of short range wireless transmission techniques, we refer the reader
to [43, Table 1].

Several works have been done on D2D cluster based cooperative communications [44-48]. In [44],
authors indicate that it is possible to enhance system capacity with D2D communications.
Furthermore, they show that the more the cluster members are in vicinity to each other, the better
is the performance. In [45], the authors propose an intra-cluster D2D transmission scheme with
optimized resource utilization. They show that by iteratively partitioning clusters, the system
throughput can be maximized. In [46], the authors propose a clustering strategy for D2D multicast
communications. They derive the outage capacity of a single cluster and show that the proposed
clustering strategy lowers the average transmission time effectively. In [47], the authors propose a
dynamic D2D retransmission scheme which can adaptively select retransmission algorithm
according to the network device’s density. They show that this scheme achieves a good performance
in terms of resource efficient utilization and interference avoidance. In [48], the authors propose a
cooperative scheme to dynamically activate D2D links in order to select the optimal relay node
while minimizing the number of active devices. They show that the number of necessary resources
for multicast service delivery in the downlink reduces which results in offloading the downlink

spectrum.



Resource allocation is an efficient technique to control and reduce interference caused by two or
more wireless communication devices operating on the same channel [49-51]. In [49], the authors
propose a joint CR based resource allocation and power control scheme for D2D communication
underlaying LTE networks in the multicast setting to improve system capacity. In [50], the authors
propose two resource allocation schemes to mitigate interference among coexistent D2D pairs and
improve system performance. In [51], the authors study the dynamic resource allocation technique
for D2D communication and propose a service time prediction-based dynamic resource allocation
mechanism for LTE networks.

Nested codes [35] are an effective channel coding technique to multicast information over multiple
devices. The resulting nested codes can be decoded at different actual rates by different receivers
that depend on the prior knowledge possessed by each receiver. In [52], the authors propose nested
codes to improve D2D communication in the multicast settings.

Destination cooperation in interference channels is another flavor of D2D communication where
one device can act as a relay for another device. In [53], the authors propose a cooperative
communication scheme for two mobile users located in a common cell edge area. The main idea of
the scheme is that both mobile users are opportunistically able to receive and decode each other’s
messages based on the signal-to-interference-plus-noise ratio (SINR). If one user has correctly
decoded both own and other user messages, the user can cooperate by relaying the other user
message. It was shown that this scheme achieves a diversity order of 2. The same authors propose
an extension to this scheme [54] where cooperation may occur not only when both own and other
device messages are received correctly, but when just own message is decoded correctly by relaying
own message. This own message is considered as an interference from the other device’s

perspective. Due to the short distance between devices, the other device receives and decodes the
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other device’s message correctly, then removes it from the main received signal to recuperate its
own message. It has been shown that the extended scheme achieves additional gain while
maintaining the same diversity order of 2. The authors in [55] propose a cooperative coding scheme
for three mobile users in vicinity underlaying LTE networks with raptor coding and amplify and

forward (AF) relaying scheme.

1.3.3 Joint Channel Estimation and Raptor Decoding Over Fading Channel

Joint channel estimation and LDPC decoding over fading channels based on factor graphs are
investigated in [56-59]. Jin et al. [56] consider a low complexity algorithm to iteratively estimate
the continuous values of the fading levels and apply the density evolution (DE) method [60] to
analyze its performance with LDPC decoding over a block fading channel. They show that using
ML and maximum a posteriori (MAP) techniques, a threshold enhancement of 0.6-1.1dB is
achieved for different sub-block lengths. Niu et al. [57] investigate two methods to handle
continuous variables trying to overcome the high complexity updates based on Kalman filtering. 1)
The first approach is used to approximate the complexity of message updates. 2) The second
approach retains the message passing rules, but approximates the correlated Rayleigh fading
channel by a first order autoregressive (AR) channel model. They show that soft decision feedback
outperforms hard decision by about 0.8 dB for the filtering approach. They also compare optimal
Wiener filtering with low pass filtering and Kalman smoothing. The latter approach reduces
complexity at the expense of performance. Similar work is also investigated in [61] in the presence
of interference. On the other hand, normalized min-sum algorithm can be used to reduce complexity
in iterative channel estimation process [58]. In [58], Lin et al. show that by choosing an optimal
normalization factor, the min-sum algorithm performs similar to the sum-product and is slightly
worse compared to the case when perfect CSI is available.
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Root-LDPC codes are specially designed for transmission over block-fading channels with sub-
blocks, which results in full diversity property. Andriyanova et al. [59] propose joint channel
estimation and decoding scheme for root-LDPC codes when CSI is not available at the receiver.
They showed that full diversity can still be preserved when CSI is not available. Other techniques
for estimating channel information at the receiver are based on pilot-assisted symbols where pilot
symbols are inserted into the data stream [57, 62-63]. Valenti et al. [62] address pilot-aided iterative
decoding and channel estimation for turbo codes BPSK system over Rayleigh fading channels.
They showed that by iteratively estimating the channel and turbo decoding, significant
enhancements can be achieved. They also showed the fact that the frequency of the pilot symbols
determines the overall performance of the system. Kwon et al. [63] propose a method to encode the
pilot symbols along with the information symbols using systematic encoding. They show the
positive gain achieved from coded pilot symbols in contrast with uncoded pilot symbols. Majumder
et al. [64] consider a joint Raptor decoding and channel estimation scheme based on the iterative
decoding scheme for LDPC codes [56]. Their scheme performs about 0.7-1dB from the optimal

case which behaves almost similarly to the ML scheme [56].

1.4 Thesis Contributions

With the above motivation and challenges, we propose in this thesis a number of coding strategies
and relaying schemes for improving the bandwidth efficiency of MACs. The contributions to the
thesis are summarized as follows:
e In the MAC framework, we propose a new practical encoding and joint belief propagation
(BP) decoding techniques for the 2-user MAEC that achieve any rate pair close to the capacity

region without time sharing nor rate splitting. While at the encoders, the corresponding parity
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check matrices are randomly built from a half-rate matrix, the joint BP decoder employs the
associated Tanner graphs of the parity check matrices to iteratively recover the erasures in the
received combined codewords. Specifically, the joint decoder performs two steps in each
decoding iteration: 1) simultaneously and independently runs the BP decoding process at each
constituent sub-graph to recover some of the common erasures, 2) update the other sub-graph
with newly recovered erasures and vice versa. When the number of erasures in the received
combined codewords is less than or equal to the number of parity check constraints, the decoder
may successfully decode both codewords, otherwise the decoder declares decoding failure.
Furthermore, we calculate the probability of decoding failure and the outage capacity.
Additionally, we show how the erasure probability evolves with the number of decoding
iterations and the maximum tolerable loss.

e In the IoT perspective, we propose a new cooperative joint network and rateless coding
strategy for MTC devices in the multicast settings where three or more MTC devices
dynamically form a cluster to disseminate messages between themselves. Specifically, in the
basic cluster, three MTC devices transmit their respective messages simultaneously to the relay
in the first phase. The relay broadcasts back the combined messages to all MTC devices within
the basic cluster. Given the fact that each MTC device can remove its own message, the received
signal in the second phase is reduced to the combined messages coming from the other two
MTC devices. Hence, this results in exploiting the interference caused by one message on the
other and therefore improving the bandwidth efficiency. Furthermore, each group of three MTC
devices in vicinity can form a basic cluster for exchanging messages, and the basic scheme
extends to N MTC devices. The extended scheme is described in details in Chapter 4.

Furthermore, we implement the proposed scheme employing practical Raptor codes with the
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use of two relaying schemes namely AF and de-noise and forward (DNF). We show that with
very little processing at the relay using DNF relaying scheme, performance can be further
enhanced. We show that the proposed scheme achieves a near optimal sum rate performance.

e In the context of channel estimation, we propose a simple channel approximation scheme
to estimate the CSI at the receiver. Specifically, when CSI is not available at the receiver, a
simpler approach is to estimate the channel state of a group of received symbols, then use the

approximated value of the channel with the received signal to compute the LLR.

1.5 Thesis Outline

The rest of the thesis is organized as follows:

In Chapter 2, we present a brief background about enabling techniques used in the proposed
schemes. We start with an introduction to a single user communication channel, MAC channel,
relay channel and multi-way relay channel, and then we define each of the used techniques and the
related work that was done in the literature. We then introduce the concept of SD, NC and physical-
layer NC. We also introduce LDPC codes and Raptor codes. We present the concept of CR. We
then present the notion of device-to-device communications and the IoT and finally conclude the
chapter.

In Chapter 3, we present the proposed coding scheme for 2-user MAEC. Specifically, we calculate
the upper bound on the probability of decoding failure, and we show that if the number of erasures
in the received combined codewords is greater than the number of parity check constraints, the
decoder declares failure. Furthermore, we calculate the probability of decoding failure and the
outage capacity. Additionally, we present an efficient encoding and joint decoding scheme based

on the half-rate parity check matrix code. Using joint BP decoding at the destination, during each
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iteration, two tasks are performed: 1) each constituent decoder is able to resolve some of the erasures
in the received combined codewords, 2) the recovered bits by one decoder are automatically
recovered at the other decoder. We also present the implementation of the coding scheme using
LDPC codes. We also present the simulation results and we show that this scheme achieves any
rate pairs close to the boundary region using joint decoding, without using SD nor time sharing and
rate splitting.

In Chapter 4, we present the proposed coding strategy that considerably increases the efficiency of
the channel in the multicast setting. Specifically, we consider a scenario where three M2M
communication devices want to exchange their messages via a low cost relay or another device in
proximity. The main advantage of the proposed scheme is twofold: 1) use of joint channel and
physical-layer NC where MTC devices simultaneously transmit their messages, 2) no decoding at
the relay, where relaying can be as simple as AF or DNF. Additionally, we present an efficient and
scalable technique to disseminate information among a large group of MTC devices. Furthermore,
we present the simulation results using practical rateless codes and we show that the proposed
scheme achieves a near optimal sum rate performance.

In Chapter 5, we first present a comparative study of joint channel estimation and decoding of factor
graph-based codes over flat fading channels. We also propose a simple channel approximation
scheme to estimate the channel state at the receiver before carry on with iterative decoding. Using
LDPC and Raptor codes, we present the simulation results and show that the proposed scheme
performs close to the optimal solution when perfect channel state information is available at the
receiver.

In Chapter 6, we conclude our work with a brief summary about the proposed coding strategies and

their major advantages. Then, we suggest some potential extensions for future research directions.
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Chapter 2

Background

2.1 Introduction

In this Chapter, we give a brief introduction about some concepts which will be used in later
chapters. First we overview the basic single user communication channel, the MAC, the relay
channel and the multi-way relay channel. Then, we take a look at some communication concepts
which include SD, NC and physical-later NC. Then, we explain some modern coding techniques
including LDPC and Raptor codes. Later, we describe the concept of CR, and we explain the
concept of (IoT) including the various communication models for the [oT, and finally, we conclude

the chapter.

2.2 Single user communication Channel

The basic and fundamental channel model is the single user additive white Gaussian noise (AWGN)
channel as depicted in Fig. 2.1. The ith output symbol y;of this channel is the sum of the ith input

symbol x; and the ith Gaussian noise z;.

Vi = \/ﬁxi + z; (21)
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Fig. 2.1 AWGN channel

where P is a power constraint at the transmitter and z is a circular symmetric complex Gaussian
2
random variable, z~CSCG (0, %) where 07 is the variance of the AWGN in each dimension.

The capacity of the AWGN channel with power constraint P and noise variance o2 is defined as
[23]

C= max I(X;Y) (2.2)

E[X2]<P
where I is the mutual information [65] between the input and the output of a Gaussian channel.

The solution of the maximization function gives the information capacity as [23]

C= 1logz (1 + i) (2.3)

2 a?
When the input constellation is finite in size and the symbols from the input constellation are chosen
with uniform distribution, I is referred to as Constellation Constrained (CC) capacity of the channel.
The capacity is achieved with Gaussian inputs to the channel. However in practice, this is not
achievable. For instance, let us assume that the BPSK modulation is used with P = 1 and ¢ = 1.
Then with the given power constraint, the channel input with equal probability is x = {—1,+1}.

Hence, the BPSK CC capacity of the channel is given by

(u_z/az)
J log,(1+e™e oz du. (2.4)

CBPSK =1- \/27
s
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Fig. 2.2 Gaussian and BPSK constellation constrained over the AWGN channel

The capacity plot of the CC and Gaussian inputs over AWGN channel is illustrated in Fig. 2.2.

2.3 Multiple Access Channel

One of the most fundamentally interesting and widely encountered in real life scenarios is the MAC.
MAC models a scenario where two or more users want to send messages to a common destination
as illustrated in Fig. 2.3. Some practical examples include a group of independent mobile users
communicates with a base station (BS), or a group of wirelessly equipped devices communicates
with a common receiver, or various ground stations communicate with a satellite receiver. In
general, MA techniques are classified into orthogonal and non-orthogonal methods [66]. In
orthogonal schemes, signals from different users are orthogonal to each other and their cross

correlation is zero. Several techniques have been used in practice to achieve orthogonality. i.e., time
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Fig. 2.3 The Multiple Access Channel where X;, x,, and y are channel inputs at source 1 and 2 and channel output
respectivelly. P(y|xy, x,) represents the probability transition matrix

division multiple access (TDMA), frequency division multiple access (FDMA), and orthogonal
frequency division multiple access (OFDMA). The main advantage of the orthogonal approaches
is the avoidance of co-channel interference. On the other hand, non-orthogonal methods allow a
certain degree of non-zero cross correlation among signals from different users. These schemes
include random waveform code division multiple access (CDMA) [67], trellis coded multiple
access (TCMA) [68], and interleave division multiple access (IDMA) [69]. With the recent progress
in multi-user detection (MUD) [25], it is demonstrated [66] that non-orthogonal methods have a
spectral-power efficiency advantage over orthogonal techniques by exploiting the information

contained in the interfered signals.

2.3.1 Capacity Region for the Multiple Access Channel

The capacity of a MAC is the closure of the convex hull of all achievable rate pairs (R, R,)
satistying [23]
Ry <I(Xy;Y(X2) (2.5)

R, <I1(Xy;Y[Xy) (2.6)
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Fig. 2.4 Capacity region for the MAC

Ry + R, <I(X1,X2Y) (2.7)
where X;, X, and Y are the channel input from user 1, the channel input from user 2, and the
channel output, respectively. Fig. 2.4 shows the achievable region of a MAC for a fixed input
distribution.

Point A corresponds to the maximum achievable rate from user 1 to the destination when user 2 is
not sending any information. The point B corresponds to the maximum rate at which user 2 can
send information as long as user 1 sends at his maximum rate. This is the rate that is obtained if X;
1s considered as noise for the channel from X, to Y. The receiver decodes X, codeword first, then
can subtract its effect from the channel. Similarly for points C and D. The non-corner points

between point B and point C can be achieved by time-sharing.

2.3.2 Gaussian Multiple Access Channel

The 2-user Gaussian MAC (GMAC) is depicted in Fig. 2.5 where two users communicate to a

single destination. The ith received signal at the destination is given by
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Fig. 2.5 Gaussian multiple access channel

Vi = Pix1i + [ PaXpi + 2; (2.8)

where P; is the power constraint at the jth transmitter for j = {1,2} and z; is the ith circular
2

symmetric complex Gaussian random, z;~CSCG (0, 52) where U? is the variance of the AWGN in

each dimension. The capacity region of the GMAC is illustrated in Fig. 2.6 and similarly computed
as the above general case which is the convex hull of the set of rate pairs satisfying (2.5)-(2.7) for
some input distribution f; (x;)f>(x;) and the total power constraints E[X?] < P, and E[X2] < P,.

We define the channel capacity function as

Clu) 2 %logz(l +u) (2.9)

corresponding to the channel capacity of a Gaussian white noise channel with signal to noise ratio
(SNR) u. Therefore, the upper bound on individual rates Ry, R, and sum rate R; + R, are written

as

R, <C (i) (2.10)
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Fig. 2.6 Capacity region for the GMAC with FDMA and TDMA

P,
R,<C <§> (2.11)
P, + P,
Ri+Ry < C(=—— (2.12)

These upper bounds are achieved when the input distributions are Gaussian. i.e., X;~N(0, P; )
and X,~N(0, P, ). The two corner points are achieved by means of singe user decoding and SIC.
In other words, the receiver first decodes the second user, considering the first user as part of the
noise. Then, the second user is subtracted out and the first user can be decoded interference free.
This process is called onion peeling [23]. In the general case when the number of users is N, the

. NP . 1, (NP .
sum rate is C (;) and the average rate per user is - C (;) When the number of users N is very

large, the sum rate is also large, however, the rate per individual user geos to zero.

In FDMA, the rates depend on the bandwidth allocated to each user. Consider the 2-user scenario
with powers P; and P, using nonintersecting frequency bands with bandwidths W; and W,,
where Wy = aW and W, = (1 — a)W fora € [0,1]. From the single user band limited channel
capacity, the following rate pairs are achievable
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Fig. 2.7 Successive interference cancellation technique for two sources

Py
= _ 2.1
R, = W, log, (1 +02W1) (2.13)
P,
R, =W, (1 —) 2.14
2 209> +02W2 (2.14)

As «a varies from 0 to 1, the curve is plotted in Fig. 2.6. Note that the FDMA curve touches the
boundary of the capacity region at one point corresponding to allocating bandwidth to each channel
proportional to the power in that channel. Therefore, the bandwidth allocation is optimal when the
allocated powers are proportional to the bandwidths.

In TDMA, each user is allocated a TS during which only that user is active. Consider the 2-user

. . . . . P
scenario, each with power P. The rate at which each active user transmits is C (;) If users have

equal length and number of TS, the average achieved rate per user is % C (%) This system is called

naive TDMA. Since each user is silent half of the time on average, the power used on average is

half. Therefore, we can allocate double the power to each active user and maintain the average

. . . . . . . 2P
power constraint P. With this modification, the average achieved rate per user IS%C (;)

Furthermore, by varying the length of the slot and the instantaneous power allocated to each user,
the same capacity region as FDMA can be achieved with different bandwidth allocations. On the
other hand, CDMA achieves the entire capacity region, and in addition, allows new users to be

added easily without changing the codes of the current users.
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Fig. 2.8 Capacity region for two-user multiple access erasure channel with SIC.

2.4 Successive Interference Cancellation

SIC [23] is an iterative process that starts with the strongest coded signal first, decodes it and then
re-encodes it. The second step is to subtract the re-encoded message from the original received
signal, and then decode the remaining message interference free [24] as shown in Fig. 2.7. In other
words, the decoding process consists of several single user decoders where the strongest signal is
first decoded using single user decoding technique while considering the other interfering signals
as noise. Then the decoded message is re-encoded and subtracted from the original message to
remove its effect and so on, until the last message which is decoded interference free. Fig. 2.7
illustrates the SIC technique for the 2-user MAC where it is assumed that the power level of source
1 coded signal is higher than the power signal of source 2 coded signal. First, the source 1 message
is successfully decoded, then re-encoded and subtracted from the original signal to get source 2

coded message with noise. Assuming that source 1 transmit at rate R; = 1, source 2 can send at a

24



(b)

Fig. 2.9 Relay Channel. (a) Relay channel where dashed line represents the direct communication link. (b) A two-
hop communication channel

rate R, up to 0.5 as shown in Fig. 2.8. At the destination, the decoder first applies SIC to decode
the half-rate message and then decode the unit-rate message. Actually, this is the maximum
achievable rate on such a channel. We have shown the capacity region for this scheme in Fig. 2.8.

However, for the purpose of comparison, we have also added the region for single user detection.

2.5 Relay Channel

The three-terminal relay channel was introduced by van der Meulen [70] where lower and upper
bounds on the capacity were discovered. Later, the bounds in [70] were significantly improved by
Cover and El Gamal [71] where several coding strategies were introduced. These coding strategies
are referred to as Decode-and-Forward (DF), Partial Decode-and-Forward (Partial-DF), and
Compress-and-Forward (CF). Cover and El Gamal derived the cut-set upper bound on the capacity
of the relay channel and established the capacity for the cases of degraded and reversely degraded
relay channels. Cover and El Gamal also obtained a general lower bound on the capacity of the
relay channel by combining partial DF and CF schemes. Capacity of the relay channel with
feedback from the receivers to the transmitters is also studied in their work. Fig. 2.9 depicts the

relay channel with and without direct communication link.
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2.5.1 Relaying Strategies

In cooperative communication systems [72], the relay plays a central role in the performance of
the overall system. The relay can be full or half duplex. In full duplex, the relay simultaneously
transmits and receives communication signals, whereas in half duplex (more practical), the relay
can either transmit or receive. The relaying strategies vary from amplifying and forwarding [73]
the signal without any processing to completely regenerating the data and applying further

processing [71]. Next, we briefly describe the relaying strategies.
Amplify and Forward

This is the simplest and traditional scheme that does not require processing at the relay. AF strategy
was proposed for the Gaussian parallel or diamond relay channel by Schein and Gallager for the
first time in [74] and in details in [75]. In their work an achievable rate region for diamond relay
networks was presented using the combination of AF and DF. Performance of AF in wireless
Gaussian channels is studied in [73]. A new achievable rate region for the Gaussian parallel relay
channel is obtained in [76] using Combined Amplify-and-Decode Forward (CADF) scheme and it
is shown that this scheme outperforms all previous techniques for their proposed network. In AF
relaying scheme, the received signal is scaled by y before is transmitted to the next hop. y is the

amplifier gain to maintain the average power constraint at the relay [73].
Decode and Forward

In DF, the relay first tries to decode the received signal to regenerate the original message [71]. If
this process is successful, the relay re-encodes the recovered message to produce the original
codeword. The relay then transmits the encoded message to the destination. Otherwise, the relay

remains silent. Hence, the DF scheme retransmits reliable information to the next hop.
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Fig. 2.10 Decision regions for the DNF relaying scheme in the case of a two-way relay channel

Compress and Forward

The CF scheme is mainly used when the relay destination link is bandwidth limited [71]. Similarly
to the DF scheme, the CF scheme decodes first the received codeword to recover the original
message. If the original message is correctly decoded, then the codeword is compressed or

quantized before being transmitted.
De-Noise and Forward

The DNF scheme is a useful relaying strategy when the relay is not interested in decoding
individual messages. DNF process detects the superposition of multiple signals at the relay and it
does not decode individual messages, instead it removes completely the AWGN. The de-noising
strategy [77], which was first introduced for wireless multi hop network, follows a certain mapping
function to re-map the superposed signal into a symbol of the same constellation (that was used at
the sources) instead of using joint decoding. Fig. 2.10 illustrates a simple example [77] of DNF
for two communication devices with BPSK modulation where X;, X, = {—1,1} are the modulated
signals at each device, respectively. In AWGN channel, the received signal at the relay is Yz =
X, + X, + Zp, where Zy is the noise at the relay. In the noiseless scenario and in the MA phase,

the received signal at the relay has three possible values{—2,0,2}. If Y = +2, the relay knows
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what each communication device has transmitted, however, if Y, = 0 the relay cannot jointly
decode both messages. Yet, the relay can apply DNF by mapping the received signal as follows.
If Y, = £2, then Xz = —1, otherwise Xz = 1. The communication device interprets the received
signal during the BC as follows. If the received signal is -1, this means that the other
communication device has sent the same symbol as his. If the received signal is 1, the other device
has sent the opposite of what this device has sent during the MA phase. The MAP optimal threshold

T; in Fig. 2.10 is given by

R
Ty =1+~ n(2) (2.15)

Functional Decode and Forward

The idea of FDF scheme was first introduced in [78-79] for the two-way relay channel. Consider
a two-way relay system where two users want to exchange messages via a relay. It is assumed that
all nodes are half-duplex and therefore direct communication between users is not possible. The
transmission strategy is over two stages. In the uplink stage, both users 1 and 2 simultaneously
transmit their linearly encoded messages to the relay. The relay receives a noisy version of the sum
of both codewords, i.e., X1, = X; @ X, where the sum is modulo 2. X;, is another codeword.
Using error correcting codes [29-30], the relay decodes X;, and broadcasts it back to both users.
Each user first removes its own message from the received codeword to recover the other user’s
message. The FDF scheme is also extended to more than two users [80] using TDMA.

The capacity results for the relay channel are only known for a few special cases. In [81] the
capacity of a deterministic discrete memoryless relay channel where the relay’s channel output is
a deterministic function of the source’s and its own channel inputs is presented. In [82] and [83]

the capacity results for the degraded relay channel [71] are extended to multi-relay setup scenarios.
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Fig. 2.11 Bidirectional relaying schemes: (a) Conventional relaying, (b) relaying with NC,
(c) relaying with physical-layer NC
Results on the capacity of the relay channels with orthogonal transmit channels are presented in
[84]. In [85] a new CF lower bound is presented. The authors used Wyner-Ziv [86] coding to
reduce the rate required to transmit the information from the relay to the destination. A lower
bounds on the capacity of Gaussian relay channel with orthogonal receive components is obtained
in [87]. Upper and lower bounds on the outage capacity and ergodic capacity of the wireless relay
channels in Rayleigh-fading environment is studied in [88]. A comprehensive study of DF and CF
coding schemes for single and multi-user wireless relay networks can be found in [89]. Cover and
Kim [90] and Kim [91] investigated the capacity of a class of relay channels called primitive relay
channels. In these channels the relay can reliably communicate with the destination via a separate
link at any rate up to a fixed rate of Ry. The relay-destination channel is assumed separate so that
communication over this link does not interfere with the source-destination communication. This
assumption is useful in two phase communication protocols used in half-duplex relay channels [92
and references therein]. In [90] they established the capacity for the deterministic case where the
relay’s output is a deterministic function of the source’s input and the destination’s output of the
channel using Hash-and-Forward (HF) technique and showed that CF coding scheme can also
achieve the capacity. In [91] Kim used Slepian-Wolf theorem [93] and time-sharing to achieve the

capacity.

29



2.6 The Multi-Way Relay Channel

The multi-way relay channel (MWRC) [94] is a promising building block for relay networks in
the multicast setting where more than two users communicate with each other through a relay. Due
to the half-duplex constraint, neither user can receive the other user in the MA phase. The MWRC
can model several interesting practical communication scenarios. In satellite communications,
multiple co-channel terminals exchange their messages through a gateway which acts as a relay in
the multi-way relay channel. In cellular networks, a group of people can form a social network and
exchange messages through the BS which acts as a relay in the multi-way fashion. Furthermore in
the cellular context, a group of users in vicinity can establish a device-to-device communication
and share messages through a simple repeater in proximity which acts a multi-way relay channel.
In ad hoc networks, several users can contribute in building a distributed file sharing database
through a central access point (AP). In sensor networks, several sensors can cooperatively pass their
data to a central location. The two-way relay channel [95] is the simplest case of multi-way relay
channels where two users exchange their messages with the aid of a relay. Fig. 2.11(a) illustrates
the conventional two-way relaying scheme over four phases. In the first two phases, each user
transmits individually its message to the relay whereas in the last two phases, the relay separately

applies AF or DF scheme and transmits the signal intended to the other user.

2.7 Network Coding and Physical-Layer Network Coding

NC, which is the notion of coding at the packet level, has changed the model under which
communication networks are designed. While in the traditional scheme, the intermediate network
nodes route a packet from the incoming link to the outgoing link without any additional processing,
NC combines packets, for example, by simply bit-wise XOR’ing them. NC was originally
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introduced [96] to increase the throughput over wired networks. However, given the unreliability
and broadcast nature of wireless networks, NC can provide a natural solution for the characteristic
of wireless communication that affects routing [97]. NC was applied to the two-way relay channel
in [98] where messages from both users are decoded first, then broadcast modulo two summation
of both messages to both users as depicted on Fig 2.11(b). With the fact that each user has its own
exchanged message, each user removes this effect and is able to fully recover the other user
message.

Physical-layer NC was independently and concurrently proposed by three groups [77, 99-100] to
exploit the natural operation of NC that occurs from the broadcast of two or more non-orthogonal
signals. Nazer et al. [101] proposed a reliable physical-layer NC by removing the noise at each
communication stage using appropriate error correcting codes. Fig 2.11(c) illustrates the physical-
layer NC where in the MA phase both users transmit their messages then, the relay broadcasts the
superimposed signal in the second phase. There are two main advantages from employing this
scheme. Firstly, this scheme requires half the number of phases to communicate the messages
compared to the conventional scheme, hence, doubling the throughput. Secondly, the less number
of transmissions at the relay to communicate the same amount of information saves the power at

the relay.

2.8 Low Density Parity Check Codes

LDPC codes originally proposed by Gallager [17] in 1960 were largely forgotten due to
computational demands and implementation complexity at that time until mid-nineties when
Gallager’s work was re-investigated by Mackay and Neal [102]. Richardson, Shokrollahi and

Urbanke designed capacity approaching irregular LDPC codes [103] which outperforms Turbo
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codes [104-106]. LDPC codes, which are capacity approaching codes are a class of linear codes.
LDPC codes are basically represented via two techniques namely matrix and graphical

representations.
Matrix representation

LDPC codes are represented by a sparse parity check matrix H which forms the nullspace of the
code with dimension m x n. Given a binary row vector message containing k bits, H consists of
m = n — k parity check equations. An example of half-rate LDPC matrix is Illustrated in (2.16)

wheren =10and k =5

1000111000

0001101010
H=|1111000000 |. (2.16)

0100000111

0010010101

The code consists of the n-tuples codewords u such that the following equation is satisfied

uHT = 0. (2.17)
The matrices for LDPC codes are sparse. The sparsity of H allows for efficient practical iterative
decoding algorithms [17]. However, optimal ML decoding for linear block codes is almost
impossible due to complexity, particularly, for large codeword lengths. On the other hand, iterative
decoding, which achieves near optimal performance, is used for LDPC codes due to the sparsity
feature of H. The matrix in (2.16) is not sparse due to a small codeword length. Regular LDPC

codes also called Gallager codes [17], have constant column and row weights w, and w;.,

respectively. The design rate of the code in this case is

n—m m w,
R= =1-—=1--S. (2.18)
n n W,
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Fig. 2.12 Tanner Graph representation for the parity check matrix H in (2.16)

Graphical representation

An alternative representation of LDPC codes is via a Tanner graph [107]. The girth of a Tanner
graph is the length of the shortest cycle in the graph. Girths in Tanner graphs prevent the BP
algorithm from converging [102-103]. The Tanner graph associated with H is a bipartite graph
with n variables nodes corresponding to the codeword bits and m check nodes corresponding to the
parity check constraints. A check node j is connected to a variable node i if H;; = 1. A cycle in a
Tanner graph refers to a finite set of connected edges such that an edge starts and ends at the same
node and no node appears more than once except the initial and final node. Length-4 cycles consist
of a cycle of four nodes, two of which are on each side of the Tanner graph. The bipartite graph of
the parity check matrix in (2.16) is illustrated in Fig. 2.12 where the red dashed edges represent the
length-4 cycles. In this example, each variable node has degree 2 and every check node has degree
4. This code is called (2, 4) regular LDPC code.

Factor graphs are bipartite graphs representing the factorization of a function. The two main
message passing algorithms on factor graphs are the max-product [107] and the sum-product
algorithms [17]. We refer the reader to [20] for a tutorial paper on factor graphs and sum product

algorithms. The LLR update rules for decoding the LDPC code are as follows [113]
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\1 — [Tor20 tanh( > >
where m( ) . represents the message passed from message node v to the check node c at the [*"* round

of the algorithm. Similarly define m At round 0, mv o ), denoted as m,, is the LLR of the message
node v conditioned on its observed value, which represents the a priori LLR coming from the LT
belief propagation decoder.

On the other hand, the performance of LDPC codes can substantially be improved by allowing
nodes of various degrees. This code is called irregular LDPC code [100] for which the degrees of
nodes are generated from a degree distribution. If the graph has only one degree on the right hand
side, this graph is called right regular [108]. For an LDPC code of length n, denote the number of
variable nodes of degree i by A;, so that };; A; = n. Similarly, denote the number of check nodes

by P;, so that },; P; = m. In polynomial notation, this is equivalent to

Alx) = Z/lixi, P(x) = Zpixi. (2.21)

i1 i>1
(A, P) is called the normalized degree distribution pair (DDP) from a node perspective. Hence, the

design rate is as follows

R(A,P) = P (2.22)
' A1) '

For the DE analysis, an alternative approach to construct H from a DDP (A, p) is from an edge

perspective. Define
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i1 21
where A; and p; are the fraction of edges that connect to variable and check nodes of degree i. The

average variable and check degrees denoted by l,,,4 and 7,,,4 are given respectively by

1 1
lavg =0 ravg =0 - (224)
Jo A(x) dx Jy P(x) dx
The design rate is given by:
l fl p(x) dx
RAp)=1-—L=1-2—"— (2.25)
Tavg fO A(x) dx

Density evolution analysis

In the BEC, DE describes how the probability of erasures evolves as a function of the iteration
number [30]. Consider a DDP (4, p), let € € [0,1] be the channel parameter and let P2Y = 1, the

probability of erasure under BP algorithm after [ iterations and for [ > 0, is defined as
P _ BP
= eA(1- p(1 - PER)). (2.26)
Threshold

The threshold e associated with a DDP (4, p) is defined as the maximum tolerable loss [108] for
which the information can be reliably transmitted over the BEC (€). i.e., if € < €5F the probability

of erasures P?¥ — 0 as | — oo. The threshold is given by

eBP (A, p) = min </1(1 — pﬁl — x)))' for x € [0, eBP]. (2.27)

An upper bound on threshold can be also found from the stability condition which is given by

e (Ap) < (2.28)

(0) (D
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Multiplicative Gap

The multiplicative gap &(4, p) associated with a DDP (4, p) is defined as the fraction loss of the
capacity that is not achievable. The multiplicative gap vanishes when €27 (4, p) + R(4,p) = 1.
Therefore, 6 (4, p) is given by

R(4,p)

S(Arp) = 1 - 1 _ EBP().,p)

(2.29)

2.9 Raptor Codes

Fountain codes [109] are rateless channel codes with unknown rates a priori. i.e., the encoder
produces an endless stream of output symbols from a given set of input symbols. The receiver
attempts to decode the codeword every time a new symbol is received. This process continues until
the destination successfully decodes the codeword and acknowledges the source to terminate the
transmission. Each transmitted output symbol is produced by adding up a randomly chosen subset
of the input symbols. The decoder of an optimal fountain code can recover with high probability

the original k input symbols from any set of t output symbols with error probability at most
inversely polynomial in k. The overhead is defined as the ratio %

On the other hand, Tornado codes [110] are fixed rate codes, i.e., the codeword length n is fixed
beforehand based on the initial channel erasure rate estimation. Tornado codes are derived from
sparse irregular random bipartite graphs [103]. The edge degree distribution of such graphs are
carefully chosen leading to successful decoding with high probability by simple BP decoder.
Tornado codes are constructed using concatenation at different levels. At the first layer, the input
symbols are XOR’ed into coded symbols. Then these coded symbols are XOR’ed into coded

symbols at the second layer and so on.
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Fig. 2.13 Raptor Codes: Pre-code appends redundant symbols to source symbols in the case of systematic
pre-code to form intermediate symbols. LT code with optimized degree distribution generates output symbols
from intermediate symbols

In contrast, Luby Transform (LT) codes [111] are the first class of universal fountain codes. Based
on a realization d of a specific degree distribution, for instance Soliton distribution, each output
symbol is produced from summing up d input symbols. LT coding is performed over two steps.
First, generate the value of d from a degree distribution. Second, uniformly select d input symbols
to produce the output symbol by performing modulo 2 sum on these symbols. The decoding of LT
codes is performed by back substitution. The decoder looks for degree one output symbols to
decode first after each decoding round. This process continues until enough output symbols are
received and codeword is successfully decoded. The LT codes do not have a fixed encoding cost.
Raptor (Rapid Tornado) codes [112] are a special and new class of Fountain codes with optimized
degree distribution and another layer of high rate codes called the pre-code layer. The core idea of
Raptor coding is to relax the condition that all input symbols have to be recovered by the LT code.
i.e. only a fraction of source symbols are decoded by the LT code [111] layer and the remainder is
decoded by the pre-code layer. Raptor codes consist of two layers, namely the pre-code and the
LT code layers, as shown in Fig. 2.13. The pre-code layer is a high rate block code whereas the

second layer is an LT code with an optimized degree distribution for Raptor codes [18].
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A Raptor code is characterized by the parameters (k, Cp, Q(x)) where k is the input symbols to
the pre-code layer, Cp is the rate of the erasure correcting block code referred to as the pre-code
and Q(x) is the generator polynomial of the optimized degree distribution of the LT layer [18]. A
raptor code encodes k input symbols to possibly limitless number of output symbols over Galois
field F,. The destination acknowledges the source to stop generating symbols once the receiver
successfully decodes the codeword. Hence, the output codeword length n is not known a priori.
The pre-code is in general chosen as a high rate right regular LDPC code [108]. The LDPC code
[113] layer produces the intermediate symbols from k input symbols. Whereas the LT layer
produces the output symbols from the intermediate symbols based on an optimized degree
distribution Q(x). The distribution is characterized by the generator polynomial Q(x) = Yf Q;x?,
where (); is the probability that i is chosen. The encoding process of the LT layer consists of first
sampling a degree d from the distribution Q(x), then d intermediate symbols are chosen according
to a uniform distribution from all intermediate symbols. The d chosen intermediate symbols are
then modulo 2 summed up to produce the output symbol.

The number of transmitted output symbols n (which is not known a priori) by the Raptor code can

be written as

k(1+¢)
n=———— (2.30)
Cp
where ¢ is the overhead. Therefore, the rate for Raptor code can be written as
R = k__C 2.31
n (1+¢) (231)

The LLR update rules for the decoding of LT code are as follows [114]

® O
m - VA m.,,
tanh (%) = tanh (70) 1_[ tanh < £0> (2.32)

i'#i
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m{&D = z m®, (2.33)

o'+o

D

where i stands for the input / intermediate nodes, o stands for the output node, m; ; represents the

message passed from input node i to output node o at iteration [ and similarly for m(() 3, Z, is the

LLR corresponding to output symbol o.

In the BPSK case, Z, = L.y, where y is the received symbol from the channel and L, = 2 E—;, and
o

E is the symbol power and o is the standard deviation of the Gaussian noise. Hence,
E
Z, = 2 =y (2.34)
After running the decoder for sufficient number of iterations, the LLR of each intermediate node

v is calculated as LLR(v) = ), m(()lz This a posteriori LLR is sent to the LDPC belief propagation

decoder as a priori LLR of the respective symbols. The source symbols LLRs are the output of this
stage of decoding, which then pass through a hard decision stage to complete the decoding

procedure.

2.10 Cognitive Radio

Wireless communications are constantly evolving leading to more demand in spectrum resources.
Although different spectrum bands are allocated to particular services, it was identified that these
bands are underutilized most of the time [5-6]. CR was proposed as a promising technique to
improve the spectrum usage efficiency. CR is an adaptive radio that modify its transmission
parameters based on some sensed information from the environment in which it operates [5].
Several strategies are proposed depending on the ability of the secondary user (SU) to coexist with

the primary user (PU).
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2.10.1 Interweave Cognitive Radio

In interweave CR systems, also called opportunistic access systems, SUs are only allowed to use
the spectrum when PUs are not active. Thus, no interference is tolerated by the PU. In opportunistic
spectrum sensing, SUs exploit the spectrum holes that are unused by the PU. This technique is not

efficient particularly in a highly dynamic PUs

2.10.2 Underlay Cognitive Radio

In underlay CR systems, also called spectrum sharing systems, the SU and PU can coexist
simultaneously on the same spectrum as long as the SU ensures that interference caused to the PU
is below a certain threshold. The SU has to transmit at low power and therefore secondary
transceiver must be able to operate in low SNR. This technique is restricted to low power
applications or short range communications (D2D) and has been adopted in LTE standard [11]

(cognitive femtocells).

2.10.3 Overlay Cognitive Radio

In the overlay CR technique, the SU tradeoffs some resources to enhance the primary signal and
help PU to correctly decodes its message. In return, the SU can access the PU spectrum. In this
approach, the SU can operate at higher SNR and thus, achieves better performance compared to
underlay approach. The overlay method is more efficient and lead to higher performance at both

PU and SU.
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2.11 Internet of Things

Introduced by Ashton in 1999 [1], the IoT is an emerging and promising subject from social,
economic and engineering perspectives. [oT is the global biggest network where consumer
electronics, vehicles, wearable micro devices, sensors and other multipurpose devices with
powerful data processing capabilities are being connected to each other or to central servers via the
internet or/and telecommunication operators.

The large scale implementation of IoT affects many practical and promising applications, some of
which are: 1) smart grids [ 115] for intelligent monitoring, control and efficient delivery of electricity
to consumers. 2) Smart cities [116] for increasing security, green energy, smart traffic monitoring
and intelligent parks. 3) Smart homes [117] for enhancing security and efficient energy
consumptions through home automation components. 4) Smart healthcare systems [118] for
efficient continuous monitoring of people with disabilities and the elderly, enabling improved level
of independence [119]. 5) Intelligent transportation systems [120] for building smarter
infrastructure and toward smart logistics systems. 6) Smart tracking and tracing [121]. 7) Public
safety systems. Fig. 2.14 illustrates the idea of a large number of wirelessly equipped devices
connected together in a smart city.

On the other hand, M2M communication has developed as a promising technology enabling billions
of multipurpose devices to communicate with each other without human intervention [8-9], [37-38,
[115]. MTC refers to existing and future autonomous networked sensing devices which gather and

exchange information over the network.
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Fig. 2.14 Smart city supported by MTC devices with interconnected users, surveillance systems, traffic lights, vehicles,
roads, railways, sensor devices and servers via telecommunication infrastructures

2.11.1 Communication Models for the IoT

Earlier this year, the internet architecture board (IAB) released an architectural guide for networking
of smart objects (RFC 7452) [122] which outlines the framework of communication models used
by IoT devices. The IoT common communication models are categorized into four patterns which

will be summarized next.

Device-to-Device Communication patterns

D2D communication models a scenario where two or more devices establish direct communication
links between one another to exchange information, rather than going through a centralized

controller or an application server. D2D communication uses many existing protocols and
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infrastructures. D2D is a promising key technology for the next generation of mobile networks
where mobile devices establish D2D sessions underlaying LTE networks [11]. Furthermore, in the
context of smart homes, D2D communication utilizes protocols like Bluetooth [123], ZigBee [124],
or Z-Wave [125] networks to establish D2D sessions. This communication model is commonly
used in home automation systems where information is exchanged between devices small data
packets with relatively low data rate requirements. For example, in a home automation setup, light
bulbs and switches, thermostats, door locks and possibly other domestic devices transmit messages

to each other.
Device-to-Cloud Communication patterns

D2C communication models a scenario where an MTC device establish a direct communication
link to a cloud server over the internet to exchange all types of messages. Using the IP based
protocol, WiFi links connect the MTC devices to the cloud. For example, a smart thermostat
transmits data to a cloud database server where the data can be gathered for statistics or other
analysis purposes. Home users can activate or deactivate the heating system from their smart phones
via the cloud. Therefore, D2C enhances user capabilities to extend their controls beyond home

environment.
Device-to-Gateway Communication patterns

In D2G, MTC devices communicates with a local gateway where some processing occurs before
transmitting the data to the cloud server. A home automation system or any portable smart device
can act as a local gateway. D2G is mainly used for interoperability purpose where a new non
compatible MTC device wants to join the network. However, D2G communication method requires

an additional application layer gateway software which increases complexity and cost.
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Back End Data Sharing patterns

In back end data sharing, multiple application server providers (ASP) exchange information over
the cloud for several purposes. For example, in a big complex, the data that is collected from MTC
sensors is gathered in a standalone data silo. Back end data sharing architecture allows other ASP

to access, analyze the data and possibly sharing it with another ASP.

2.12 Conclusion

In this chapter, we presented some background about concepts and techniques that are related to
our work and mainly used in the rest of the thesis. More precisely, we first presented few classical
channel models which include point to point channel, MAC, relay channel, and multi-way relay
channel. Then, we presented the concept of physical-layer NC and SIC. We also explained LDPC
and Raptor coding techniques. Finally, we presented the concept of the IoT and M2M
communication devices.

In the next chapter, we present our first contribution to the thesis where we propose coding
schemes for the 2-user non-orthogonal MAC. Moreover, we show that the interference resulting
from coexistence of radio devices can be exploited to improve the overall bandwidth efficiency of
a communication channel. Using LDPC codes, we also show that the proposed scheme achieves

any rate pairs on the capacity region without time sharing nor rate splitting.
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Chapter 3

Jomt LDPC Decoding for the 2-User Multiple

Access Erasure Channel

3.1 Introduction

With the tremendous demand for higher data rates and the scarcity in spectrum band, the traditional
fixed and orthogonal channel allocation do not cope with the most increasingly developed wireless
network worldwide. One promising key solution to further enhance data rates without increasing
the bandwidth is by increasing the spectral efficiency of the channel. Non orthogonal multiple
access (NOMA) techniques are promising candidates for the future wireless communication big
network. In the two user NOMA techniques, the two corner points on the boundary region are
known to be achievable by single user decoding followed by SIC. Other points can also be achieved
using time sharing or rate splitting.

In this chapter, we firstly propose a joint belief propagation LDPC decoding technique namely
method 2 for the two-user NOMA channel. This method exploits the fact that resolution of an
erasure in one decoder means the resolution at the other decoder since at the erasure locations, the

bits from two sources are complement of one another. Our algorithm consists of independently and
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simultaneously using single user BP decoding technique at each sub-graph followed by
communicating the results between the two decoders at the end of each iteration. Furthermore, we
calculate the probability of decoding failure and the outage capacity. Additionally, we show how
the erasure probability evolves with the number of decoding iterations and the maximum tolerable
loss using DE analysis. Simulation results show that any sum rate point close to the capacity
boundary is achievable.

Secondly, we propose an encoding technique at the sources that randomly splits a half-rate full rank
parity check matrix H of dimensions m x n into the corresponding parity check matrices H; and H,
, respectively, of dimensions m; x n and m, x n where m; + m, = m. Furthermore, we compute
an upper bound on the recoverable erasures in a 2-user MAEC. Additionally, we compare the
proposed method 2 with the single user decoding and SIC (method 1). It is clear that both methods
achieve similar performance, however, method 2 achieves any rate point on the capacity boundary
without using time sharing nor rate splitting. Furthermore, we show that a properly constructed half-
rate parity check matrix achieving rates close to the capacity region on the BEC results in an
efficient code achieving any rate point close to the capacity region on the 2-user MAEC.

The rest of the chapter is organized as follows. In Section 3.2, we present the system model and
define some notations. In section 3.3, we describe the coding strategy, calculate the probability of
decoding failure and evaluate the outage capacity. In section 3.4, we present the implementation
of the proposed coding scheme. In section 3.5, we present the simulation results and Section 3.6

concludes the chapter.
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Fig. 3.1 System Model

3.2 System Model

Consider two binary sources denoted by S; for j = {1,2} that want to simultaneously communicate

. .. k; .
with a destination D at rates R; = #, where k; denotes the data length of source j and n denotes

the codewords length, respectively. The communication occurs in the same band and on the same
channel. i.e., non-orthogonal multiple access. We assume that the transmitters are symbol
synchronized. In a noiseless scenario, the ith received symbol at the destination is the superposition
of both source symbols and is given by

Vi =u v, (3.1)
where u; and v; are the ith transmitted symbols from S; and S,, respectively. With the fact that
each source generates equally likely binary bits, half of the combined bits on average get erased in
the received codeword. Fig. 3.1 illustrates the two source MAEC with binary input and ternary

output. Hence, the channel output is y; = {0,1,2} as illustrated in Table 3.1 with respective
probabilities E,%,i}. When y; = {0,2}, the decoder knows that the ith bit in the received

combined codewords is a reliable information, i.e., u; = v; and the decoder can decide what both
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Fig. 3.2 Binary erasure channel with erasure probability €, considering source 2

sources sent. On the other hand, when y; = 1, the decoder knows that sources have sent opposite
bits, i.e., u; = v; + 1 and cannot decide what each source sent. Assume source 1 transmits at rate
R; = 1 bit per channel use (uncoded stream). Source 2 can transmit at rate R, < 0.5 bit per channel
use (coded stream). At the destination considering user 2, this channel is equivalent to a BEC as
depicted in Fig. 3.2 with erasure probability € = 0.5. Therefore, the capacity of this channel is 1 —
€ = 0.5 and in fact this is the maximum sum rate R; + R, < 1.5 that can be achieved on this

channel.

3.3 Proposed Coding Strategy for 2-User Multiple Access Erasure

Channel

In this section, we first describe the proposed coding scheme namely method 2, then we calculate
the probability of decoding failure and the outage capacity. We also illustrate a simple example to

clarify the idea of the proposed coding scheme.
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Table 3.1 Four equally likely Possible Combinations at the destination

——olo| 8
— O = O =
N[ —=|— || ~

3.3.1 Proposed Coding Scheme - Method 2

The main idea of the proposed coding scheme is to exploit the existing information resulting from
an erased bit in combined codewords, i.e., the location of the erased bits and the fact that the bits
transmitted by two sources are opposite in these locations. Next, we describe the encoding and

decoding processes.
Encoding process

The primary idea of the encoding at both sources is to exploit the fact that a half-rate full rank parity
check matrix H can be randomly divided between both individual parity check matrices H; and H,
with corresponding rates R, and R, resulting in a sum rate R, + R, < 1.5 very close to the capacity.
Each individual parity check matrix can be represented in a Tanner sub-graph. To fully exploit all
the parity bits produced at both encoders, each parity check equation has to be linearly independent.
Hence, the individual parity check matrix H; at the jth encoder must not be rank deficient. We
assume that the rank property is met and the structure of each encoder is unique. Let G; be the
generator matrix of size k; by n at the jth encoder that characterizes the (n, kj) code C; forj =
{1, 2}. The corresponding codewords produced by encoders 1 and 2 are givenby u = s,G; and v =
S, G, respectively where s; is a 1 by k; message vector at the jth source. We illustrate the encoding

and decoding process through a simple example later in this section.
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Decoding process

The decoding technique mainly consists of first forming H from the individual parity check matrices
H;, then solving the system of linear equation in (3.5) to recover the erased bits in codeword u, then
v is automatically recovered following the fact that a recovered erased bit in one codeword implies
that the corresponding bit in the other codeword is the inverse. The main result of this subsection is

presented in the following proposition.
Proposition

Let n, k, and k, be the length of: the codeword, the message at source 1 and source 2, respectively.
It is easy to show that when the number of erasures does not exceed 2n — k; — k,, we can recover

both transmitted codewords.

Proof: Assume that there are e erasures in a received combined codeword y, i.e., places
where u; = v; + 1. Overall, we have 2e unknowns. However, given e equations of type u; = v; +
1, the number of unknowns is reduced to e. uH! = 0 and vHI = 0 provide us with n — k; and
n — k, equations, respectively. The e unknowns can be found if e does not exceed the number of

equations (n —k;) + (n — ky) =2n—ky — k,, i.e.

e S ZTL - kl - kz (32)

The probability of failure to recover the erasures in the 2-user MAEC is

n

1 n
Pp=Ple>2n—k —k;] = o Z () (3.3)
l=2n-l;—ky+1
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Fig. 3.3 Probability of decoding failure as a function of the erasure in the channel € for various sum rate

Fig. 3.3 shows the probability of decoding failure Pr as a function of the erasure probability € of

the channel for various sum rates R = R; + R,. Note that as € increases the sum rate decreases for

a specific Pp target.

Since in an erasure channel of this type, almost half of the bits get erased, we have e = g Hence,
(3.2) can be written as

n n

Ezzn_kl_kz ﬁkl‘l‘kz'&'f? =>R1+R2z15 (34)

That is the coding scheme 2 can achieve the capacity of the 2-user MAEC.
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Given a binary row vector message containing k bits, the LDPC matrix H of dimensions m x n
consists of m = n — k parity check equations. Therefore, the code consists of the n-tuples
codewords u such that the following equation is satisfied.

uHT = 0. (3.5)
Necessary Solvability Conditions of (3.5)

The e unknowns in (3.2) can be recovered provided that the available known equations resulting
from the merged parity check matrix H are lineraly independent. Therefore, the parity check
matrix H must have full rank, i.e., rank(H) = 2n — k; — k,. We propose a simple technique at the
sources that preserves the rank property of H. Once both sources have agreed on the codeword

block length n and the individual transmission rates R; and R,, respectively, the first step is to

generate a full rank half-rate parity check matrix H of dimension 2 by n. We explain in details the
implementation of this technique in Section 3.4. Let H = (Z;) be a parity check matrix of
dimension 2 by n. If the rank of Hisr = g, thenr; + 1, = % where r; and r, are the ranks of Hy
and H,, respectively. It is easy to see thatr; +r, = 2 Let 8 be an integer between 0 and %.
Assume thatr; < % -0, ifr, < %+ 0, thenr; + 1, < % -0+ % +6 = % This contradicts the

fact that the rank of H is 2

3.3.2 Outage Capacity

The outage capacity Cp is defined as the largest achievable sum rate R such that the probability of
decoding failure Py is less than B [17]. Fig. 3.4 shows the outage capacity Cgfor various probability

of decoding failure target 3.
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3.3.3 A Simple example of the proposed coding scheme using (7,4) Hamming

Codes

To further capture the idea of the new coding scheme, a simple example is explored in this section.
Consider the (7,4) Hamming codes generated by the generator polynomials g;(X) = 1+ X + X3
and g,(X) = 1+ X2 + X3 atuser 1 and 2, respectively. Assume that the message vectors at source
land2 ares; = 1100 and s, = 0101, respectively. The resulting encoded vectors are u = s,;G; =
1011100 and v = s,G, = 0100111, respectively. At the destinationy = u + v = EEEE2EE.
Since the number of erased bits in the received erasure pattern yise = 6 < 2n — ky — k, = 6, the
decoder is able to separate both codewords by solving the system of linear equations

uHT =0, (3.6)

vHI = 0. (3.7)
Define g such that
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. = , 3-8
4 { 0 elsewhere (38)

then, v = u + q. Substituting in (3.7) vH3 = uH} + qHI = 0 or uH] = qHY} and
A o \F -
uHT = u( 1) = (qHT) . For this example, we have
2
100
/1 1 0\

111
gHT =(1111011) o11|=(101) (3.9)

101
010 /
001
Now, the remaining part is to merge H; and H, then solve the system of equations to find the

vectors u and v.

u
1011100 /é\ 0
/0101110\|u3| /b\
H, 10010111 | Lo |
'= T= | u |
fh (H)u 1110100 || ™ {1 | (3.10)
0111010/ \q/
0011101 1

then by using elementary row operations (upper triangle conversion), (3.10) simplifies to

Uy
1011100 /%\ 0
0101110} f, 7} [0
0010111 0
u =
0001010 |f,* 1 (3.11)
0000110 /|, 1
0000011/ \, 0
7

From (3.10) and using the equations from (3.7), the decoder first separates both codewords, then
decodes s;and s,. Now assume that the received combined codeword is y = EEEEEEE. Since the

number of erased bits in the received erasure patternis e = 7 > 2n — k; — k,, the decoder declares

decoding failure. Hence, the probability of decoding failure in this case is given by Pp = 2i7
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3.4 Implementation of the Proposed Coding Scheme

With the fact that both sources transmit equally likely data bits, on average half of the received
bits get erased. One possible solution (basic method) to this problem is to have a standalone LDPC
code of half-rate at each source. At the destination, each source independently tries to recover its
corresponding transmitted codeword from the received corrupted stream by using single user
detection. This coding scheme achieves a sum rate of at most R; + R, < 1. An alternative solution
(method 1) is to also have a standalone LDPC code of half-rate at one of the sources and the other
source transmits at unit-rate (uncoded stream). At the destination, we decode the half-rate
codeword first, then apply SIC to remove its effect from the received codeword and then recover
the uncoded stream by using single user detection. This coding scheme achieves the two corners
of the capacity region (0.5, 1) and (1, 0.5) and using time sharing technique to achieve the other
points on the boundary region. Hence, the sum rate is R; + R, < 1.5. Next, we illustrate the
proposed coding scheme (method 2) where any source may transmit at rates 0.5 < R; < 1 such
that Ry + R, < 1.5 to achieve any point on the capacity region without time sharing. We evaluate
the performance of method 2 using LDPC codes. The implementation key features of method 2

are: 1) Encoding process at the sources, 2) joint decoding process at the destination’s side.

3.4.1 Encoding at the Sources

Firstly, both users agree on the codeword length n and their transmission rates R; < 1, and R, <
1 such that R; + R, < C = 1.5. Then the half-rate parity check matrix H is constructed with
dimension m x n from an optimized DDP (4, p). The design rate of the code is given by R =

n-m _ . folp(x) dx

= T <2 FromH , we construct H; and H, by randomly selecting m; and m, =
n JoAx)ax — 2
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m — m, rows, respectively. Hence, the individual transmission rates are Ry = 1 — 71 and R, =

(m1+m;) —

2 —

1- %, respectively. In other words, Ry + R, = 2 — %

< 1.5, where % is the ratio

between the number of rows and columns of H i.e., the check and variable nodes on the equivalent

Tanner graph. In the optimal situation where H is exactly a half-rate parity check matrix, i.e., % =

0.5, and with large enough codeword length n, the probability of erasures is almost zero.
Therefore, the achievable sum rate is the capacity C. However, in practice, this upper bound on R
is not exactly achievable but rate points very close to capacity boundary are achievable. In the next
section, we show these achievable points on the boundary region of the MAC. Once H; and H,
are formed, each source encodes its data bits to form its corresponding codeword. Let u and v
denote the generated codewords at source 1 and 2 respectively. The encoding process [102]
produces the codewords that satisfies (3.6) and (3.7).
Assume that u = [¢q|s;] and v = [c,|s,] where c; and s; represent the parity bits and the message
bits at the i*" user, respectively, for i = {1,2}. Also assume that H; = [A;|B;], where A; and B; are
m; x m; and m;x (n —m,;) matrices, respectively. By substituting H;, H,, u and v in (3.6) and
(3.7), the check bits at the ith users are given by

c; = A7 'B;s;, (3.12)
where A; has to be non-singular matrix to have a solution for c;. If 4; is singular, columns in H;
can be rearranged (swapped) such that A4; is non-singular. Note that the sparseness of the matrix is

maintained since operations are done on the columns.

3.4.2 Decoding at the Destination

The joint decoder employs an independent single user BP decoding algorithm at each sub-graph.
The single user BP decoding algorithm at any sub-graph performs two rounds of computation in
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Fig. 3.5 Low density parity check matrix for the half-rate code in the implementation example

each iteration. The first computation is performed at each variable node where the outgoing message
is an erasure if all incoming messages are erasures. Otherwise, the outgoing message is equal to
common value either 0 or 1. The second computation is performed at each check node where the
outgoing message is an erasure if any of the incoming messages is an erasure. Otherwise, the
outgoing message is modulo 2 sum of all incoming messages. In a noiseless scenario where only
erasures are detected at the receiver, the recovered erasures after each decoding iteration remain
unchanged throughout the rest of the decoding iterations. i.e., once an erased variable node is
recovered, it remains at that state until the decoder either declares success or failure.

The joint decoding technique consists of two steps: 1) computation of beliefs at the nodes of both
sub-graphs, which is independently and individually performed as a single user decoding, 2) erasure
recovery at one variable node of a sub-graph results in automatically resolving the corresponding
erasure at the other sub-graph. The main idea of the decoding is that the individual Tanner sub-
graphs joint efforts to resolve the almost 50% erased bits in the received codeword. Specifically in

each iteration, a single user BP decoding is used at each sub-graph to recover some of the erasures
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in the variable nodes. In other words, the check nodes compute their beliefs and send them to the
variable nodes to independently resolve some of the erasures. Then both sub-graphs exchange the
newly recovered erasures using the relation v; = u; + 1 and proceed to the next iteration. This
process continues until either all erasures are recovered or no further erasure recovery progress is
made after each iteration. In the next subsection, we illustrate an example to clarify the decoding

process.

3.4.3 A Simple Example

To capture the implementation of joint decoding approach over both Tanner sub-graphs for the 2-

user MAEC, we illustrate the following example. The parity check matrix Hof size n = 38 and

m = 21 with designed rate R = g = 0.4474, is generated based on an optimized and normalized

DDP from a node perspective (L, P) as shown in Fig. 3.5. This DDP is given by the following
polynomials [30]:
L(x) = 0.6131x2 + 0.2019x3 + 0.0576x* + 0.0844x” + 0.0431x3 (3.13)
P(x) = x° (3.14)
Assume R; = 0.7895 and R, = 0.6579 then, R; + R, = 1.4474. Following the individual rates,
the splitting process randomly allocate H;, m; = |[(1 — R;)n] = 8 rows and allocate H,, m, =
m —my = 13 rows. Following the encoding steps in the previous section, we generate the
respective codewords
u=[01100111011000111010101101001000111001]
v =[10110001000110000110000101001101110000]
At the destination, the received codeword is

y = [EE2EQOEE20EEEEOEEEE20EQE202002E0E22E00E |
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Fig. 3.6 Two-user decoding technique using both Tanner sub-graphs. Erasures are orange variable nodes

The single user BP decoding which is a suboptimal but fast and practical algorithm [30] is used
over the individual sub-graphs to recover the erasures. After each iteration, the individual graphs
update each other with their respective recovered bits using the relation v; = u; + 1. Fig. 3.6

illustrates the joint decoding over both sub-graphs. The decoding is completed after 9 iterations
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where all erased bits are recovered achieving a rate R close to the capacity boundary region. Table
3.2 illustrates the recovered bits after each iterations. In each iteration, the individual BP decoders
independently tries to recover any erasure on the variable nodes. Sometimes they may recover the
same erasures. For instance in the first iteration, both BP decoders recovers the erased variable node
10. It is also noted that it only suffices one erasure recovery on either side of the graph to continue

the decoding process and not declare decoding failure.

3.5 Simulation Results and Discussion

We evaluate the performance of both coding strategies namely method 1 and method 2 using
practical LDPC codes. It is clear that both coding schemes achieve similar rate points on the
boundary region. However, the main advantage of using method 2, is that any rate point close to
capacity is achievable without time sharing. Then we use some modern coding theory techniques
[30] to show the efficiency of the code. Lastly, we draw few remarks.

We first evaluate the performance of both methods using irregular LDPC codes. Particularly, we
illustrate how the sum rate R; + R, evolves with the probability of decoding failure. We also show
an upper bound on the recoverable erasure for a specific codeword length nn. Then we show the gap
between the achievable sum rate and the upper bound. Secondly, we evaluate the outage capacity
of the system where we show how close the achievable rate pairs (R4, R,) to the capacity boundary.
Lastly, for the irregular degree distribution used, we show how the probability of erasure evolves
with the number of decoding iteration. Furthermore, we illustrate how the maximum tolerable loss
evolves with the design rate. The simulation algorithm is presented in details in Alg. 3.1. However,
the main steps in producing the results are: 1) Construction of half-rate LDPC matrix, 2) Encoding

at both sources, 3) Decoding at the destination.
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Table 3.2 Recovered bits after each decoding iteration

Iteration No Sub-graphl Sub-graph2
vy=1u, =0
1 Uy =1,vy; =0 viz=1,u3; =0
U =1,v=0 Vo3 =0,uy3 =1
Vip=0,u=1
2 Us=1,v5=0
3 Uus=1,v,=0 V3g =0,uzg =1
u,=1,v,=0 v, =1,u,=0
4 V3s =0, u3zs =1
v =0,u; =1
5 v,=0,u, =1
6 Uy =0,v5, =1 vig=1,u43=0
7
8 vy =0,u;, =1

Vig = 0, U6 = 1

u1=0,v1=1
Uzp=0,v5=1

3.5.1 Construction of Half-Rate LDPC Matrix

For both coding methods, the key to good code performance is the appropriate design of the parity
check matrix H. The starting point in the design of H is to choose the DDP (4, p) that achieves the
highest threshold for a given finite codeword length and rate. The authors in [30] used an
optimization technique to produce good DDPs. We use their results for the half-rate parity check
matrix design. In practice, good performance code is found for a check degree distribution of the
form [30]:
p(x) =ax™ 1+ (1 —a)x". (3.15)
Assume we choosea =1, r =6, l,,, = 8 and the design rate of one-half. Following the
optimization tool in [30], the following right regular DDP are obtained
A(x) = 0.4021x + 0.2137x2 + 0.0768x3 + 0.3902x” (3.16)

p(x) = x5, (3.17)
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_ Jy p(x)dx
fol A(x)dx

which yields a design rate of R(4,p) =1 = 0.5004 and a threshold €57 (4,p) =

0.481. In this chapter and for convenience of notation, we keep referring to H as a half-rate party
check matrix even when the design rate is slightly lower.

Therefore, we first agree on the dimension of H i.e., m x n, then based on a DDP, generate H. The
simple way of constructing H starts from an all zero H, then the number of ones that is inserted
uniformly in each column is drawn from the variable degree distribution A. The second step is to
check the resulting matrix from the rows perspective to avoid rows with weight w, < 2. The last
step is to eliminate length-4 cycles in the equivalent Tanner graph.

In each realization of H, we compute the following: the actual DDP (4, p), the actual threshold €57,
the actual design rate R, and the evolution of the probability of erasure vs the number of decoding
iteration. Then we select the realization that achieves the highest threshold €5? for a given rate. At
this stage, H is produced for any method.

Note that the construction of H is done once throughout the simulation algorithm for a specific

dimension m x n and a specific DDP.

3.5.2 Encoding Techniques for Both Methods

Producing the parity bits follows the steps in Section 3.4.1. However, if method 2 is used, then
based on the allocated rates for each user, we first randomly distribute the rows over Hyand H, of
dimension m;xn and m,xn, respectively. Then we generate the codewords u and v to be
transmitted over the channel after applying BPSK modulation. If method 1 is used, then one user

encodes its data using H and the other user transmits uncoded streams.
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Table 3.3 Actual normalized degree distribution pairs for codeword length 10*
Rates
0.500 0.475 0.450 0.425 0.400 0.375 0.35
A, 0.40051466 0.41035256  0.39300935 0.39606974 0.39319233 0.39797144 0.38668728
g 0.20091716  0.20310041  0.21209819  0.20991167 0.20988103  0.21590151  0.21458875
A4 0.07310877 0.08089195 0.08127127 0.08032554 0.08631857 0.08821567 0.08590127
As 0.00065983  0.00150668 0.00082593 0.00181957 0.00165235 0.00300280 0.00443977
As 0.00019795 0.00039656
A7 0.20576688  0.19148224 0.20350854 0.19337017 0.19130866 0.18240358 0.17864308
A5 0.11824090 0.11115947 0.10571872 0.11433487 0.11368143 0.10649940  0.12234025
s 0.00059384  0.00150668  0.00356801 0.00416846 0.00356907 0.00600561  0.00739961
P 0.00194194 0.00726816 0.01164522 0.00620579  0.00914263
Ps 0.01386145 0.02388582  0.04436431 0.02602429 0.04735752
P4 0.00013197 0.04272274 0.06078827 0.09144143  0.00555188 0.06766315 0.09787220
Ps 0.00940253  0.08320220 0.11315207 0.14506898 0.93638467 0.89450153  0.84010261
Pe 0.90798720 0.85077175 0.78634907 0.70049955 0.05551884 0.00560523  0.00552504
P 0.07875029  0.00749992  0.00855661 0.00671585 0.00254461
Pe 0.00343110 0.00026466
g 0.00029692
R 0.500 0.475 0.450 0.425 0.400 0.375 0.35
L=R 0.500 0.525 0.550 0.575 0.600 0.625 0.65
e 0.48148490 0.50064714 0.52456507 0.54744148 0.57669850 0.60005343  0.62269565
€BP
1—R 0.9629698  0.9536136  0.95375467 0.95207213 0.96116416 0.96008548 0.95799330
= 0.5185151  0.49935286 0.47543493  0.45255852  0.4233015  0.39994657 0.37730435
0 0.03570793  0.04876884 0.05349823  0.06089493  0.05504704 0.06237477 0.07236691
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3.5.3 Decoding Algorithm for Method 1

At the destination, the receiver first counts the number of erasures e in the received codeword.
If e > m, then the decoder declares decoding failure. Otherwise, the decoder first computes the

LLR of the jt" received bit as follows:

—o if ;<0
LLR;={0 ify; =0 (3.18),
o ify; >0

then the decoder employs single user BP decoding to first decode the half-rate codeword, then
applies SIC to recover the other uncoded stream.

The LLR update rules for single user BP decoding of LDPC code are as in (2.19) and (2.20).

3.5.4 Decoding Algorithm for Method 2

The joint decoding idea used in this method is almost similar to the example given in Section 3.4.3.
However, we detail some of the steps. At the destination, the receiver first counts the number of
erasures e in the received combined codewords. If e > m; + m,, then the decoder declares
decoding failure. Otherwise, the joint iterative decoder first computes the initial LLR as in method
1, then each single user BP decoder individually tries to recover some of the erasure on the common
variable nodes. At the end of each iteration at both sides of the sub-graphs, each individual BP
decoder update the other BP decoder with the newly recovered erasure. This process continues until
either all erasures are recovered or no further progress is made on the erasure recovery after the

next iteration. In the following we, present the algorithm used for simulation of coding method 2.
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Simulation Algorithm for Coding scheme Method 2
1: setn, Ry, Ry, Lyqx, Block_erasure_max, and (4, p)
2: construct H
3 : — (H1
:split H = (Hz) to form H, and H,

4: initialize block = 0, block_erasures = 0 counter_upper=0,

5: while block_erasure < Block_erasure max do

6: generate s; and s,
7: produce codewords u and v
8: transmity < u +v
9: compute e and e_index
10: if e > m4 + m, then
11: counter_upper=counter_upper+1
12: block_erasures = block_erasures +1
13: end if
14: else do
— jfy<0
15: compute LLR; = LLR, ={0 ify=10
© jify >0
16: while i < L,,,, and e > 0 do
17: L1 = DECODER1(LLR,, H{, m{,n)
18: Ly, = DECODER2(LLR,, H,, m;,n)
19: update each individual decoder with recovered erasures
20: update e and e_index
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Fig. 3.7 Sum rate as a function of probability of decoding failure. As the sum rate approaches the capacity, the
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probability of decoding failure dramatically increases.

end while
if e > 0 then
block_erasures = block_erasures +1
end if
end else
Compute Py = block_erasures/block

Compute P, = counter_upper/block

block = block + 1

29: end while

Alg. 3.1 Algorithmic presentation of the simulation process for method 2 coding scheme
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Fig. 3.8 Outage Capacity. The maximum achievable rate for a specific probability of decoding failure 107>

3.5.5 Simulation Results

In this section, we present the simulation results for the 2-user MAEC. The codeword length used
for most of the simulation results is n = 10*. The actual DDP that reflects the constructed parity
check matrix H for every rate used in the simulation algorithm is summarized in Table 3.3.
Precisely, we illustrate the left and right degree distribution coefficients, the threshold, the design
rate, the theoretical threshold, the ratio of threshold and theoretical threshold, and the gap for

various rates used in the simulation algorithm.
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Fig. 3.9 Erasure probability evolving with the number of decoding iterations. The threshold €27 = 0.481. when the
rate is greater than the threshold, i.e. R = 0.5, the erasure probability never geos to zero evn when the number of
iterations geos to infinity. However, as the rate geos away below the threshold, the decoder converges faster.

Sum Rate vs. the probability of erasure

Fig. 3.7 illustrates the sum rate as a function of the probability of decoding failure Pr. The capacity

which is 1.5 bits per channel use is the red straight solid line. The achievable sum rate is the blue

solid line using coding methods 1 or 2. Note that as the sum rate approaches capacity, P increases.

The upper bound black dashed line is the limit on the possible erasure recovery by the optimal

LDPC decoder. However, the gap between the upper bound and the capacity decrease as the

codeword length increases. On the other hand, the gap between the achievable sum rate and the

upper bound is due to the sub optimality of the decoder and the finite length of the codeword.
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Outage Capacity

Fig. 3.8 shows the outage capacity for a target probability of decoding failure P < 107>, Note that
the amount of generated parity check equations affect the overall sum rate and not a specific
individual rate as this amount of parity check equations is distributed between both encoders such
that R, + R, < 1.5. The capacity-approaching rate points are the maximum achievable rate pairs
(R4, R,) for a specific codeword length n, and a target probability of decoding failure Pr. As
illustrated in Fig. 3.8, the maximum achievable sum rate R; + R, = 1.44 for a target probability of

decoding failure Pp < 107>,
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Probability of erasure vs. the number of decoding iteration (DE analysis)

Fig. 3.9 illustrates how the probability of erasure evolves with the number of iterations for various
design rate R. As the difference between the rate of erasures € in the channel and the threshold €5?
increases, the number of decoding iteration decreases and the decoder converges faster. On the
otherhand, if € > €5F the probability of erasure does not go to zero even if the number of iterations

goes to infinity.
Threshold vs. the design rate

Fig. 3.10 illustrates the threshold as a function of the design rate R. As the rate increases the

threshold decreases. In the ideal case, the threshold e¥ = 1 — R. However this upperbound on the

BP
threshold is never achieved in practice. Therefore, as it is shown in Table 2, the ratio f—R < 1land

R
1—eBP °

eBP < 1 — R and the loss in capacity is § = 1 —

3.5.6 Discussion

From the analysis and the simulation results, we draw couple of remarks:
e Inasingle user half-rate code over the BEC, the received bit stream contains 50% erasures
on the average. This requires a half-rate code to recover the erasures. Whereas in the 2-user
MAEC coding method 2, the fact that the erasures are common for both individual decoders,
makes the decoding efficient in the sense that check node constraints at one sub-graph may
recover some erasures that are helpful to carry on the joint decoding process at both sub-graphs.
Hence, with relatively small number of constraints from each sub-graph perspective, the coding

method 2 can achieve rate pairs (R4, R;) close to capacity.
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e In the 2-user MAEC coding method 2, the joint iterative decoding process between both
sub-graphs does not declare decoding failure if one of the decoders is stuck and unable to further
recover some erasures after each iteration. As long as one of the decoders at the corresponding
sub-graph is able to recover some of the erasures, the joint decoding process continues to update
the other sub-graph with newly recovered erasures. In fact, it may at some point trigger the
stuck individual decoder to resume erasure recovery and vice versa. In other words, the
indvidual decoders at each side of the joint graph may be in one of the two states after each
iteration: 1) No erasure recovery, 2) Erasure recovery. Note that in the erasure recovery state,
some of the recovered erasures may be recovered simoultaneously by both constituent decoders
within the same decoding iteration. This does not affect the performance of the joint decoder,
however, the joint decoder does not declare decoding failure unless the erasure recovery process
does not progress at both sides of the joint graph.

e In the 2-user MAEC, the performance of the joint decoder is not affected by the way the
matrices H; and H, are formed nor by the values of the rate pairs (R4, R,). However, the core
performance of the joint decoder is only affected by the construction process of H and the
codeword length n. As far as n is concerned, the longer the codeword length is the better will
the resulting matrix H be translated into a tree like graph [30]. On the other hand, to achieve a
highly performant code, H should be constructed from an optimized DDP that results in the
highest threshold possible for a given rate. Additionaly, H should be as length-4 cycle free as
possible.

e The probability of erasure converges faster to zero as the design rate is away below the
threshold. Specifically, in the 2-user MAEC iterative decoding process, the number of erasures

recovered from one decoding iteration to the other is proportional to how far is the design rate
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from the threshold. i.e., the more check nodes constraints at both sides of the graph, the faster
the probability of erasure converges to zero.

e  The degree distribution coefficients in Table 3.3 illustrate how the right degree coefficients
evolves with the design rate. i.e, with increasing the number of rows m in the parity check

matrix.

3.6 Conclusion

In this Chapter, we proposed a new practical coding scheme (method 2) for the 2-user MAEC that
achieves any rate pair close to the capacity region without time sharing. Specifically, the decoder
exploits the fact that when a bit gets erased, sources have transmitted opposite bits. We first showed
that when the number of erasures does not exceed the parity check equations at both encoders, the
decoder is able to recover both transmitted codewords. Then we computed the probability of
decoding failure and the outage capacity. We compared the proposed scheme with the single user
decoding scheme (method 1) where one user transmits at half-rate and the other user transmits an
uncoded stream with SIC the two corners of the capacity region are achievable, then using time
sharing other points on the boundary region are also achieved. We simulated the performance of
both methods using LDPC codes for various rate pairs (R, R;). Additionally, we proposed an
efficient approach to construct the LDPC matrices at both encoders. Precisely, we showed that a
properly designed half-rate LDPC matrix H achieves rate pair points very close to capacity region
on the 2-user MAEC irrespective of the way the rows of H are distributed over the individual parity
check matrices H; and H,. Additionally, we proposed an iterative joint decoding approach for
method 2 in which both parts of the graphs employ a single user BP algorithm, then the recovered

erasures after each decoding iteration is updated on both sides of the graph before carrying on with
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the next iteration. We first showed an upper bound on the achievable sum rate as a function of the
probability of decoding failure Pr. Furthermore, we illustrated how the probability of erasure
evolves with the decoding iterations. Then we illustrated the outage capacity for a Pp < 1075
target. It is clear that both methods perform similarly. However, method 2 achieves any rate pair
point without time sharing. Hence, the key element in having good performance in both methods
is the appropriate construction of H.

In the next Chapter, we present the second contribution to the thesis where we propose an efficient
coding scheme to exchange messages between a large number of MTC devices in the IoT
framework. Using Raptor codes, we evaluate the performance of the proposed scheme and

compare the results with several relaying strategies.
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Chapter 4

A Novel Machine-to-Machine Communication
Strategy Using Rateless Coding for the Internet of

Things.

4.1 Introduction

In this chapter, we make two major contributions. First, we propose a new cooperative joint network
and channel coding strategy for MTC devices in the multicast settings where three or more MTC
devices dynamically form a cluster to disseminate messages between themselves. Specifically, in
the basic cluster, three MTC devices transmit their respective messages simultaneously to the relay
in the first phase. The relay broadcasts back the combined messages to all MTC devices within the
basic cluster. Given the fact that each MTC device can remove its own message, the received signal
in the second phase is reduced to the combined messages coming from the other two MTC devices.
Hence, this results in exploiting the interference caused by one message on the other and therefore

improving the bandwidth efficiency. Furthermore, each group of three MTC devices in vicinity can
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form a basic cluster for exchanging messages, and the basic scheme extends to N MTC devices.
We will detail the extension scheme later in Section 4.3.2.

Second, we implement the proposed scheme employing practical Raptor codes with the use of two
relaying schemes namely AF and DNF. We show that with very little processing at the relay using
DNF relaying scheme, performance can be further enhanced. We show that the proposed scheme
achieves a near optimal sum rate performance. We define the optimal sum rate as the maximum
achievable sum rate in such a communication model. Precisely, the optimal sum rate is the
summation of all individual rates such that reliable decoding at each MTC device’s end is possible.
Therefore, the rates configuration, at each MTC device per each TS as shown in Table 4.1, is the
optimal configuration to guarantee the decodability constraint (i.e., at least a half-rate message is
available at each MTC device’s end).

The rest of the chapter is organized as follows. In Section 4.2, we present the system model and
define some notations. In Section 4.3, we describe the proposed coding strategy. In Section 4.4,
we describe the proposed DNF relaying scheme. In Section 4.5, we present the implementation of

the proposed scheme and the simulation results. Section 4.6 concludes the chapter.

4.2 System Model

Consider the scenario where three MTC devices in proximity wish to exchange their messages via
arelay R as illustrated in Fig. 4.1. Let D; denote the ith MTC device with respective message m;
fori = {1,2,3}. The devices can be any RFID devices, sensors or meters, wireless-enabled
consumer electronics, wireless-enabled home appliances, mobile phones or tablets, or any other
type of networked MTC devices. The relay can be any repeater, remote radio head (RRH) or

another close by MTC device with limited short range transmission to cover three or more devices
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m2 m3

Fig. 4.1 Three MTC devices in proximity exchanging messages via a relay. Each MTC device sends one message and
receives two messages. MTC devices are half duplex. ; denotes the decoded message from MTC device i

in proximity forming a cluster. With the rapid grows in chip design and signal processing, highly
integrated chips are now available in the market. These powerful chips which are designed for the
needs of an increasingly connected world, offer a complete and self-contained Wi-Fi networking
solution, allowing them to host applications. Furthermore, these chips have powerful on-board
processing and storage capabilities that allow them to be used with sensors and other application-

specific devices with minimal development up-front and minimal loading during runtime.

The transmission strategy is over two phases namely MA and broadcast (BC). Note that due to the
short distance between MTC devices, the channel in both MA and BC phases is considered as an
AWGN channel with equal received power. Additionally, the MTC devices considered are half-
duplex for practical reasons; therefore, MTC devices in vicinity cannot directly receive the

messages from each other and communication occurs via the relay.
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In MA, all MTC devices transmit their respective messages to the relay. The received signal at the
relay is characterized by

Yo =X +X, + X3+ 7Z; (4.1)
where X; = {—1,1}, and Y; are the channel input from the ith MTC device and the channel output,

respectively, in the MA phase. Zj is a zero mean Gaussian noise with variance o3.

In the BC phase, the relay performs AF or DNF to broadcast back the combined messages to MTC
devices within the same cluster. The received signal at each MTC device within the cluster is
characterized by

Y, =Xz + Z; (4.2)
where Xy is the combined message transmitted from the relay during the BC phase.
At the end of the BC phase, each MTC device removes its own message first (sent during the MA
phase), then the remaining received signal consists of the combined messages coming from the
other two MTC devices. In the absence of noise, the received signal at MTC device i, Y;, has three
signal levels that correspond to the constellation points [126] d; to d3: {-2, 0, 2} with probabilities
p= i,%,i}, respectively. In this case, the channel model from each MTC device’s perspective
reduces to a two-user MAEC [23] over two hops with erasure probability & = 0.5. Since all MTC
devices transmit equally likely symbols at equal power and same modulation, opposite symbols get

erased. Therefore, a half-rate code is required to recover the erased symbols. In Section 4.3, we

propose a rateless coding strategy to solve this problem.
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4.3 Proposed Coding Strategy for MTC Devices

Use of physical-layer NC in the first phase and the fact that each MTC device can remove its own
message in the second phase are the two main components of the proposed coding strategy.
Specifically, the core idea of the scheme is to increase the spectral efficiency of the channel by
exploiting the interference due to the fact that more than one MTC devices transmit non-
orthogonally during the MA phase. The useful interference is strongly coded to recuperate the
erased symbols in the received composite signals, and therefore, the key to successful decoding of
messages remains in the ability to first recover the erased symbols, then the other message is
decoded interference free.

Furthermore, the proposed coding scheme extends to N MTC devices. In the first round, each
ensemble of three MTC devices form a basic cluster of order 1 to exchange their messages. In the
second round, a logical cluster also consisting of three MTC devices is formed based on the only
constraint that each MTC device within the logical cluster of order 2 is randomly selected from one
basic cluster of order 1. This way messages are sent from lower order clusters to higher order
clusters. This process continues until all N — 3 messages are received at the highest order cluster.
The last step is to send desired messages from the highest order cluster to lower order clusters and

so on until desired messages are received at basic clusters of order 1.

4.3.1 Cluster with Three MTC Devices

Consider the scenario in Fig. 4.1 where one cluster contains three MTC devices in vicinity that
want to exchange their messages. In the conventional approach, one MTC device is active at a
time while the other two MTC devices are silent. So the conventional scheme requires three TS to

multicast 3 bits, hence this scheme is not efficient. On the other hand, in the proposed scheme,
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Fig. 4.2 Two phase proposed coding scheme for a cluster with three MTC devices. In the MA phase of the first TS,
my is the unit-rate message sent from MTC device 1 during TS 1, u,, is the half-rate coded message sent from MTC
device 2 during TS 1, and u, 5 is the half-rate coded message sent from MTC device 3 during TS 1. In the BC phase
of the first TS, the first step is that each MTC device removes first its own message, then decodes the half-rate
message, applies SIC to decode the unit-rate message if it is available or the other half-rate message. m;; with solid
filled blue color denotes the unit-rate decoded message. h,, and rh,;with large grid pattern fill green and orange
colors denote the half-rate decoded messages.
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MTC devices in proximity may exchange messages with each other through a close by relay or
another MTC device acting as a relay. The relay is not interested in individual messages, in

contrast, it performs AF or DNF to broadcast back the composite signal to the MTC devices.
k .
Let the messages m;; and u;; be row vectors of length k and > respectively. The message m;;

carries information to be multicast from MTC device i to MTC devices j and [ at unit-rate during
TSt, where i,j,1,t € {1,2,3} andi # j # . On the other hand, the message u;; carries half-rate
coded information to be multicast from MTC device j during TS t. For symmetrical and fair data
exchange between MTC devices, we consider three TS-based transmission strategy.

Fig. 4.2 illustrates an example of three consecutive TS. Since half of the bits get erased at each
MTC device end, the receiver requires a half-rate coded message to be able to resolve both
messages. i.€., the receiver first decodes the half-rate message, then, perform SD to resolve the other
message. The main idea of the coding scheme is that one MTC device transmits at a unit-rate
whereas the other two MTC devices transmit at half-rate such that in the BC phase (after removing
its own message), at least one half-rate message is available at each MTC device to first decode the
half-rate message, then removes its effect from the received signal and therefore decode the unit-
rate message, or the other half-rate message. In the case where both received messages are at half-
rate, the decoder randomly decodes one of the messages first, then decodes the second message in
order to preserve fairness. The introduction of TS is to maintain equal average transmission rate at
each MTC device. This fairness is guaranteed through the rate configuration in each TS as shown
in Table 4.1. Hence, MTC devices in each cluster know at what rate to transmit in each round. Note
that a protocol can be devised to choose the rate configuration (selection of a row in Table 4.1)
based on the amount of information each MTC device has to share with the other two MTC devices.

Next, we describe the example in Fig. 4.2.
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Table 4.1 Transmission rates configuration during phase one. The core idea behind such rate distribution is to
guarantee that, in any TS, there exists at least one half-rate coded message at each MTC device end, after removing its
own message.

Time Slot MTC device 1 MTC device 2 MTC device 3

1 1 172 172

2 1/2 1 172

3 172 172 1
Sum rate 2 2 2

MA Phase

In the first TS of the MA phase, all MTC devices within the same cluster transmit simultaneously
their corresponding messages my;, i = {1,2,3} at rates 1, %2 and % respectively as illustrated in
Table 4.1 to a nearby relay. In noiseless scenarios, the received signal Y;p at the relay during the
first TS is given by
Yip =my; +upp +ugs (4.3)

Similarly, in the second and third TS with rate selection from Table 4.1, the received signal at the
relay is, respectively, given by

Yor = U1 + myp + Ups (4.4)

Y3p = u3q + U3z + ma3 (4.5)
BC Phase
In the first TS of the BC phase, the relay broadcasts back the composite signal to nearby MTC
devices. Each MTC device, removes first its own message, then decodes the two remaining
messages from the other two MTC devices. So, each MTC device decodes first half-rate message,

applies SIC to decode the unit-rate message or the other half-rate message. Therefore, the received

signal at MTC devices 1-3 after removing their own messages is respectively given by
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Vi =upp +ug3 (4.6)
Yi, =myy +ug3 (4.7)
Yis =my; +up, (4.8)
MTC device 1 randomly selects message u4, or u;3 to decode first, then applies SIC to decode the
other message. Alternatively, both messages u;, and u;3 can simultanesouly be decoded by two
independent decoders at the receiver since both are half-rate coded messages. On the other hand,
MTC device 2 decodes first the half-rate message u,3, then applies SIC to decode the unit-rate
message m, 4. Similarly, MTC device 3 decodes first the half-rate message u;,, then applies SIC to
decode the unit-rate message m,;. Similarly for the remaining TS 2 and 3. Therefore, after three

TS, each MTC device has decoded three messages of a sum rate 2. The sum rate of all MTC devices
is 6 per 3 TS. That is g =2, 1e., g per MTC device as shown in Table 4.1.

Note that a ternary channel is assumed in phase 2. Note also that, the relay can be any other
additional MTC device in proximity, an AP within the cluster, a RRH, or any type of networked
device with in-network processing capabilities.

The advantage of the proposed coding strategy over the conventional scheme is in manifold. Due
to the short distance between cooperative MTC devices within the cluster, the transmit power is
significantly reduced resulting in a major power saving at active MTC devices. Furthermore, less
transmitting power usage at MTC devices leads to less interference caused to other MTC devices
in neighboring clusters, hence improving frequency reuse factor and increasing network capacity.
In addition, directly established links between MTC devices with in-network processing
capabilities reduce latency and release radio resources on the core network which also result in
increasing network capacity. Moreover, the proposed scheme efficiently uses the spectrum due to

the Physical-layer NC which increases the sum rate. Finally, the relay, which can be any device in
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vicinity, performs a simple AF or DNF relaying.

Note that for symmetrical data rates, the considered transmission strategy is over three TS in a round
robin fashion. However, for asymmetrical data rates between MTC devices, a protocol can be
devised to assign transmission rates at each MTC device based on the size of the actual locally
available file for sharing. Therefore, each TS (row) of transmission rates configuration in table 4.1,
can be more (dynamically) selected based on the available local messages at each MTC device to
exchange.

Note also that the set of three MTC devices forming one cluster is the optimal way in terms of the
transmission rates. For instance, if we add one more MTC device, so in total we will have four
MTC devices such that one MTC device transmits at unit-rate, another MTC device transmits at
half-rate and the remaining two MTC devices transmit at quarter-rate each to maintain the
decodability constraint. Therefore, the total transmission rate is upper bounded by 2. Hence, by
adding one more MTC device, the transmission rate will be distributed between active MTC devices

and will never go beyond 2.

4.3.2 Aggregated Cluster with N MTC Devices

The proposed coding strategy extends to N MTC devices in proximity. The extended scheme

consists of log;(N) rounds each of which is over two phases. In the first round, each three MTC
devices in closed vicinity are organized in a basic cluster which results in P basic clusters of

degree d = 1, where d is the degree of the cluster. Then, the scheme devised in Section 4.3.1 is
applied at each cluster of degree 1. At the end of the first round, each MTC device receives the

messages of the other two MTC devices within the same basic cluster of order 1.
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Fig. 4.3 MTC strategy with clustering technique of dimension N=27. Clusters with green interconnecting links are of
degree 1, clusters with blue interconnecting links are of degree 2 and cluster with orange interconnecting links is of
degree 3. In total, we have 9 basic clusters of degree 1, 3 clusters of degree 2, and 1 cluster of degree 3. The blue and
orange interconnecting links guarantee dissemination of messages over the entire MTC network. Messages moving
across clusters go through interconnecting links based on the scheme devised in Section 4.3.1. Note that the intersecting
point that joins three interconnecting links is a relay node regardless the degree of the cluster. (a) illustrates all MTC
devices in the network including the interconnecting links for each cluster degree. (b) illustrates the highest degree
cluster where all messages are gathered

In the second round, a new logical cluster is formed based on the following constraint. Only one

MTC device from a basic cluster of order 1 is allowed to be in the newly formed logical cluster of
degree d = 2 which results in 3% clusters of degree 2. Then, similarly to round 1, the scheme devised

in Section 4.3.1 is applied within the logical cluster. In order to disseminate all messages across all
MTC devices, this process continues until d < logs(N). At the end, each MTC device will have
received N — 1 new messages. Note that each randomly selected MTC device from a cluster of
order I contains 3! exchanged messages within this cluster of order [ where 1 < I < [logs(N)].

Once this procedure reaches the highest logical cluster degree, at this stage, the MTC devices within
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Table 4.2 Formation of basic and logical clusters of the example in Fig. 4.3

Cluster Degree No | Cluster Given No MTC Device No

NN AW~
—_
<o
Ju—
J—
Ju—
\8}

19, 20, 21
22,23,24
25,26,27
3,5,7
12,14, 16
21,23,25
9,11,12

—|W N =[O 00

this highest cluster contain all messages in the network. Then, this process continues from the
highest order logical cluster downward to basic clusters to only disseminate the wanted messages

at each logical cluster of lower degree until reaching each basic cluster of degree 1.

Fig. 4.3 illustrates an example where N = 27. In the first round, 3% = ; = 9 basic clusters of

- =
degree 1 (clusters with green interconnecting links in Fig. 4.3) are formed. The formation of basic

and logical clusters is described in Table 4.2. In each cluster of degree 1, MTC devices exchange

messages as described in Section 4.3.1. For example, in cluster 1 of degree 1, MTC devices 1- 3

. . N 27 .
exchange their respective messages mq-ms. In the second round, il 3 logical clusters of

degree 2 (clusters with blue interconnecting dashed links in Fig. 4.3) are formed.

Fig. 4.4 illustrates the logical cluster 1 of degree 2 where one MTC device is randomly selected
from each basic cluster of degree 1 (MTC devices 3, 5 and 7) to form the logical cluster of degree
2. At the end of round 2, each MTC device (MTC devices 3, 5, and 7) will have received all
messages of MTC devices within the logical cluster 2 as indicated in Fig. 4.4b. Then to disseminate

these messages within clusters of lower degree, i.e., degree 1, only messages that are not previously
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Fig. 4.4 (a) Three clusters of order 1. In each cluster, MTC devices exchange messages. In cluster 1, MTC device 1,
2, and 3 exchange messages ml, m2, m3. Similarly for clusters 2 and 3. In the second round, three MTC devices are
randomly selected from three cluster of degree 1 with the constraint that one MTC device is selected from each cluster
of degree 1. MTC devices 3, 5 and 7 are selected to form cluster 1 of degree 2. (b) illustrates all the exchanged messages
at each MTC device of cluster 1 of degree 2 at the end of the second round

available in each cluster of lower degree are exchanged. For example, in cluster 1 of degree 1

(MTC devices 1- 3) messages m,-mq are only sent downward from higher degree to lower degree.

In the third round where d < logs(27) = 3, ld =2-1 logical cluster of degree 3 (cluster with

3d " 33

thick orange interconnecting links in Fig. 4.3) is formed.

As shown in Fig. 4.3, only one MTC device is randomly selected from each of the three logical
clusters of degree 2 (MTC devices 9, 11, and 22). Each MTC device belonging to a logical cluster
of degree 2 contains all the messages from that logical cluster of degree 2 to be exchanged with the
other two logical clusters of the same degree 2. At the end of round 3, each MTC device will have
received N — 1 = 26 messages coming from all other devices participating in the MTC network.
For example, MTC device 9 has initially message mgq to exchange with N — 1 = 26 MTC devices
as illustrated in Fig. 4.3(a). In the first round, MTC device 9 is part of cluster 3 of degree 1 (MTC

devices 7- 9). At the end of round 1, MTC devices 7- 9 contain the messages m,-mq. In the second

86



round, MTC device 7 forms a logical cluster of degree 2 with MTC device 3 and 5. At the end of
round 2, MTC device 7 contains the messages m;-mq. Newly exchanged messages from this round
at MTC device 7 (i.e., my-m) will be exchanged internally with in the basic cluster 3 and therefore,
MTC device 9 will have all the messages of logical cluster 1 of order 2 as illustrated in Fig. 4.3b.
In the third round, one logical cluster of order 3 is formed which contains MTC devices 9, 11, and
22 each of which belongs to one logical cluster of order 2 as shown in Fig 4.3a. At the end of this
round, each of three MTC devices 9, 11, and 22 will contain all the messages in the network. Finally,
only desired messages at each logical cluster of lower order are disseminated. i.e, m,y-m,, are sent
through logical cluster 1 of degree 2 and eventually through basic clusters 1-3 of degree 1.

Note that during the formation process of logical clusters, i.e., clusters of degree d > 1, we always
select one MTC device from each cluster. Howver, selected MTC devices for potential formation
of logical clusters must be the closest to each other. i.e., we select the ith MTC device from the jth
cluster that has the minimum distance with the kth MTC device from the [th cluster.

As per the overhead related to cluster formation, a protocol can be devised to manage MTC devices
in vicinity that wish to exchange messages. In such scenarios, the nearest relay receives requests
from close by MTC devices wishing to form a group for message sharing. Based on the number of
available relays for servicing these MTC devices, the relays agree to allocate each ensemble of three
MTC devices to a single relay. Then each relay sends a response message to MTC devices in
vicinity to declare the formation of a cluster. Note that the function of a relay in clusters of various
degrees (basic or logical clusters) is similar and therefore, clusters are aggregated as shown in Fig.
4.3.

On the other hand, cooperative communication [72] is a key enabling technology for increasing

spectral efficiency. The relay plays a vital role in the proposed communication strategy. In domestic
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areas, the relay can be a home AP or any other smart device with in-network processing capabilities
[127]. The number of MTC devices in a domestic environment is proportionally small and therefore
can be served by the home AP which is acting as a relay. However, in larger areas such as malls,
universities, airports, and so on, many AP’s are deployed all over to ensure nonstop Wi-Fi services
in the entire place. While these AP’s are mainly used for Wi-Fi access, they can also serve as relays.
Let L denote the number of relays required for a given network of N MTC devices. Based on the
quality of service and the type of applications, 1 < L < L4, Where L,,,, denotes the maximum

number of relays, as a function of N, required to achieve the best quality of service and is given

by

logs N
N
Linax = Z 3 (4.9)
i=1

However, many uncritical applications, such as file sharing, data mirroring and so on, can use any
available number of deployed relays in the neighborhood that is < L;,4,. When L = L, 4, each
cluster is assigned a dedicated relay. When L < L,;,4,, clusters share relays in time division
manner. In the example of Fig. 4.3, L4 = 13.
As the number of active devices increases, the amount of bandwidth required for disseminating all

messages between MTC devices increases. Let B denote the bandwidth allocated to fully exchange
messages during the formation of % basic clusters of degree d = 1. As the degree of clusters

increases the number of formed logical clusters decreases by 3¢, however, the amount of required
bandwidth is also B since the number of messages to exchange increases as moving to clusters of
higher degrees. Therefore, the amount of total bandwidth required to fully exchange messages
within a network of N MTC devices is equal to B[log; N|. Given the small distance between the

nodes, this increase in bandwidth requirement of 0 (log; N) is affordable. With the small distance
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between transmitters and receivers, some of the higher frequency bands such as V-band whose
utilization was not feasible due to high attenuation are becoming popular for applications such as
the ones suggested in this Chapter [128]. The extremely high bandwidth available in these bands
and the short transmission range allow high frequency reuse and very high data rates.

In the example given in Fig. 4.3; note that in the formation of basic clusters, one TS is allocated for
all clusters to simultaneously exchange messages as per the proposed scheme in Section 4.3.1. In
the formation of logical clusters of degree 2, additional two TSs, that is, three TS in total are required
to simultaneously exchange messages as also per the proposed scheme in Section 4.3.1. In the
formation of logical cluster of degree 3, six more TSs, that is in total nine TSs, are required to

exchange all the messages.

4.4 DNF Relaying Scheme

The DNF scheme is a useful relaying strategy when the relay is not interested in decoding individual
messages. The proposed DNF relaying strategy is simple and exhibits lower complexity. The de-
noising process consists of mapping the received signal at a relay in vicinity to the nearest
constellation point. This process removes the noise propagation to the next hop. However, this
process may introduce decision error. By appropriately selecting the decision threshold, we

minimize this error.

4.4.1 A Simple De-noising Strategy

In the MA phase, the received signal at the relay in noiseless scenario is the summation of three
messages coming from three MTC devices. With the fact that each MTC device utilizes BPSK, this

results into four regions symmetric constellation {-3, -1, 1, 3} with probabilities {1/8, 3/8, 3/8, 1/8}

&9



Xr=3 Xr=-1 Xr=1 Xr=3

| | I
Region 1 : Region 2 : Region 3 : Region 4
-3 | -1 | 1 | 3
| I | l | I |
| | I | l | |
I I |
1/8 I 3/8 | 3/8 | 1/8
| | I
] | |
-T2 0 T2

Fig. 4.5 Decision regions and de-noise mapping for the proposed DNF relaying strategy. Received messages that fall
in both regions 1 and 4 are considered as reliable information where MTC devices know what each of them sent and
therefore can be merged as one region. On the other hand, regions 2 and 3 are not reliable and therefore each region is
mapped to a different signal

respectively as shown in Fig. 4.5. The decision rule that minimizes the probability of error is the
MAP probability decision rule [129]. Hence, the optimal threshold T, is defined as the edge that

separates two decision regions in a given constellation [126]. In Fig. 4.5, T, is computed as

-1, ok, (s
follows T, =1+ ==+ —In|3 y . Therefore, T, becomes
8

R
Ty =2+ In(3) (4.10)

4.4.2 Decision Regions and De-Noise Mapping

Fig. 4.5 illustrates the decision regions and the per-symbol de-noise mapping applied at the relay.
The transmission of (X, X,,X3) = (—1,—1,—1) and (X, X,, X3) = (1,1,1) are distinctive at the
relay and fall in region 1 and 4 respectively. In these two cases the relay knows without ambiguity
what each communication device has transmitted. However, the relay is not interested in decoding
individual messages, therefore, the relay applies the de-noising process which maps any received
signal in the unshaded regions to 3. Actually, when the signal is in either regions 1 or 4 which is

considered as reliable information, each MTC device knows what the other MTC devices
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transmitted during the MA phase. Therefore, we only require a ternary code to represent the two
ambiguous regions (2 and 3) and the clear region (regions 1 and 4).

On the other hand, the transmissions of (X, X,, X5) = (—1,—-1,1), (X1, X,,X3) = (—1,1,—1) and
(X1, X,,X3) = (1,—1,—1) are indistinguishable at the relay. They all result in the same region 2.
Similarly for the other remaining three cases which result in region 3. In those six cases, the relay
does not know what exact combination was transmitted during the MA phase; however, the relay
removes the AWGN by mapping the signal that falls in the shaded region 2 to -1 and by mapping
the signal that falls in the shaded region 3 to 1.

In the BC phase, the relay broadcasts one superimposed/de-noised message to all MTC devices in
vicinity. Each MTC device first removes its own message. Then the resulting signaling reduces to
the model with constellation regions similar to the one in Fig. 2.10 (three regions constellation).
Hence, if the received signal (after removing its own message) falls in either of the unshaded
regions 1 and 3, the MTC device knows that the other two MTC devices have sent similar message
to his during the MA phase. Otherwise, the received symbols are erased and hence, at least a half-

rate code is required to resolve the intended messages for each MTC device.

4.5 Simulation Results and Discussion

We evaluate the performance of the proposed coding strategy with both AF and DNF relaying
schemes using Raptor code [18] which is a two layer code, i.e., the pre-code [113] and the LT code
[111]. However, the scheme can be evaluated using any half-rate channel code. We first study the
performance of the system in the absence of noise, then we consider the presence of noise with both
AF and DNF relaying schemes. We perform SD at each MTC device to first decode the lower rate

stream, then subtract it from the received signal, then decode the higher rate stream if it is available
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Table 4.3 Adaptive rate transmission mechanism between MTC devices. Relay assigns a rate selection scheme
(Rows in Table I) based on inputs from MTC devices. However, random selection or equal Average rate selection
(default selection code 111) can also be assigned

Broadcast Code by the relay Selected Rows from Table 4.1

001 Row 3

010 Row 2

011 Row 2, Row 3
100 Row 1

101 Row 1, Row 3
110 Row 1, Row 2
111 Row 1, Row 2, Row 3

or decode the other lower rate stream. Moreover, we evaluate the overheads required for each
stream at all MTC devices to achieve a specific BER goal. The pre-code for Raptor code is the
LDPC code [113] of rate 0.98 and left degree 4. The number of LDPC decoding iterations is 50 and
the number of LT decoding iterations is 300.
The optimized output distribution for Raptor code [114] is given by
2(x) = 0.008x + 0.49x2 + 0.166x3 + 0.073x* + 0.083x> + 0.056x2 + 0.037x°
+ 0.056x° + 0.025x°% + 0.003x°°. (4.11)

We consider a block length k = 65536 of information bits that are pre-coded with LDPC code at
rate 0.98 to generate k' = 66873 intermediate bits, then n encoded symbols are generated from
the intermediate bits by the LT encoder according to the distribution in (4.11). The relation between
the number of produced output symbols n and the overhead ¢ is given by

n=k(1+¢) (4.12)
The soft decoding process at both layers is completed using the BP decoding algorithm. The LLR
update rules for decoding the LT code are as in (2.32) and (2.33). After running the BP decoder
enough rounds, the LLR of each input node i is calculated and then is sent to the LDPC belief
propagation decoder as a priori LLR of the corresponding symbols. The LLR update rules for

decoding the LDPC code are as in (2.19) and (2.20).
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4.5.1 Mechanism to Assign Transmission Rates for MTC Devices

The initial step is to decide at what rate each MTC device will transmit. This can be managed by
allowing the MTC devices to initially transmit few bits to the relay declaring the amount of data
each has to exchange, then the relay selects the rates accordingly by assigning unit-rate to MTC
device with the largest file and so on. Alternatively, the relay can randomly pick up any rate
combination (any row from Table 4.1) or select the fair combination between the MTC devices
(Rows 1- 3 from Table 4.1, in a round robin fashion). Table 4.3 illustrates the various rate
allocation schemes and their associated codes. When one single row is selected, i.e., code 001, 010
and 100, each MTC device will transmit at the assigned rate in every TS until an update is received
to change the selected rates. On the other hand, when more than one row is selected, the rows are
assigned in a round robin fashion. In the equal average rate scenario, i.e., code 111 (default setting),
the transmission rates between MTC devices is changed in a round robin fashion as indicated in
Table 4.1.

In each TS, one MTC device transmits uncoded source symbols stream while the other two MTC
devices transmit n encoded symbols using Raptor code. Encoded symbols from active MTC
devices are generated and transmitted until an acknowledgment from respective MTC devices is
received at the relay. Then, the relay will send one stop message to both respective encoders. This

message can be a 3-bit all zero code (000).

Note that the Raptor code rates are not known a priori. It depends on the channel quality. However,
in an erasure channel with 50% of the received symbols are erased on average and links are
considered as an AWGN channel, the average number of symbols required at the respective MTC
devices is nearly double to be able to resolve the received messages. Therefore, the average rate is

around half.
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Fig. 4.6 BER vs. overhead for unit-rate and half-rate messages. (Note that for half-rate message, half of the additional
coded symbols are erased as well)

4.5.2 System Performance in the Noiseless Scenario

The performance is only affected by the erased symbols. In any TS and at any communication
device, the receiver decodes first half-rate message, re-encodes it, and then removes its effect from
the received signal to resolve the unit-rate message (where it is available) or the other half-rate
message. Theoretically, we need exactly half-rate (twice the number of output symbols) to be able
to compensate for the erased symbols and decode the message at the receiver; however, with Raptor
code we need a few more reliable symbols to fully resolve the message.

As shown in Fig. 4.6, the overhead required for considerably low BER is g5 = 1.05 and &; =
0.01 for half-rate and unit-rate messages, respectively. In other words, the decoder requires about

1% of additional symbols in the case of unit-rate messages and about 5% of additional symbols
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Fig. 4.7 Average sum rate as a function of the simulation overhead &;,,,. As the overhead increases, the average sum
rate decreases

(on top of the number of symbols that were erased) to fully decode their respective messages.
Furthermore, the overhead required for half-rate message is slightly higher compared to unit-rate

message since first, half of the additional coded symbols (above overhead 1) are also erased, and
second, the distribution in (4.11) is optimized [114] for a block length k and not % Consequently,
for equal length codewords at all MTC devices, the simulation overhead &g;,,, = 0.025 as given by

the following maximization function

M} (4.13)

Esim = max {81, - >
Additionally, since the distribution in (4.11) is mainly optimized for block length k = 65536, the

second term in (4.13) is most likely to dominate. Hence, the average sum rate over three TS is
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Fig. 4.8 Overhead as a function of the data block length k. The output degree distribution in (11) is optimized for k =
65536. Therefore, the lowest overhead is exhibited around this value of k

R = 1.952 as given by

Rk 2
n (1 + gsim)

(4.14)
The sum rate R decreases as &g, Increases. In the theoretical case, 1.e., when &g;,, = 0, R = 2. Fig.
4.7 illustrates the sum rate as a function of the overhead. Fig. 4.8 shows the overhead as a function

of the data block length. Note that the lowest overhead [114] is for block length equal to 65536

since the output distribution in (4.11) is optimized for this value.

4.5.3 System Performance in the Presence of Noise with AF and DNF Relaying
Schemes

We consider the performance in the presence of Gaussian noise that is produced at a close by relay

and at each MTC device. We assume the same noise variance at all nodes. The received signal at
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Fig. 4.9 BER as a function of the average SNR for various achievable sum rates R with AF and DNF relaying
schemes. The various achievable sum rates reflect the various overheads required at various SNR’s. Specifically, for
every SNR point, we evaluate the required overhead & 5 to achieve a specific BER target < 107°. Then using (4.13),
we calculate the simulation overhead &;,,,, and finally, we calculate the average sum rate using (4.14). On the other
hand, the legend can be represented in terms of the overhead & 5. i.c., for sum rates R = 1.667, R = 1.333, R=1, and
R=0.8, the ¢, 5 overheads are 1.4, 2, 3, and 4, respectively

any MTC device (after removing its own message) is the superposition of two messages coming
from the other two MTC devices. Note that, although the unit-rate and half-rate messages are lower
than one and half respectively (due to noise), we keep referring to both messages as unit-rate and
half-rate for simplicity. The key factor of successful decoding of all messages at any MTC device
begins with the ability to decode half-rate message. Note that in the noiseless scenario, the half-rate
message requires almost double the transmitted symbols to be able to fully decode the message.
Whereas in the noisy scenario, it obviously requires further symbols (more overheads) to
compensate for the noise. The unit-rate message is almost surely decodable since &g, 1s most likely

greater than &; the overhead required for successful decoding of unit-rate message.
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Fig. 4.10 Sum rate as a function of the average SNR with AF and DNF relaying schemes. The overhead required for
low SNR increases and therefore results in a lower average sum rate

AF Relaying Scheme

We first consider AF relaying scheme where the relay amplifies the received signal that is received
during the MA phase and then broadcasts it to all MTC devices during the BC phase. AF scheme
is simple and does not require any processing at the relay. However, due to noise propagation, it

performs poorly in the low SNR regime. In the BC phase the relay amplifies the received signal

by a factor y = /3+102 and broadcasts yYz to MTC devices, where y is the amplifier gain to
R

maintain the average power constraint at the relay and o3 is the noise variance.
MTC device i first removes its own message m; from the received signal. Then, the remaining

composite signal at MTC device i is the superposition of the other two messages coming from
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MTC devices j and [, plus noise. Assuming that i = 1, the remaining messages M; and M; have
been encoded at half-rate and full-rate respectively (rate selection as Row 3 in Table 4.1). We first
decode the half-rate message, then re-encode X ; and remove it from the received signal to decode
X, interference-free

For every SNR point, we first simulate the amount of overheads required to achieve a BER target
less than or equal to 10> on the half-rate message as shown in Fig. 4.9 (AF). Then, we apply SIC
to recover the unit-rate message. The unit-rate message is easily decoded since the simulation
overhead &g, is always greater than the overhead required for decoding unit-rate message &; as
illustrated in the maximization function in (4.13). Once this BER target is reached, we note the

simulation overhead &g;,,, and apply (4.14) to compute the sum rate as illustrated in Fig. 4.10 (AF).
DNF Relaying Scheme

In DNF, the relay applies the per-symbol de-noising process at the received signal as follows.

3 |Yr| = T,

where Yy is the received composite signal at the relay during the MA phase, T, is the optimal
threshold as indicated in (4.10). To maintain the power constraint at the relay, the mapped symbols
are also scaled by y.

Simulation results show that the optimal de-noising threshold T, for SNR < 2 is the MAP [129]
as in (4.10). However, for SNR > 2 , the optimal threshold is fixed to the minimum possible
with T, = 2. Similarly to AF relaying scheme, at each SNR point, we simulate the overheads
required to achieve a BER target less or equal to 10~° on the half-rate message as shown in Fig.
4.9 (DNF). Then we apply SIC to recover the unit-rate message. Then after, we note the simulation

overhead &g;,,, and apply (4.14) to compute the sum rate as illustrated in Fig. 4.10 (DNF).
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Fig. 4.11 Overhead vs. SNR for half-rate and unit-rate messages. Half-rate message is decoded first

Error free transmission is assumed when BER < 107°. To illustrate the importance of the lower
rate message, Fig. 4.9 shows the BER as a function of the average SNR for various achievable sum
rates with AF and DNF relaying schemes. As SNR increases, the overhead diminishes and
therefore the sum rate increases. On the other hand, at very low SNR the sum rate decreases due
to the high overhead required to resolve the half-rate message. As illustrated in Fig. 4.9, the
performance of DNF outperforms AF for the same amount of overheads.

This Gain in dB for the same overhead is interpreted into higher sum rate. Fig. 4.10 illustrates the
average system sum rate over three TS. At lower SNR, the sum rate is bounded by the average
overhead required for error free transmission. The dashed line represents the sum rate with AF
relaying. It is clearly shown that DNF outperforms AF relaying scheme particularly at low to
moderate SNR. Since the performance of both schemes results in the same performance at high
SNR, i.e., SNR > 17 dB, it is more appropriate to use AF as it is simpler and does not require

100



further processing. As the overhead increases, the overall sum rate decreases. There is an
interesting operational regime in which the sum rate increases linearly with the SNR, i.e. for SNR
up to around 12dB. Whereas at higher SNR, the operational sum rate approaches the upper bound.
For instance, at 17dB, the sum rate is 1.94. Furthermore, a combined DNF-AF selection relaying

scheme can be used with selection SNR threshold to switch between AF and DNF.
Overhead Analysis with DNF Relaying Scheme

In Rateless coding, the overhead at each MTC device depends on the end to end channel quality.
In this Chapter, an equal receive signal power is assumed at MTC devices within a cluster. While
in a noiseless scenario the overhead required for half-rate messages achieving error free
transmission is mainly proportional to the number of erasures (50% on average) in the received
combined codeword, the overhead required in the presence of noise 1is higher to compensate for
the errors due to Gaussian noise. Therefore, the overhead experienced at each MTC device is the
overhead required to successfully decode both intended messages. For instance, the received signal
at MTC device 3 after removing its own message is given by

Y =yXgp +Z; (4.16)
Where Xy is the de-noised combined message at the relay which is a function of the coded
messages X; and X, from respective MTC devices with coding rates as illustrated in Table 4.1.
i.e., (X4, X,) can take the rate pairs (1,0.5), (0.5,1), and (0.5, 0.5).
Using SD, half-rate message is first decoded, subtracted from received signal, then second message
is decoded interference free. The overhead vs. SNR is illustrated in Fig. 4.11 for both half-rate and
unit-rate messages with DNF relaying scheme. It is clear that the overhead decreases as the SNR
increases and the overhead for half-rate message is higher than the overhead for unit-rate message

for a given SNR point.
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Fig. 4.12 In the first TS, MTC device 1 transmits its message to the other MTC devices 2 and 3. Communication
between each active MTC device and the other two MTC devices is interference free. m; is the unit-rate message sent
from MTC device i

4.5.4 Performance Comparison of the Proposed Coding Strategy with Existing

Coding Schemes in the Presence of Noise.

In this Section, we compare the performance of the proposed coding strategy with two coding
schemes: 1) single device communication where one MTC device is active at a time. 2) Functional
decode and forward (FDF) where two MTC devices are active at a time during the MA phase. In
the following, we describe and evaluate the performance of both strategies, then we compare them

with the proposed scheme.
Traditional Single Device Communication Strategy

In this strategy, one MTC device is active at a time. i.e., one MTC device directly transmits its
message to the other two MTC devices (which are in receiving mode). Therefore, in each cluster,

three TS are required to exchange three messages between MTC devices. Hence, the sum rate is
3= 1 and therefore, this scheme is not efficient. Fig. 4.12 illustrates the traditional communication

strategy over one TS where MTC device 1 is active. The received signal at any of the inactive

MTC devices is characterized by
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Fig. 4.13 FDF coding scheme for three MTC devices where MTC device 1 and 2 are paired in the MA phase. In the
BC phase, MTC device 1 and 2 after removing their own messages, can decode the other MTC device’s message
interference free. However MTC device 3 cannot decode both messages at this stage and messages are fully resolved
in the next TS

where X; is the unit-rate BPSK modulated encoded message, Yy; and Zy; are the received signal and

Gaussian noise at MTC device j during TS t, respectively. To compensate for the Gaussian noise
at each MTC device end, the messages are Raptor encoded before sent to the other MTC devices.
For instance, during the first TS, the received message at MTC device 2 is characterized by
Yio=X1+Z3 (4.18)
Since the performance of all messages is similar during any TS, we evaluate the performance of
m, during the first TS for illustration purposes as indicated in Fig. 4.12. The simulation results are
shown in Fig. 4.14, where for every SNR point, we simulate the overhead required to achieve a

BER target < 1075, Using the following relation, we compute the achievable sum rate

1

Rrrap = —(1 T o (4.19)

where € is the required overhead to achieve a specific BER target.
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Functional Decode and Forward Scheme

The idea of FDF was initially proposed for two MTC devices in [99] and [130]. Using TDMA and
user pairing, this idea was extended to more than two MTC devices in [80]. More specifically, the
MA transmission is split into N — 1 TSs. In each TS, two MTC devices are active only. For

instance when N = 3, two TS are required to fully exchange three messages and therefore, the sum
rate is % Fig. 4.13 illustrates the FDF scheme for three MTC devices during one TS. In this TS,

MTC device 1 and 2 are paired during the MA phase. The relay is also not interested in decoding
individual messages, however, the relay decodes a function of the received combined messages
and transmits it during the BC phase. Then, the paired MTC devices are capable of decoding each
other messages from the function message that was received during the BC phase and their own
message. The third MTC device is unable to decode the function message at this stage and it will
be fully resolved in the next TS. The FDF process avoids the noise propagation at the relay. A
simple example of FDF scheme [80] is when the relay uses the XOR function i.e. m;@m,. The
relay broadcasts m;@®m, to all MTC devices within the cluster. Paired MTC devices can decode
the exchanged messages by using the XOR function of their own message with the received
function message. The received signal at the relay during TS t is characterized by

Yir = Xi + X; + Zig (4.20)
where X; and X are the unit-rate BPSK modulated encoded message from the paired MTC devices
during TS t, respectively. Zg is the Gaussian noise at the relay during TS t. In the BC phase, the
relay broadcasts Xig = f(Y;r). The received signal at MTC device j during TS t is characterized
by

Ytj = XtR + Zt] (4.21)
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Table 4.4 Comparison between various schemes. Note that the proposed scheme achieves 4%
bandwidth saving while it requires 12% of additional Power particularly in the BC phase.
Traditional FDF  Proposed
MA 3 2 1
No of TS BC i 5 1
. MA 3 2 1
Bandwidth BC i 5 156
Powe MA 3P 4P 3P
owet BC - 2P 3/2P
Transmitted messages 3 3 2
Messages / Bandwidth 3/3 3/4 2/2.56
Power / message P 2P 2.25P

where X; and X; are the unit-rate BPSK modulated encoded message from the paired MTC devices

during TS t, respectively. Zr is the Gaussian noise at the relay during TS t. In the BC phase, the
relay broadcasts Xigr = f(Yr). The received signal at MTC device j during TS t is characterized
by

Yij = X + Zyj (4.22)
The performance of messages at paired MTC devices is similar during any TS. To compensate for
the Gaussian noise at the relay and all MTC devices, the messages are Raptor coded before
transmitted to the relay. The simulation results are illustrated in Fig. 4.14, where for every SNR

point, we simulate the overhead required to achieve BER target < 10~>. Using the following

relation, we compute the achievable sum rate

1.5

Repr = ) (4.23)

where € is the required overhead to achieve a specific BER target.
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Fig. 4.14 Performance comparison between different schemes. The proposed scheme is the most efficient as it exploits
the interference to increase the sum rate. On the other hand, in FDF scheme, messages are decoded interference free
with TDMA and pairing. The traditional scheme is the most inefficient and it is used for illustration purposes

Performance Comparison between Proposed and Other Schemes
The performance comparison between the proposed, FDF and traditional coding schemes for the
basic cluster (3 MTC devices) is illustrated in Fig. 4.14. However, Table 4.4 shows the comparison

in terms of number of TS, bandwidth and power.
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4.6 Conclusion and Future Work

In this chapter, we proposed a new cooperative joint network and channel coding strategy for MTC
devices in the multicast settings where three or more devices dynamically form a cluster to
disseminate messages between them. Specifically, we proposed a coding scheme for MTC devices
in proximity to exchange messages via a nearby low cost relay. The key components of the
proposed scheme are the use of physical-layer NC in the first phase and the fact that each MTC
device removes its own message in the second phase. Additionally, the core idea of the scheme is
to increase the spectral efficiency of the channel by exploiting the interference due to the fact that
more than one MTC devices transmitting non-orthogonally to the end MTC device. The useful
interference is strongly coded to recuperate the erased symbols in the received composite signals,
and therefore, the key to successful decoding of messages remains in the ability to first recover the
erased symbols, then the other message is decoded interference free. Furthermore, we proposed a
systematic approach to extend the scheme to any N MTC devices by employing the concept of
clustering. Messages are disseminated first within the basic clusters, then spread out from one layer
of logical cluster to another until the last logical layer. Then desired messages within each logical
layer are sent from higher logical layer to lower logical layer until the basic clusters.

Additionally, we evaluated the performance of the proposed scheme using practical Raptor codes
with two relaying schemes namely AF and DNF. Particularly, we showed that with very little
processing at the relay using DNF relaying strategy, performance can be enhanced. In the absence
of noise, simulation results showed that a very small overhead is required to fully resolve the
messages and hence this represents a small fraction of sum rate loss. Therefore, a sum rate of 1.952
is achievable. Whereas in noisy scenario, simulation results showed that the performance degrades

and requires additional overhead to compensate for the errors due to noise at all nodes.
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Furthermore, results show that the sum rate increases linearly at low SNR then it saturates close to
the upper bound at higher SNR. Moreover, we evaluate the overhead required at each MTC device
to successfully decode intended messages. Additionally, we compare the performance of the
proposed scheme with FDF and the traditional schemes.

Future work can be directed to propose an optimized power allocation scheme for the unequal
received power scenario where Rayleigh fading channel between MTC devices and the relay are
considered. In this setup, the CSI are assumed known at MTC devices and can be easily estimated
due to the bidirectional aspect of the channel. The aim is to allocate optimal power at each MTC
device such that the sum rate is maximized subject to the total power constraint with and without
equal rates constraint between MTC devices. The resulting optimized power allocation scheme at
each MTC device is a function of the fading channel coefficients and the total power constraint.

In the next Chapter, we present the third contribution to the thesis where we propose a new simple
and robust approach to approximating channel coefficients at the receiver without using pilot-aided
techniques. Using LDPC and Raptor codes, we evaluate the performance of the proposed scheme
in flat correlated Rayleigh fading channel with BP decoders and show that the performance of the

proposed scheme is close to optimal case when perfect CSI are assumed available at the receiver.
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Chapter 5

Jomt Channel Estimation and Raptor Decoding

Over Fading Channel

5.1 Introduction

Perfect CSI availability at the receiver is necessary for iterative decoders [ 16-18] in order to achieve
near Shannon capacity limit performance over Rayleigh flat fading channels. Practically, receivers
do not possess perfect CSI and consequently some approximation for CSI is required. The optimum
technique is to jointly perform channel estimation and decoding. However, this approach exhibits
high complexity and delay at the receiver. With the recent advances in iterative decoding
algorithms, iterative receivers have been designed to properly perform with reasonable
computational complexity on factor graphs [19].

The joint channel estimation and decoding schemes draw a lot of attention among researchers and
system designers. One way to estimate the channel is by periodically inserting known pilot symbols
in the channel to evaluate the instantancous state of the communication channel. In this context,
several works have been done. Iterative channel estimation and LDPC decoding have been studied

in [56] using ML and MAP techniques. Additionally, channel estimation and raptor decoding is
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studied in [64] using minimum mean square error (MMSE) estimate of the channel. These schemes
are based on channel estimation and iterative decoding.

In this chapter, we propose a joint channel estimation and decoding scheme over flat Rayleigh
fading channel. Specifically, we develop a new simple and robust approach to approximating
channel coefficients at the receiver without using pilot-aided techniques. The proposed approach
does not exhibit further overhead to the decoder. We evaluate the performance of this estimation
scheme over LDPC and Raptor channel codes in flat correlated Rayleigh fading channel and
compare our results with other schemes in the literature. Moreover, we illustrate the simulation
results, where the channel is on one hand, generated by Jakes” Simulator [131] and on the other
hand approximated by a first order AR model [132].

This chapter is organized as follows. In Section 5.2, the channel and the system models are
presented. The joint channel estimation and Raptor decoding scheme is investigated in Section 5.3.

In section 5.4, we present the simulation results and Section 5.5 concludes the chapter.
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5.2 Channel and System Models

The system block diagram is depicted in Fig. 5.1. The source message vector of length k is encoded
to produce the codeword vector u € {0,1} of length n. The codeword is binary phase shift keying
(BPSK) modulated to generate the vector symbols x € {—1,1} of length n. The modulated symbols
are transmitted over a flat fading channel.
The signal is transmitted over a frequency-flat, slow fading channel. The received signal at the
destination is given as

y = hx + z, (5.1)
where z is the independent identically distributed (iid) complex AWGN sample with zero mean and

0?2 = % per dimension, and h is the correlated channel fading coefficient with 7 = E[|h,|?] =

1, modeled as Rayleigh random variables with probability density function (pdf) given by
ho-

p(h) = a—’%e 20, h=0. (5.2)
We consider two channel representations to accurately model the correlation between the channel
coefficients, 1) the Jakes’ radio channel model [131], and 2) the AR model [132].
In raptor codes, the number of transmitted symbols denoted by n is not fixed a priori. It depends
on the channel quality and hence, it requires some overhead to successfully transmit the complete
message. Therefore, the number of output symbols is given by

n=k(1+¢) (5.3)

where ¢ is the overhead. Thus, the rate of a Raptor code is

k 1 54
- (5.4)

- (1+¢)
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The soft decoding process at both layers is completed using the BP algorithm. The LLR update
rules for decoding the LT code are as in (2.32) and (2.33). After running the decoder enough
rounds, the LLR of each input node i is calculated and sent to the LDPC belief propagation decoder
as a priori LLR of the corresponding symbols.

The LLR update rules for decoding the LDPC code are as in (2.19) and (2.20).

5.3 Channel Estimation Schemes

In general, the receiver does not have the knowledge of CSI. Therefore, estimation of the channel
is required prior to decoding. One way to estimate the channel is by transmitting known pilot
symbols at a specific period. This allows the receiver to estimate the channel and eventually to
compute the LLR at the decoder. The drawback of such a technique is the overhead incurred from
transmission of dummy data known at both sides of the communication link.

Alternatively, the estimation of the CSI at the receiver can be performed using the received
information symbols. The main advantage of the latter technique is that it does not need
transmission of pilot symbols, nor extra coded bits for yielding the same performance compared to
other techniques. Before introducing the new scheme, we briefly describe the ML and MAP

techniques.

5.3.1 MAP and ML channel estimation schemes

The approach in these schemes is to estimate the CSI using ML and MAP techniques and

subsequently use the estimated CSI in the iterative decoder [56], [64]. The normalized fade rate

faTs reflects the degree of correlation in the channel. fLT, denoted by 7, represents the size of a
dls
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window through which the channel exhibits a slow fluctuation, i.e., the fading can be considered
constant.

Let inj be the LLR of ith mapped modulated symbol x;; and define X;; £ si gn(Lxl.j). Following

the notation in [56], the ML estimation of the channel is given by
T
- 1 R
himL = ;Z VijXij (5.5)
j=1

Where x;; and y;; are respectively the ith input and output symbols of the jth window block.

Similarly, the MAP estimation of the channel is given by

A~ P 2
r YijXij 2r r YijXij
A =77 T[T T\
himar = . (5.6)
, 2r
oz

5.3.2 Proposed channel approximation scheme

This scheme does not require pilot symbols transmission. The estimation is only based on the
received signal. Unlike the schemes in references [56] and [64], there is neither hard nor soft
decision on received signal y when computing the LLR.
From (5.1), the received signal at the ith time after matched filter is y;. If we square y;, and neglect
the Gaussian noise , we have
) ~ 2 _ o~ 2, = 2

yi© = (hi,APPxi + ni) = hiapp Xi” = hyapp Ep (5.7)

where E), is the bit energy and fli, app 18 the approximated CSI at the receiver. The average received

signal over a period of r received symbols is given by
1 T
7 =) vt (5:8)
j=1
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By substituting (5.7) in (5.8), the approximated channel for the ith symbol becomes

hooo— Y

i, APP — \/E_b

Note that i\li‘ app 1s computed once at the receiver and the same estimated value is used in the

(5.9)

iterative decoder. Hence, the decoder will not update this value during the iterative decoding.
One way to enhance the accuracy of fli, app 18 to slightly vary the window size r around r + &
where 6 € {1,2...0.1r }. When the fade rate f;T is relatively high, r is small and the average of
the received signal over r samples results in a less accurate fli, app- However, as the fade rate f; T
decreases, no further adjustment of r is required.

The channel LLR of each encoded bit can be expressed as

Z,=In <P(0 = Olyi,ﬁi,APP)> _ ln( P(xl- = 1|}’i,fli,App) )

P(o =1lyyhiapr))  \P(xi = =1|yi hiapp)

(5.10)

By applying Bayes’ rule and using the independence property between x; and flk, App> We obtain

P(vilhi apprx; = 1 P(x; =1
Z, = ln( (y‘L Lapr, % = 1) )+ In <(xl—)> (5.11)
P(yilhi app,x; = —1) P(x; =-1)

With equal probability channel input x;, the second term of the right hand side of (5.11) geos to

zero. The probability of the matched filter output y; is expressed as

_(yl'¢ﬁi,App)2
P(y;|h; app,x; = +1) = e 20% ) 5.12
(yll i,APP» i ) O_Zm ( )
Substituting (5.12) in (5.11), we have
2 hi appYi
Zy, =—"—"F"—. 5.13
o= (513)
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Fig. 5.2 Complexity analysis of proposed scheme vs. existing schemes. The complexity of the proposed scheme is
linear with the input size whereas the complexity of existing schemes is quadratic.

5.3.3 Time complexity analysis of proposed and existing schemes

The rate of growth of a function is called the order and is often denoted by the big O notation. When
analyzing the proposed approximation scheme, we find that the time it takes to complete the steps

in the function with size n is given by
n

If we ignore constants and slower growing terms, T4pp(n) grows at the order of n and hence,
Tapp(n) = 0(n).
On the other hand, the time required to complete the steps in the functions with size n in both

existing ML and MAP schemes is respectively given by
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n
Ty (n) = n? +6n+7;+2 (5.15)

n

Therefore, the asymptotic behavior of T, (n) and Ty 4p(n) grows at the order of n?. Hence,
Ty (n) = 0(n?) and Ty p(n) = 0(n?)

Fig. 5.2 illustrates a graphic representation of Typp(n), Ty (n), and Ty 4p(n) relations. It is clear
that the running time complexity of the proposed scheme scales linearly with the input size n.

Whereas, the running time complexity of the existing schemes is quadratic.

5.4 Simulation Results and Discussion

We evaluate the performance of the proposed scheme using LDPC and Raptor channel codes and
compare the simulation results with the other estimation schemes. In the sequel, we consider three
modes of operation: perfect CSI, No CSI, and estimated CSI at the receiver. Furthermore, we
illustrate the comparison between Jakes’ fading channel coefficient simulator and the AR
approximation models. The number of LDPC decoding iterations is 50 and the number of LT

decoding iterations is 300.

5.4.1 Performance Evaluation with LDPC codes

The LDPC code under consideration is a left-regular LDPC code of rate 0.98 and left degree 4
[113]. Fig. 5.3 illustrates the BER performance results of LDPC code in correlated fading channel

using Jakes’ channel model. For comparison reason, we use similar parameters to [56, Fig. 2], i.e.,
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Fig. 5.3 Joint channel estimation and LDPC decoding over block fading channel with f;T; = 0.05 and K = 1320
using Jakes’ channel model

the normalized fade rate f;T; = 0.05, the data block length (DBL) k = 1320 information bits and
the code rate R = S = 0.5, where n is the codeword length.
As shown in Fig. 5.3, the performance of the proposed channel approximation scheme is robust and

stable. It performs close to ML estimation technique and outperfroms it at higher SNR (% > 6dB).
0

At BER of 107>, the proposed scheme performs about 0.334 dB away from the optimal case

(perfect CSI), and about 0.141 dB from the MAP, and 0.001 dB from the ML schemes. The main

advantage of the proposed scheme, in contrast with the other schemes in the literature, is that it is

simple, efficient and its performance approaches the optimal case.
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Fig. 5.4 Joint channel estimation and Raptor decoding over block fading channel with f;T; = 0.05 and K = 9800
using Jakes’ channel model

5.4.2 Performance Evaluation with Raptor codes

The pre-code for Raptor code is the LDPC code as described in the preceding subsection. We use
the optimized output distribution for Raptor code [114].

We evaluate the performance of the proposed channel approximation scheme with Raptor code for
different rates using Jakes’ and AR channel models. A DBL of 9800 bits is pre-coded by the LDPC
pre-code to produce 10000 intermediate bits. Then, using the degree distribution in [114], n
encoded bits are generated from the intermediate bits. We consider the system performance for the

normalized fade rates of 0.05 and 0.01.
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Fig. 5.5 Joint channel estimation and Raptor decoding over block fading channel with f;T; = 0.05 and K = 9800
using AR(1) approximated channel model

Fig. 5.4 illustrates the simulation results of Raptor code with two different rates namely 0.5 and
0.8167. For each rate, we evaluate the proposed scheme along with the perfect and NO CSI cases
at the receiver. As shown in Fig. 5.4, at BER 10™*, the performance of the proposed scheme is
0.18 dB away from the perfect CSI at rate 0.8167, while the performance of the proposed scheme
is 0.336 dB away from perfect CSI at rate 0.5.

Quite a few observations can be made. First, the higher the SNR, the closer the proposed channel
approximation scheme gets to the optimal case. This is also in line with (5.7), i.e., at higher SNR,

the signal power increases and the noise power becomes relatively negligible and therefore the
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Fig. 5.6 Joint channel estimation and Raptor decoding over block fading channel with f;T; = 0.01 and K = 9800
using Jakes’ channel model

proposed approximation scheme approaches the perfect case. Second, the gap between perfect and
no CSI, when overhead is 0.2, is greater than the case when overhead is 0.96. This is due to the fact
that the code with lower overhead is able to correct fewer errors.

Fig. 5.5 illustrates the performance of Raptor code at rate 0.5, DBL 9800 and normalized fade rate
0.05. we evaluate the proposed scheme in comparison with the cases when No and perfect CSI is
available at the receiver using the first order AR(1) channel model. As shown in Fig. 5.5, the

performance of the proposed scheme using AR(1) channel model is approximately similar to the
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Jakes’ channel model. To increase the accuracy of the channel model approximation, a higher order
(of order p) AR(p) model can be used at the expense of additional computational complexity [122].
Fig. 5.6 illustrates the simulation results of Raptor codes at rate 0.5, DBL 9800 and normalized fade
rate f;Ts = 0.01. We evaluate the performance of the new approximation scheme and compare the
results with the other schemes (estimation scheme [64], ML and MAP estimation schemes along
with the perfect and no CSI).

As shown in Fig. 5.6, atBER = 1075, the new scheme performs about 0.4 dB away from the
optimal case and outperforms all other schemes. Specifically, the new approximation scheme
outperforms the MAP, the proposed scheme in [23] and ML schemes of about 0.23, 0.34 and 0.37
dB respectively. The performance of the proposed scheme in reference [23] is about 0.74 dB away

from the optimal case which is almost similar to the ML.

5.5 Conclusion and Future Work

In this chapter, we proposed a new simple approximation scheme to estimate the CSI at the receiver
when it is not available. The performance of the new scheme was evaluated with LDPC and Raptor
channel codes in correlated Rayleigh fading channels. In the simulation, we used the Jakes’
channel simulator for different normalized fade rates and we also used the approximated AR
channel model.

The results showed that the new approximation scheme performs about 0.375 dB away from the
optimal perfect CSI with LDPC code for a specific simulation parameters and it performs about

0.4 dB away from the perfect CSI with Raptor code for different simulation parameters.
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In LDPC code, the new scheme performs slightly away from the MAP estimation scheme and it
outperforms to some extent the ML scheme. In Raptor code, the new scheme outperforms all other
schemes and achieves good performance gain relatively close to the perfect CSI.

The AR(1) approximated channel model performs closely to Jakes’ channel simulator. The
accuracy of AR model can be enhanced by increasing the order p of the AR(p) model and this gain
is at the expense of higher computational complexity.

The main advantages of the new scheme can be summarized as follows. 1) It is simple and efficient
in comparison with other schemes in the literature. It does not exhibit high computational
complexity. 2) Unlike pilot-aided channel estimation techniques, the new scheme does not require
pilot symbols inserted in the data stream to evaluate the CSI at the receiver. Hence, no overhead
is necessary. 3) It approaches the optimal case as the SNR increases. The accuracy of the
approximation is high as the noise at the receiver is relatively trivial.

The natural extension of this work would be to consider QPSK or other higher order modulation

schemes.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we investigated a number of coding strategies for improving the bandwidth
efficiency of multi-user communication channels.

In Chapter three, we proposed a coding strategy for the two user MAEC that achieves any rate
pairs close to the capacity boundary region without time sharing nor rate splitting. Specifically, we
proposed an encoding approach for two independent sources that want to communicate with a
single destination. The key idea behind the proposed scheme is in the fact that when bits get erased,
this implies that both sources have transmitted opposite bits. Using LDPC codes, the encoding
scheme consists of randomly splitting the rows (constraints) of a half-rate LDPC matrix between
both sources 1 and 2. The amount of constraint nodes each constituent (individual) matrix contains
is based on the selected rate by each source such that the sum rate is less or equal the capacity of
the MAEC which is 1.5 bits per channel use. Then, both codewords are simultaneously transmitted
to the destination. On the other hand, the receiver jointly decodes both superimposed codewords
using BP decoding. Precisely, the single user decoder independently runs at each constituent sub-
graph trying to recover some of the common erasures. After each decoding iteration, the recovered
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erasures are updated on both constituent sub-graphs. This process continues until all erasures are
recovered or no further erased symbols are being recovered at both constituent decoders. We first
showed that when the number of erasures does not exceed the parity check equations at both
encoders, the joint decoder is capable of recovering both transmitted codewords. Otherwise the
decoder declares failure. Furthermore, we calculated the probability of decoding failure and the
outage capacity. We compared the performance of the proposed scheme (method 2) with the
known coding scheme (method 1) that achieves the two corners on the capacity region. In method
1, one source is encoded at half-rate while the other source transmits uncoded stream. Using single
user decoding at the destination, the receiver decodes the half-rate message first, then using SD to
recover the uncoded stream. Other points close to capacity region are also achievable using time
sharing. Furthermore, we proposed an efficient approach to construct the LDPC matrices at both
encoders. Specifically, we showed that a properly designed half-rate LDPC matrix H achieves rate
pair points very close to capacity region on the 2-user MAEC irrespective of the way the rows of
H are distributed over the individual parity check matrices H; and H,. Additionally, we proposed
an iterative joint decoding approach for method 2 in which both parts of the graphs employ a single
user BP algorithm, then the recovered erasures after each decoding iteration is updated at both
sides of the graph before carrying on with the next iteration. We first showed an upper bound on
the achievable sum rate as a function of the probability of decoding failure Pg. Furthermore, we
illustrated how the probability of erasure evolves with the decoding iterations. Then we illustrated
the outage capacity for a P < 107> target. We simulated the performance of both methods 1 and
2 using LDPC codes and showed that both schemes achieves similar results. However, the
proposed scheme method 2 can achieve any rate pair without time sharing no rate splitting such

that the sum rate is less or equal to the capacity.
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In Chapter four, we proposed a new cooperative joint network and channel coding strategy for
MTC devices in the multicast settings. In this scheme, three or more devices dynamically form a
cluster to disseminate messages between them. Specifically, we proposed a coding scheme for
MTC devices in proximity to exchange messages via a nearby low cost relay. The key components
of the proposed scheme are the use of physical-layer NC in the first phase and the fact that each
MTC device removes its own message in the second phase. Additionally, the core idea of the
scheme is to increase the spectral efficiency of the channel by exploiting the interference due to
the fact that more than one MTC devices transmitting non-orthogonally to the end MTC device.
The useful interference is strongly coded to recuperate the erased symbols in the received
composite signals, and therefore, the key to successful decoding of messages remains in the ability
to first recover the erased symbols, then the other message is decoded interference free.
Furthermore, a systematic approach to extend the scheme to any N MTC devices by employing
the concept of clustering is proposed. Messages are disseminated first within the basic clusters,
then spread out from one layer of logical cluster to another until the last logical layer. Then desired
messages within each logical layer are sent from higher logical layer to lower logical layer until
the basic clusters.

Additionally, the performance of the proposed scheme using practical Raptor codes with two
relaying schemes namely AF and DNF was evaluated. Particularly, it was shown that with very
little processing at the relay using DNF relaying strategy, performance can be enhanced. In the
absence of noise, simulation results showed that a very small overhead is required to fully resolve
the messages and hence this represents a small fraction of sum rate loss. Therefore, a sum rate of
1.952 is achievable. Whereas in noisy scenario, simulation results showed that the performance

degrades and requires additional overhead to compensate for the errors due to noise at all nodes.
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Furthermore, results show that the sum rate increases linearly at low SNR then it saturates close to
the upper bound at higher SNR. Moreover, the overhead required at each MTC device to
successfully decode intended messages was evaluated. Additionally, the performance of the
proposed scheme was compared with FDF and the traditional schemes.

In Chapter five, we proposed a new simple approximation scheme to estimate the CSI at the. The
performance of the new scheme was evaluated with LDPC and Raptor channel codes in correlated
Rayleigh fading channels. In the simulation, we used the Jakes’ channel simulator for different
normalized fade rates and we also used the approximated AR channel model.

The results showed that the proposed approximation scheme performs about 0.375 dB away from
the optimal perfect CSI with LDPC code for a specific simulation parameters and it performs about
0.4 dB away from the perfect CSI with Raptor code for different simulation parameters. In LDPC
code, the proposed scheme performs slightly away from the MAP estimation scheme and it
outperforms to some extent the ML scheme. In Raptor code, the new scheme outperforms all other
schemes and achieves good performance gain relatively close to the perfect CSI. The AR(1)
approximated channel model performs closely to Jakes’ channel simulator. The accuracy of AR
model can be enhanced by increasing the order p of the AR(p) model and this gain is at the expense
of higher computational complexity. The main advantages of the new scheme can be summarized
as follows. 1) It is simple and efficient in comparison with other schemes in the literature. It does
not exhibit high computational complexity. 2) Unlike pilot-aided channel estimation techniques,
the new scheme does not require pilot symbols inserted in the data stream to evaluate the CSI at
the receiver. Hence, no overhead is necessary. 3) It approaches the optimal case as the SNR

increases. The accuracy of the approximation is high as the noise at the receiver is relatively trivial.
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6.2 Future Directions

The work presented in Chapters three, four and five can be further developed beyond this thesis.
In the context of 2-user MAEC, the proposed coding strategy can be further extended to rateless
coding using Raptor codes. Another research path within this context, the extension of this work
to any number of users. Additionally, one possible extension is to further develop the proposed
scheme with higher order modulation. The current scheme uses BPSK, at both sources. The simple
starting point may be QPSK or any other higher modulation order. Moreover in this research
direction, the current sources transmit at equal power. One interesting and more encountered in
practical scenarios is the case with unequal power. In this case, sources transmit with optimal
power allocation scheme such that constellation at the destination contains a minimal number of
overlapping constellation points. i.e. erasures and minimum distance is maximized. In the
proposed scheme, we did not consider the Gaussian noise, nor the Rayleigh fading channel.
Another research direction within this context would naturally be the study of the system model in
the presence of Gaussian noise and in Rayleigh fading channels. In this scenario, the received
power of both sources at the destination varies significantly from one channel realization to another
and therefore power allocation with known channel coefficients at the transmitter are required to
compensate for the channel variations. In such situations, it is very probable that new schemes
have to be proposed.

In the context of M2M communication, we considered the received equal power in both direction
of each communication link. However, an interesting and natural extension is to consider the
unequal received power. This line of work can be directed to propose an optimized power
allocation scheme for the unequal received power scenario where Rayleigh fading channel

between MTC devices and the relay are considered. In this setup, the CSI are assumed known at
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MTC devices and can be easily estimated due to the bidirectional aspect of the channel. The aim
is to allocate optimal power at each MTC device such that the sum rate is maximized subject to
the total power constraint with and without equal rates constraint between MTC devices. The
resulting optimized power allocation scheme at each MTC device is a function of the fading
channel coefficients and the total power constraint.

In both chapters three and four, we considered bandwidth-efficient coding schemes. In this context,
multiple devices communicate with a single destination where symbols are assumed synchronized.
An interesting direction of research is to study the effect when symbols are not synchronized and
how much synchronization offset is tolerable.

Since the relay plays a crucial role in the performance of the coding strategy, another promising
research path in this context is the use of multiple relays or relays with multiple antennas. This
will increase the DoF at the relay where some space coding techniques can be used to further
enhance the relaying approaches. This idea is particularly useful in the case where Rayleigh fading
channel is considered.

In the joint channel estimation and Raptor decoding framework, the natural extension would be to

consider QPSK or other higher order modulation schemes.
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