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ABSTRACT 

GROUND PENETRATING RADAR-BASED DETERIORATION ASSESSMENT 
OF BRIDGE DECKS  

 
Ahmad Shami 

The ASCE report card 2013 rated bridges at a grade of C+, implying their 

condition is moderate and require immediate attention. Moreover, the Federal 

Highway Administration reported that it is required to invest more than $20.5 

billion each year to eliminate the bridge deficient backlog by 2028. In Canada 

2012, more than 50% of bridges fall under fair, poor, and very poor categories, 

where more than $90 billion are required to replace these bridges. Therefore, 

government agencies should have an accurate way to inspect and assess the 

corrosiveness of the bridges under their management. 

Numerical Amplitude method is one of the most common used methods to 

interpret Ground Penetrating Radar (GPR) outputs, yet it does not have a fixed 

and informative numerical scale that is capable of accurately interpreting the 

condition of bridge decks. To overcome such problem, the present research aims 

at developing a numerical GPR-based scale with three thresholds and build 

deterioration models to assess the corrosiveness of bridge decks. Data, for more 

than 60 different bridge decks, were collected from previous research works and 

from surveys of bridge decks using a ground-coupled antenna with the frequency 

of 1.5 GHz. The amplitude values of top reinforcing rebars of each bridge deck 

were classified into four categories using k-means clustering technique. 

Statistical analysis was performed on the collected data to check the best-fit 
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probability distribution and to choose the most appropriate parameters that affect 

thresholds of different categories of corrosion and deterioration. Monte-Carlo 

simulation technique was used to validate the value of these thresholds. 

Moreover, a sensitivity analysis was performed to realize the effect of changing 

the thresholds on the areas of corrosion. The final result of this research is a 

four-category GPR scale with numerical thresholds that can assess the 

corrosiveness of bridge decks. The developed scale has been validated using a 

case study on a newly constructed bridge deck and also by comparing maps 

created using the developed scale and other methods. The comparison shows 

sound and promising results that advance the state of the art of GPR output 

interpretation and analysis. In addition, deterioration models and curves have 

been developed using Weibull Distribution based on GPR outputs and corrosion 

areas. The developed new GPR scale and deterioration models will help the 

decision makers to assess accurately and objectively the corrosiveness of bridge 

decks. Hence, they will be able to take the right intervention decision for 

managing these decks. 
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that specific time of survey, regardless of the amplitude value itself. A 

comparison of two maps of the same bridge, one  old (Figure 1-1) and one new 

(Figure 1-2), shows that the condition of the bridge in Figure 1-1 is better than 

that in Figure 1-2. However, this is not the case because a comparison of the 

amplitude of the two maps demonstrates the second to be better, which is the 

real case. Both maps have the same scale but with different numbers 

(amplitudes). However, the first one has a range of about 48 dB, while the 

second one has just 13 dB. For example, the value of -7 dB in Figure 1-1 falls 

into the “good” category, while the same value in Figure 1-2 falls under the very 

critical category. Therefore, it is confusing for the person who is dealing with the 

maps to identify the exact and real corrosion of the bridge under investigation. In 

order to overcome this problem, this study attempts to find a way to create a 

standardized scale that is applicable to all bridges.  

 

Figure 1-1. Old map 

 
Figure 1-2. New map 
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performed, its limitations and contributions, and recommendations for future 

work. 
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subsequently analyze an impact response for anomalies, is more expensive and 

time consuming but provides a quantitative result (Scott et al. 2003).  

The electrochemical techniques address the interaction between electrical 

energy and chemical changes. The most common method for this technique is 

the half-cell potential, used to determine the location of the active corrosion by 

connecting to the bar on one side and measuring the potential difference in 

different locations, as shown in Figure 2-2. However, this technique is considered 

expensive and time consuming (Scott et al. 2003). 

 

Figure 2-2. Half-cell potential principle (http://civil-

online2010.blogspot.ca/2010/09/half-cell-electrical-potential-method.html) 

Visual inspection is the technique used most to assess bridge deck 

surface conditions. This technique is very simple, requiring few tools and minimal 
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Table 2-1. Summary of various NDT techniques and their applications, 

advantages and limitations (Lim et al. 2011) (Dinh 2014) 

Technique Application Advantage Limitation 
Impact 
Echo (IE) 

• Measure thickness 
• Detect delamination 

• Precise and 
immediate result 

• Suitable only for plate-like 
structure 

• Reinforcement has an effect on 
the result 

• Requires expert to interpret the 
result 

Chain Drag • Detect delamination • Easy to carry and 
use 

• Depends on the experience of 
the inspector (subjective) 

• Cannot be used on bridge 
covered with asphalt 

• Detect only up to 3” depth 
Half-Cell 
Potential 

• Give an indication 
of the probability of 
correction 

• Portable equipment. • Requires an expert to perform 
the test and interpret the result 

• Time consuming 
• Applicable to moist concrete 
• Cannot be applied to bars 

coated with epoxy 
Visual 
Inspection 

• Detect defects such 
as spalling 

• Easily executed 
• Inexpensive 
• Minimal equipment 

required 

• Detects only surface defects 
• Results depend on the 

experience of the inspector 
(subjective) 

Infrared 
Thermogra
phy (IR) 

• Detect delamination 
near the surface 

• Can be used to 
survey a large area 
quickly 

• Can be done 
remotely without 
closing the structure 

• Affected by weather conditions 
• Limited to shallow defects, 

effective only up to about 3” 
• Equipment is expensive 
• Expertise required to perform 

the test 
Ground-
Penetratin
g Radar 
(GPR) 

• Detect the location 
of the reinforcing 
bars 

• Measure slab 
thickness 

• Map the 
underneath utility 

• Assess the 
corrosion of bridge 
decks 

• Fast surveying if air-
couple antenna 
used 

• Easily detecting 
metal objects 

• Data require some expertise for 
analyzing 

• Moisture content has a great 
effect 

• The congested reinforcing bar 
may affect the results 
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The ability of GPR to detect the object is based on the difference in 

permittivity of the object itself and the surrounding medium. When there is a 

discontinuity in the medium’s dielectric, the GPR will record the difference (Zhao 

et al. 2005). Because of its sensitivity to changes in EM properties, GPR can 

detect metallic and non-metallic materials (Daniels 1996). A review of previous 

research reveals a focus on geophysical inversion and modeling, image and 

signal processing, and hardware design and radar systems (Al-Nuaimy 1999). 

However, research focusing on the corrosion scale of GPR is limited. 

Over the past 20 years, GPR theory, technique, and technology have 

developed significantly (Jol 2009). GPR is considered a non-destructive 

technique that emits EM pulses to locate and evaluate the depth of a buried 

object that cannot be seen visually (Maser 1996). Usually, a GPR system 

includes data collection units and antennas, of which there are two types: mono-

static and bi-static. Mono-static antennas consist of one antenna that performs 

both transmitting and receiving functions, while bi-static antennas include 

separate antennas for transmitting pulses and receiving those that are reflected 

(Belli 2008). 

The basic elements of a GPR system are listed below and shown in Figure 2-3: 

• The display unit, such as a laptop used to display the recorder data 

• The control unit, which controls the operation of transmitting and 

recording EV pulses  

• An antenna that performs the task of transmitting EM waves and 

receiving reflected waves 
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• A cart used to carry all GPR elements 

 
Figure 2-3. GPR system components 

EM wave properties, such as propagation depth and reflected wave 

resolution, have a great influence on GPR operation. Electric conductivity (σ), 

permittivity (ε), and permeability (µ) are the parameters that have the greatest 

effect on the EM properties (Scheele 2011). GPR signal penetration is affected 

by the electrical conductivity of the objects penetrated. Moreover, conductivity is 

affected by the moisture content of the surface under investigation, i.e., the 

higher the moisture content, the higher the conductivity, resulting in shallower 

GPR signal penetration depth (Deniels 2004). Relative permeability does not 

provide useful information in engineering surveys because most of the materials 

poor in iron oxide have low magnetic permeability, which leads to little contrast in 

Display Unit 

Control Unit 

Antenna 

Cart 
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the EM waves. However, a dielectric contrast related to permittivity provides a 

high contrast in the reflected waves (Abujarad 2007).  

GPR systems are used mainly to determine the size, location, and shape of 

subsurface objects that cannot be seen visually. Its principle is similar to that of 

regular radar. A transmitter antenna emits EM pulses from the surface being 

investigated, and then these pulses propagate through the surface. The receiving 

antenna collects the reflected pulses and records their properties, including 

wavelength, two-way travel time, and amplitude, to analyze and interpret 

subsurface corrosion (Dojack 2012). The changes reported between transmitted 

and reflected pulses indicate a change in the materials’ properties. The principle 

of GPR system is illustrated in Figure 2-4  (Bostanudin 2013). 

The evaluation of GPR system performance depends on the ability of the 

signals to propagate to the depth required and the resolution of the results 

(images). The propagation depth and the resolution are both based on the 

wavelength of the transmitted signal. To obtain high-quality images, the 

wavelength should be short, which means the frequency will be high. In other 

words, the higher the frequency, the better the resolution, the shallower the 

propagation depth, and vice versa (Abujarad 2007). 
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• Electrical conductivity: The ability of a material to conduct the electric 

portion of an EM wave, measured in Siemens per meter (S/m). 

• Permittivity: The ability of a material to store and transmit an electric 

charge induced by an EM field, measured in Farads per meter (F/m) 

(GSSI 2006). 

2.5.2 GPR Parameters 

The required depth and resolution of the GPR results are controlled by 

some parameters that significantly affect the resultant images of the GPR. These 

parameters include 

• Wave velocity: The velocity with which a wave travels through the material 

depends on the angular frequency, which is related to the frequency of the 

machine used during the survey, as we can see from Equation 2-1 

𝝎𝝎 = 𝟐𝟐𝟐𝟐𝟐𝟐  Equation 2-1 

The velocity of the wave is measured in meters per sec (m/s), the angular 

frequency is measured in radians per second (rad/s), and the frequency in 

Hertz (Belli 2008). 

• Wavelength: The distance over which the propagating wave repeat itself is 

called a wavelength, measured in meters (m). The wavelength could be 

calculated if the velocity and frequency are known, as shown in 

Equation 2-2 

𝝀𝝀 = 𝝂𝝂
𝒇𝒇
 Equation 2-2 

2.5.3 Relationship between Frequency, Depth, and Resolution  
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factors, such as surface anomalies, reinforcing bar spacing, reinforcing bar 

depth, reinforcing bar configuration, and polarization effects (Tarussov et al. 

2013).  

2.8.2 IMAGE-BASED METHOD  

To eliminate the disadvantages and shortcomings of the numerical 

amplitude method related to relativity in the scale, Tarussov et al. (2013) tried to 

solve this problem via the image-based method, which primarily detects defects 

in the bridge deck by visually inspecting the B-scan profiles of the bridge. As 

shown in Figure 2-6, while surveying, the analyst will mark the anomalies based 

on the shape and the brightness of the hyperbola of the top layer of reinforcing 

bars. The clearer the shape and the higher the level of brightness, the better the 

condition of the concrete, and vice versa. The experienced analyst inspecting the 

profiles gives the final evaluation of bridge deck corrosion independent of any 

numerical value. This eliminates the relativity of the numerical amplitude method 

scale and means that each bridge deck is evaluated based on the shape of the 

hyperbola of the top reinforcing bars rather than on numerical (amplitude) value. 

In addition, the GPR profile analyst can detect any anomaly not related to 

the condition of the concrete, such as structural elements (beams or columns 

under the slab) or water puddling on the surface of the deck. GPR profile 

analysis using this method does not require a depth correction because it does 

not deal with numerical values. One more advantage over the numerical 

amplitude method is that the image-based method maps the corroded areas with 

exact limits rather than by interpolating the contour line of amplitudes as in the 
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numerical amplitude method. This method is more accurate for evaluating bridge 

decks and more closely represents their real and exact condition than does the 

numerical amplitude method. However, the image-based method has an 

important limitation: data interpretation is subjective because it depends 

completely on the GPR profile analyst’s experience and judgment. Thus, there is 

no systematic way to inspect the profiles of the bridge deck under investigation. 

 

Figure 2-6 Visually marking the anomalies using RADxpert software 

2.8.3 CLUSTERING-BASED THRESHOLD CALIBRATION 

Although the amplitude analysis is an objective method, it has a limitation 

related to threshold determination. In addition, the image-based analysis method 

is considered a subjective method. Therefore, Dinh (2014) presented a method 

that combines both numerical amplitude and image-based analysis. After 

selecting the reinforcing bars through amplitude analysis, the analyst is asked to 

examine the GPR profiles visually. The visual examination allows the analyst to 

Severe Moderate Good 
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determine the number of corrosion categories that the bridge deck should have. 

After identifying the categories, the amplitude data will be divided into groups 

according to the number of the categories using K-means clustering. The K-

means clustering will determine the thresholds of each category. Figure 2-7 

illustrates an example of a three-category bridge deck using this method. 

Figure 2-7 shows that, after inspecting the bridge profiles visually, the analyst 

decided that this bridge should have three categories (good, moderate, and 

severe). Category limits are defined by k-means clustering (-1.9581dB, -

5.5591dB). The areas for each category are 42.5%, 47.5%, and 10%, 

respectively. 

2.8.4 CORRELATION ANALYSIS 

Dinh (2014) introduced a new method to assess concrete bridge deck 

corrosion, based primarily on comparing A-scan profiles of a newly constructed 

bridge with the same A-scan profiles of the same bridge taken at a different time 

(inspection time): in other words, comparing the scans based on the difference 

between time-series data rather than comparing them based on the relative 

difference between the amplitude values. Figure 2-8 shows the comparison 

between two A-scans done at different times. The closer the correlation 

coefficient to one, the more similar the scans are and the less change there is in 

concrete condition.  
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Figure 2-7. Thresholds and areas of each category 

However, this method has some limitations, one of which is that the bridge 

deck should be surveyed when newly constructed. The profiles from the newly 

constructed bridge provide the reference point to which future profiles will be 

compared. Another limitation is that, for the purpose of comparing both scans, 

the location of the scans should be recorded exactly. Aside from these 

limitations, this method is advantageous in that it allows observing and 

differentiating between abnormal signals related to structural variation and 

abnormal signals caused by corrosion defects. 
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2.10.1 Chi-Squared Test 

The chi-squared test is used to test whether the data follow a specific 

distribution (Snedecor et al. 1989). The advantage of the chi-squared test is that 

it could be applied to any univariate distribution where the cumulative distribution 

function could be calculated. Another advantage of the chi-squared test over the 

Anderson-Darling and Kolmogorov-Smirnov tests is that it can be applied to a 

discrete distribution. A-D and K-S tests can be applied only to continuous 

distribution. However, the chi-squared test has a disadvantage: to make the test 

valid, the sample size must be sufficient. 

The chi-squared test is defined by the following characteristics: 

H0: The data follow a specified distribution. 

Ha: The data do not follow the specified distribution. 

If the test statistic is greater than the critical value at specific significance level, 

then the null hypothesis will be rejected. 

2.10.2 Anderson-Darling Test 

The Anderson-Darling test, used to decide if the data follow a specific 

distribution (Stephens 1974), makes use of the specific distribution in calculating 

critical values. This has the advantage of allowing a more sensitive test and the 

disadvantage that critical values must be calculated for each distribution. 

The A-D test is defined by the following characteristics: 

H0: The data follow a specified distribution. 

Ha: The data do not follow the specified distribution. 
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The critical values for the Anderson-Darling test depend on the specific 

distribution being tested. The hypothesis that the distribution is of a specific form 

is rejected if the test statistic is greater than the critical value. 

2.10.3 Kolmogorov-Smirnov Test 

The Kolmogorov-Smirnov test is used to decide whether the data follow a 

specific distribution (Chakravart et al. 1967). The K-S test has some advantages, 

one of which is that the distribution of the K-S test statistic itself does not depend 

on the underlying cumulative distribution function being tested. Another 

advantage is that it is an exact test. However, the K-S test has several critical 

limitations: 

• It only applies to continuous distributions. 

• It tends to be more sensitive near the center of the distribution than at the 

tails. 

• The distribution must be fully specified. That is, if location, scale, and 

shape parameters are estimated from the data, the critical region of the K-

S test is no longer valid. It typically must be determined by simulation. 

The K-S test is defined by 

H0: The data follow a specified distribution. 

Ha: The data do not follow the specified distribution. 

If the test statistic is greater than the critical value at specific significance level, 

then the hypothesis will be rejected regarding the distributional form. 

2.10.4 Critical Values and P-Values 
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Critical values for a hypothesis test depend upon a test statistic, which is 

specific to the type of test, and the significance level α, which defines the test’s 

sensitivity. A value of α = 0.1 implies that the null hypothesis is rejected 10% of 

the time when it is, in fact, true. The choice of α is somewhat arbitrary, although 

in practice values of 0.1, 0.05, and 0.01 are common. Critical values are 

essentially cut-off values that define regions where the test statistic is unlikely to 

lie. For example, a region where the critical value is exceeded with probability α if 

the null hypothesis is true. The null hypothesis is rejected if the test statistic lies 

within this region that is often referred to as the rejection regions. 

Another quantitative measure for reporting the result of a hypothesis test 

is the p-value. The p-value is the probability of obtaining the observed sample 

results when the null hypothesis is true. If this p-value is very small, usually less 

than or equal to a previously chosen threshold value called the significance 

level (traditionally 5% or 1%), it suggests that the observed data are inconsistent 

with the assumption that the null hypothesis is true and thus that the hypothesis 

must be rejected and the other hypothesis accepted as true. In other words, a 

small p-value is an indication that the null hypothesis is false (Nuzzo 2014). 

Table 2-2 represents the different p-values and their corresponding degree of 

acceptance. 
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mean, standard deviation, skew, and kurtosis, a linear regression formula is used 

to calculate the corroded area, which is equal to skew multiplied by the mean of 

the amplitude values (Figure 2-10). After the percentage of corroded area is 

calculated, GPR threshold is found by trial and error to have almost the same 

area of corrosion. Although these studies seem promising in the effort to make 

GPR a standalone assessment tool, they nevertheless have some limitations, 

one of which is that both studies depend on half-cell potential to make a 

correlation with GPR related to corrosion, while even half-cell potential can only 

detect the potential for corrosion, not the corrosion itself. Another shortcoming is 

that there is only one threshold, which means it can differentiate only between 

sound and corroded areas. Moreover, the developed or calculated threshold 

varies from one deck to another and is not constant for all decks like with other 

technologies such as half-cell potential, which has a constant threshold of -350 

mV. 

 

Figure 2-9. a) Histogram of sound bridge deck b) Histogram of a corroded 

bridge deck (Martino et al. 2014) 
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Figure 2-10. Linear regression formula (Martino et al. 2014) 
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clustering technique, with the limits of each category used as thresholds to define 

the different categories of corrosion. The reasons for using k-means clustering to 

divide the amplitude values into four groups are that 1) it is fast, robust, and easy 

to understand, 2) it produces tighter cluster than hierarchical clustering, and 3) it 

gives the best result when the data are well separated from each other. After the 

process of grouping and clustering was completed, statistical analysis was 

performed to check which distribution that each threshold followed is the best-fit 

distribution, and three statistical tests were performed while only the chi-squared 

test had been used to check the data. The median of each distribution was used 

as the value of the corresponding threshold because the best fit distributions 

have relatively high skewness and the amplitude values have some outliers; thus 

median should be chosen for any other parameters.  

Next, a Monte-Carlo simulation was executed to simulate that data and 

make it more reliable; Monte-Carlo simulations have many important advantages, 

one of which is that the probability distribution within the model can be flexibly 

and easily used. Furthermore, Monte-Carlo simulations can model 

interdependent relationships between input variables, and the changes in the 

model can be investigated easily and quickly. After the simulation was 

performed, a sensitivity analysis was done to check the effect of changing the 

thresholds on the areas of each category. Sensitivity analysis was done seven 

times for each bridge by changing the thresholds one unit at a time. Finally, the 

most appropriate scale was chosen based on the analysis performed regarding 
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the areas of the four categories and the scale that related to these areas. The 

area of each category is calculated by using Equation 3-1, 3-2, 3-3, and 3-4. 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝑮𝑮𝑮𝑮𝑮𝑮𝑮𝑮 = 𝑮𝑮
𝑻𝑻
𝒙𝒙𝒙𝒙𝒙𝒙𝒙𝒙    Equation 3-1 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝑭𝑭𝑭𝑭𝑭𝑭𝑭𝑭 = 𝑭𝑭
𝑻𝑻
𝒙𝒙𝒙𝒙𝒙𝒙𝒙𝒙    Equation 3-2 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷 = 𝑷𝑷
𝑻𝑻
𝒙𝒙𝒙𝒙𝒙𝒙𝒙𝒙    Equation 3-3 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝒐𝒐𝒐𝒐 𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪 = 𝑪𝑪
𝑻𝑻
𝒙𝒙𝒙𝒙𝒙𝒙𝒙𝒙    Equation 3-4 

Where T represents the number of total points, G represents the number of 

points above the Good-Fair threshold; F represents the number of points 

between Good-Fair and Fair-Poor thresholds, P represents the number of points 

between Fair-Poor and Poor-Critical thresholds, and C represents the number of 

points below the Poor-Critical threshold. After calculating the area of each 

category for each bridge deck, following steps had been done to find the most 

appropriate scale: 

• Tabulate the area of each category of corrosion for each bridge deck. 

• Calculate the average and the standard deviation for the whole seven 

scales and the four category of corrosion. 

• Find the absolute value of the area for the specific scale of a specific 

category for the bridge deck minus the average value divided by the 

standard deviation. 

• The most appropriate scale for that bridge deck is the minimum 

summation of the four categories of that scale. 

40 
 



• Repeat this step for all bridge decks, and choose the scale that occurs 

most frequently as the most appropriate scale. 

After finding the most appropriate scale, the deterioration curve of the 

corrosion of reinforcing bars is drawn using the Weibull distribution, whose 

probability distribution function is defined by Equation 3-5: 

𝑓𝑓(𝑡𝑡) = 𝛿𝛿
𝜏𝜏

(𝑡𝑡−𝛼𝛼
𝜏𝜏

)𝛿𝛿−1 𝑥𝑥 𝑒𝑒−(𝑡𝑡−𝛼𝛼𝜏𝜏 )𝛿𝛿      Equation 3-5 

where α = location parameter, τ = scale parameter, δ = shape parameter, and t = 

time. 

The reasons behind using Weibull distribution function to draw the deterioration 

curves are: first, it has been proven to be one of best functions to represent the 

deterioration of concrete. Based on its parameters, the function starts at 

maximum level of performance and remains constant for a certain time, and this 

is the case in concrete structures which at first their condition is excellent for a 

certain time after construction. After a while the condition of concrete starts 

decreasing and similarly the Weibull function starts decreasing as well. Finally 

the speed of deterioration in concrete decrease near the end of its service life, 

also the slope of the Weibull function will decrease at the end. Second reason for 

using Weibull function is that it does not require a lot of historical inspection data 

to draw a deterioration curve. Finally, the Weibull function parameters are 

calculated easily and are also significant figures. 

The cumulative Weibull distribution function is defined in Equation 3-6 

𝒇𝒇(𝒕𝒕) = 𝟏𝟏 − 𝒆𝒆−(𝒕𝒕−𝜶𝜶𝝉𝝉 )𝜹𝜹    Equation 3-6 
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The Weibull reliability function of distribution is equal to the cumulative 

distribution function subtracted from one (Equation 3-7). 

𝑹𝑹(𝒕𝒕) = 𝟏𝟏 − 𝒇𝒇(𝒕𝒕) = 𝒆𝒆−(𝒕𝒕−𝜶𝜶𝝉𝝉 )𝜹𝜹    Equation 3-7 

In order to draw the ideal condition curve, the listed below condition must be met 

(Semaan 2011): 

• In the beginning (t=0) the condition is equal to 1 (maximum), so: 

1 = 𝛼𝛼 . 𝑒𝑒−(0𝜏𝜏)𝛿𝛿 ⇒ 𝛼𝛼 = 1 

• δ = 3 provides the smoothest inclination (Gkountis 2014) 

• At time = service life = 100 years, the condition equals 0.2 (minimum), 

thus: 

0.2 = 𝑒𝑒−(100𝜏𝜏 )3 ⇒ ln 0.2 = ln 1 − (
100
𝜏𝜏 )3 

𝝉𝝉 = 𝟏𝟏𝟏𝟏𝟏𝟏
(− 𝐥𝐥𝐥𝐥 𝟎𝟎.𝟐𝟐)𝟏𝟏/𝟑𝟑 = 𝟖𝟖𝟖𝟖.𝟑𝟑𝟑𝟑 𝒚𝒚𝒚𝒚𝒚𝒚𝒚𝒚𝒚𝒚   Equation 3-8 

Thus when assuming the service life for the bridge deck is equal to 100 years, 

then the useful service life (condition = 0.4) is 85.33 years. By substituting 75 and 

50 years in Equation 3-8 instead of 100 years, t will be 64 and 42.67 years 

respectively. The curves drawn in this way represent the ideal condition curves 

for bridge decks that have a service life of 100, 75, and 50 years respectively. 

Another curve is drawn at the time of inspection; in this case, we have the 

age of the bridge deck and the percentage of good condition at that time. Then 

the curve can be drawn by using Equation 3-9: 

𝑹𝑹(𝒕𝒕) = 𝒆𝒆𝐥𝐥𝐥𝐥𝑪𝑪𝑪𝑪(
𝒕𝒕
𝒕𝒕𝒊𝒊

)𝟑𝟑   Equation 3-9 
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where ti is the time of inspection and Ci is the percentage of good condition at 

time ti. This curve will be compared with ideal condition curves at different times. 

From this comparison the expected service life for that bridge deck will be known. 
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The first step of surveying the bridge is to make a grid on the deck 

surface. Usually, this involved marking off a 2 ft. x 2 ft. orthogonal grid. 

Sometimes, in order to increase the survey’s accuracy, a 1 ft. x 1 ft. grid is 

marked off. The bridge deck resembles that shown in Figure 4-1. The purpose of 

making a grid is to help and guide the inspector to move the machine in straight 

line. Moreover, the gird is marked by numbers and letters such as A5, B8, etc., 

that will help the inspectors to locate the damage on the bridge deck and 

compare its location with the map. 

 

Figure 4-3. 2 ft. x 2 ft. grid (Gucunski et al. 2011) 

4.1.2 GPR Calibration 

The GPR machine must be calibrated in order to make it able to measure 

the exact length of the bridge deck during the surveying. 

The calibration process is done as following: 

• A known distance is marked (10 ft., for example). 
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Data used in this study from bridge decks other than surveyed bridges are 

collected from previous studies such as reports, papers, and theses. However, 

the data collected from these studies are not complete and are missing much 

relevant information. Nevertheless, they were used to enrich the database. Data 

from approximately fourteen bridges was collected; the GPR scale for each 

bridge was inserted in a table to identify the threshold of each category. Nine 

bridges are from the final report of a project done by the Iowa Highway Research 

Board, the Iowa Department of Transportation, and the Federal Highway 

Administration in January 2011. The title of the report is “Comprehensive Bridge 

Deck Deterioration Mapping of Nine Bridges by Non-destructive Technologies”. 

These nine bridge decks had been studied and investigated using different NDTs 

such as 1) ground-penetrating radar (GPR), both ground- and air-coupled; 2) 

half-cell potential; 3) impact-echo (IE); 4) ultrasonic surface wave (USW); and 5) 

electrical resistivity (ER). Moreover, these non-destructive tests had been 

validated using the coring technique. However, only the tests and the results 

from the GPR technique had been used in this thesis. Figure 4-3 shows the 

thresholds of GPR scale that was added to the data base in the interests of this 

research, whereas the data from other bridge decks were gathered from many 

other different sources. Data that had been collected from surveying bridge 

decks and previous research works are tabulated in Table 4-1. All bridge deck 

data collected in this research are shown in Appendix 7.1. 
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Figure 4-5. Thresholds of GPR scale (Gucunski et al. 2011) 

Table 4-1 Sample of Collected Data 

  

Frequency 
(GHz) 

Machine Good-
Fair 

Fair-
Poor 

Poor-
Critical 

Scale 

1.5 ground-
coupled 

-11.00 -13.00 -16.00 
 

1.5 ground-
coupled 

-11.00 -13.00 -16.00 
 

1.5 ground-
coupled 

-10.50 -12.50 -15.50 
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These data are imported into a statistical software application called 

Crystal-Bal for analysis. The software checks the distributions followed by each 

threshold. Statistical tests and their corresponding P-values, including the chi-

squared, Anderson-Darling, and Kolmogorov-Smirnov tests, were used to check 

which distribution is most suitable for the data. The distribution for each threshold 

is assigned based on the smallest test value of the chi-squared test. Moreover, in 

order to have the highest confidence level that the data follow specific 

distribution, P-values were calculated; the closer the P-value to one the more 

confidence we have. Table 5-2 represents a summary of the statistical analysis 

and statistical tests. From Table 5-2, it is noticeable that the Good-Fair threshold 

has a triangular distribution, which considers a continuous probability distribution 

with min equal to -28.38, likeliest 0.67, and max 1.03. Even though, the value of 

the chi-squared test is relatively high and the p-value is equal to zero, this 

distribution was the most suitable one among the other distributions, which 

included normal, logistic, lognormal, etc. However, for the fair-poor threshold, the 

logistic distribution was the most appropriate based on the value of the chi-

squared test (3.7647). In addition, the p-value of 0.288 means that the null 

hypothesis (data follow logistic distribution) cannot be rejected. Finally, for the 

third threshold (poor-critical), it also follows the logistic distribution, although not 

in the same degree of acceptance. This threshold has less degree of acceptance 

than the fair-poor threshold in terms of the value of the chi-squared test and its 

corresponding p-value. 
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A Monte Carlo simulation was performed using Crystal Ball. The 

simulation was done on the three thresholds (good-fair), (fair-poor), and (poor-

critical). The statistical analysis shows that best-fit distribution for the threshold 

(good-fair) is the triangular, while for the other two thresholds (fair-poor) and 

(poor-critical) is logistic. Therefore, these three distributions were assumed in the 

simulation. After 1,000,000 trials, the simulation results were accurate and close 

to the original data. The medians for the three thresholds (good-fair), (fair-poor), 

and (poor-critical) are (-7.71), (-10.06), and (-14.64), respectively. Figures 5-4 

to 5-6 show the graph of the thresholds being simulated while the result of the 

simulation is presented in the Appendix 7.5. 

  

Figure 5-4. Plot of good-fair threshold 
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of thresholds will be shown in this section from Figure 5-7 up to Figure 5-13. The 

maps of another bridge deck will be in appendix 7.2. It is apparent from these 

maps that when the thresholds are shifted up, the areas of good concrete 

decrease and the areas of critical category increase. The area of each category 

is calculated precisely by using count and COUNTIF equation in Excel. The 

count equation is used to find the total number of points (top reinforcing bars), 

COUNTIF is used to find number of points that fall between the two specified 

thresholds. For example, for a bridge with a total of 13624 points, 6320 points 

above -7.71, 4385 points between -7.71 and -10.04, 2579 points between -10.04 

and -14.63, and 340 points below -14.63, the “good” area equals 6320
13624

𝑥𝑥100% =

46.39%. Areas of fair, poor, and critical are 32.19%, 18.93%, and 2.50% 

respectively.  

Table 5-3. Thresholds Values for Sensitivity Analysis 

SCALE GOOD-FAIR FAIR-POOR POOR-CRITICAL 
A -7.71 -10.04 -14.63 
B -6.71 -9.04 -13.63 
C -5.71 -8.04 -12.63 
D -4.71 -7.04 -11.63 
E -3.71 -6.04 -10.63 
F -2.71 -5.04 -9.63 
G -1.71 -4.04 -8.63 
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Bridge 206 

 

GOOD FAIR POOR CRITICAL 
96.13% 2.82% 0.95% 0.10% 

Figure 5-7. Corrosion map using scale A 

 
GOOD FAIR POOR CRITICAL 
93.50% 4.64% 1.70% 0.15% 

Figure 5-8. Corrosion map using scale B 
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GOOD FAIR POOR CRITICAL 
88.48% 8.37% 2.87% 0.28% 

Figure 5-9. Corrosion map using scale C 

 

GOOD FAIR POOR CRITICAL 
79.88% 14.74% 4.95% 0.43% 

Figure 5-10. Corrosion map using scale D 
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GOOD FAIR POOR CRITICAL 
65.53% 24.66% 9.13% 0.69% 

Figure 5-11. Corrosion map using scale E 

 

GOOD FAIR POOR CRITICAL 
46.46% 36.88% 15.34% 1.32% 

Figure 5-12. Corrosion map using scale F 
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Table 5-4. Areas of Bridge (1) 

Bridge 1 

Scale GOOD (G1) FAIR (F1) POOR (P1) CRITICAL (C1) 

G 37.77% 38.87% 21.03% 2.32% 

F 56.20% 30.67% 11.66% 1.47% 

E 72.24% 20.11% 6.67% 0.98% 

D 84.16% 11.22% 3.95% 0.67% 

C 90.88% 6.15% 2.48% 0.49% 

B 94.54% 3.50% 1.60% 0.36% 

A 96.59% 2.13% 1.05% 0.23% 

While the areas for all bridges are tabulated as well, a table including the 

average of each area for each scale for each bridge was drawn as shown in 

Table 5-5. In addition, Table 5-6 provides standard deviation. 

Table 5-5. Averages of Areas for each Scale 

Average 

Scale GOOD (GA) FAIR (FA) POOR (PA) CRITICAL (CA) 

G 33.88% 36.97% 21.42% 7.73% 

F 52.10% 27.21% 14.76% 5.93% 
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E 66.97% 17.73% 10.65% 4.66% 

D 76.93% 11.46% 7.90% 3.71% 

C 83.12% 7.90% 6.07% 2.91% 

B 87.28% 5.77% 4.62% 2.33% 

A 90.23% 4.40% 3.51% 1.86% 

 
Table 5-6. Standard Deviation 

Standard Deviation 

Scale GOOD (GS) FAIR (FS) POOR (PS) CRITICAL (CS) 

G 0.098 0.117 0.103 0.110 

F 0.170 0.061 0.113 0.088 

E 0.202 0.050 0.108 0.070 

D 0.202 0.058 0.095 0.056 

C 0.184 0.061 0.081 0.045 

B 0.159 0.059 0.066 0.036 

A 0.133 0.054 0.051 0.029 

When the averages and the standard deviation are calculated, the absolute 

difference between the area of each category for each bridge and the 

corresponding average value is divided by the corresponding standard deviation 

as shown in Table 5-7. 
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Table 5-7. Absolute Difference 

Scale ABS((G1-GA)/GS) ABS((F1-FA)/FS) ABS((P1-PA)/PS) ABS((C1-CA)/CS) 

G 0.395 0.163 0.038 0.492 

F 0.241 0.564 0.275 0.508 

E 0.261 0.478 0.370 0.529 

D 0.358 0.042 0.414 0.542 

C 0.422 0.285 0.443 0.544 

B 0.456 0.381 0.460 0.547 

A 0.480 0.422 0.483 0.553 

Then the summation of these values for each scale for each bridge is calculated 

as illustrated in Table 5-8. The corresponding scale of the minimum summation is 

selected; for example, in this bridge deck scale, G has the minimum summation 

and has been therefore been selected as the most appropriate scale. 

 

Table 5-8. Selected Scale 

1.088 G 
1.589 F 
1.638 E 
1.356 D 
1.695 C 
1.844 B 
1.937 A 

After this step is repeated on all bridges, the number of occurrences for each 

scale is plotted on a histogram as shown in Figure 5-14. From this figure it can 
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which is supposed to be completely in good condition, exactly shows the deck’s 

corrosion, while the only map that has numerical value and represents the real 

and exact corrosion of the bridge deck is the map created using the developed 

scale (Figure 5-20). The map created via the clustering-based threshold 

calibration method (Figure 5-22) shows that more than 20% of the total area is in 

severe condition and less than 10% in good condition, which is implausible for a 

new deck. Moreover, the map created by the numerical amplitude method has 

some red areas (Figure 5-23). It therefore can be concluded that the maps 

created using the developed scale technique are the most accurate, precise, and 

representative of the exact corrosion of the deck under investigation. 

 
GOOD FAIR POOR CRITICAL 
71.40% 13.45% 11.02% 4.13% 

Figure 5-16. GPR corrosion map by developed scale (Old) 

 

Good Moderate Severe 
72% 14% 14% 

Figure 5-17. GPR corrosion map by RAXpert® software (Old) 

  

A 

 

B 

 

B 

 

A 
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Good Moderate Severe 

42.21% 45.61% 12.18% 
Figure 5-18. GPR corrosion map by clustering-based threshold calibration 

method (Old) 

 

Figure 5-19. GPR corrosion map by numerical amplitude method (Old) 

 

 
GOOD FAIR POOR CRITICAL 
99.37% 0.48% 0.10% 0.05% 

Figure 5-20. GPR corrosion map by developed scale (New) 

  

B A 
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similarity that related to corrosion. Zones A, B & C in both maps are similar in the 

extent to each other. Therefore, by comparing a map drawn by the developed 

scale and another one drawn by using half-cell potential and they show a 

correlation and similarity, this will strength the validity of the developed scale. 

 

 

Figure 5-24 Corrosion map by half-cell potential 

 

Figure 5-25 Corrosion map by GPR 

While for coring test, in order to show the correlation between the 

developed scale and the coring sample, two samples will be utilized, one is 

corroded one is not. Based on both techniques, the half-cell potential and the 

GPR (Figure 5-24 & Figure 5-25), it is illustrated that the sample (2A) is non-

corroded sample. The result and the image that submitted by the specialized 

  

  

B 

B 

A 

A 

 

 

C 
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company shows that the coring sample is non-corroded as shown in Figure 5-26. 

On the other hand, the sample (7C) which represents a corroded sample based 

on the half-cell potential and GPR tests, also Figure 5-27 shows the image of the 

coring sample that done by the company confirms the result of the developed 

scale which indicates that this core is in a corroded condition.  

 

Figure 5-26 Non-corroded coring sample 
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• The condition threshold is equal to 0.4. 

• The minimum condition is equal to 0.2. 

These three curves were drawn using Equation 3-7, but with different SL (100, 

75, and 50 years). The less SL the bridge deck has, the steeper the slope of the 

curve will be and vice versa. 

The fourth curve is drawn using Equation 3-9 at the time of inspection and 

is based on the good condition of the bridge deck. Figure 5-24 shows that the 

status of the bridge deck corrosion at inspection time follows the curve of ideal 

condition when assuming that the service life (SL) of that bridge deck is equal to 

100 years; nevertheless, the useful SL of that bridge deck is about 85 years 

when the condition is equal to 0.4. However, Figure 5-25 illustrates that this 

bridge deck will stand for 75 years because the curve at inspection time follows 

the curve of ideal condition of 75 years, while the useful service life is about 60 

years (at condition equals to 0.4). 
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Figure 5-28. Deterioration curves for corrosion of reinforcing bars for 

bridge P04798 

 

Figure 5-29. Deterioration curves for corrosion of reinforcing bars for 

bridge P15878  
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map of the bridge deck. Developing software capable of performing all 

three tasks task will be beneficial. 

2. Collect more data related to or affecting the GPR, such as the age of 

the deck, type of GPR machine, or frequency. 

• Research Extensions: 

1. Link the ages, location, moisture content, amount of traffic, and 

other factors that affect bridge deck corrosion with the developed 

scale and build a deterioration model for bridge decks based on 

these factors to help decision makers manage bridges effectively 

and wisely. 

2. Most research focuses on bridge decks and comparatively little on 

these other structural elements. Extending the application of GPR 

surveying technology to structural elements other than bridge 

decks, such as beams and columns will lead to the creation of a 

comprehensive index or grade for the entire bridge. 

3. Use GPR technology to assess corrosion of structural elements 

other than concrete, such as steel structures.  

4. Develop a Bridge Deck Corrosion Index (BDCI) based on the 

developed scale. This could done by fuzzifying a different area of 

corrosion for each bridge deck, then defuzzifying it to create a 

grade or index for that bridge deck. 
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Figure 7-2 Corrosiveness map using scale B 

 

GOOD FAIR POOR CRITICAL 
75.37% 10.39% 9.08% 5.16% 

Figure 7-3 Corrosiveness map using scale C 

 

GOOD FAIR POOR CRITICAL 
68.59% 13.47% 11.55% 6.39% 

Figure 7-4 Corrosiveness map using scale D 
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GOOD FAIR POOR CRITICAL 
56.97% 20.48% 14.86% 7.70% 

Figure 7-5 Corrosiveness map using scale E 

 

GOOD FAIR POOR CRITICAL 
44.11% 27.64% 19.01% 9.24% 

Figure 7-6 Corrosiveness map using scale F 
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D 79.88% 14.74% 4.95% 0.43% 

C 88.48% 8.37% 2.87% 0.28% 

B 93.50% 4.64% 1.70% 0.15% 

A 96.13% 2.82% 0.95% 0.10% 

 

Table 7-2 Areas of Bridge (3) 

Bridge 3 

Scale GOOD FAIR POOR CRITAICAL 

G 33.35% 54.09% 12.11% 0.45% 

F 61.46% 32.95% 5.36% 0.24% 

E 83.29% 14.45% 2.05% 0.21% 

D 92.83% 6.10% 0.94% 0.13% 

C 96.93% 2.51% 0.46% 0.09% 

B 98.63% 0.98% 0.33% 0.06% 

A 99.27% 0.49% 0.18% 0.06% 
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Table 7-3 Areas of Bridge (4) 

Bridge 4 

Scale GOOD FAIR POOR CRITAICAL 

G 44.42% 47.13% 8.22% 0.23% 

F 71.75% 25.05% 3.03% 0.17% 

E 88.00% 10.65% 1.23% 0.11% 

D 95.47% 3.91% 0.54% 0.07% 

C 98.22% 1.42% 0.30% 0.06% 

B 99.27% 0.52% 0.17% 0.04% 

A 99.56% 0.30% 0.11% 0.03% 

 

Table 7-4 Areas of Bridge (5) 

Bridge 5 

Scale GOOD FAIR POOR CRITAICAL 
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G 47.43% 44.68% 7.42% 0.46% 

F 74.04% 22.30% 3.38% 0.28% 

E 88.91% 9.56% 1.34% 0.18% 

D 95.31% 3.84% 0.75% 0.10% 

C 97.76% 1.73% 0.44% 0.08% 

B 98.97% 0.70% 0.34% 0.00% 

A 99.41% 0.39% 0.21% 0.00% 

 

Table 7-5 Areas of Bridge (6) 

Bridge 6 

Scale GOOD FAIR POOR CRITAICAL 

G 41.47% 35.20% 20.86% 2.47% 

F 58.96% 26.92% 12.59% 1.54% 

E 73.34% 17.15% 8.23% 1.28% 

D 83.15% 11.13% 5.08% 0.64% 
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C 88.87% 7.72% 3.16% 0.26% 

B 93.56% 4.44% 1.79% 0.21% 

A 96.03% 2.52% 1.37% 0.09% 

 

Table 7-6 Areas of Bridge (7) 

Bridge 7 

Scale GOOD FAIR POOR CRITAICAL 

G 46.10% 40.96% 12.60% 0.35% 

F 69.68% 23.92% 6.23% 0.17% 

E 83.99% 13.25% 2.64% 0.12% 

D 91.90% 6.95% 1.07% 0.08% 

C 96.29% 3.20% 0.44% 0.06% 

B 98.45% 1.31% 0.19% 0.05% 

A 99.37% 0.48% 0.10% 0.05% 

 

Table 7-7 Areas of Bridge (8) 
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Bridge 8 

Scale GOOD FAIR POOR CRITAICAL 

G 39.77% 45.59% 13.78% 0.85% 

F 63.59% 28.79% 7.18% 0.44% 

E 81.03% 14.59% 4.14% 0.24% 

D 90.67% 6.92% 2.29% 0.12% 

C 94.91% 3.65% 1.34% 0.10% 

B 97.08% 2.26% 0.61% 0.05% 

A 98.22% 1.41% 0.32% 0.05% 

 

Table 7-8 Areas of Bridge (9) 

Bridge 9 

Scale GOOD FAIR POOR CRITAICAL 

G 31.81% 45.17% 20.94% 2.09% 

F 52.89% 35.28% 10.35% 1.48% 
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E 72.00% 21.75% 5.26% 1.00% 

D 85.18% 10.89% 3.22% 0.71% 

C 92.28% 5.10% 2.12% 0.50% 

B 95.41% 2.75% 1.49% 0.35% 

A 97.03% 1.69% 1.02% 0.26% 

 

Table 7-9 Areas of Bridge (10) 

Bridge 10 

Scale GOOD FAIR POOR CRITAICAL 

G 28.04% 30.64% 29.81% 11.51% 

F 39.78% 30.04% 20.73% 9.45% 

E 54.00% 24.20% 13.88% 7.92% 

D 66.32% 17.35% 9.34% 7.00% 

C 75.86% 10.99% 7.14% 6.01% 

B 81.96% 7.37% 5.61% 5.06% 
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A 86.07% 5.12% 4.63% 4.19% 

 

Table 7-10 Areas of Bridge (11) 

Bridge 11 

Scale GOOD FAIR POOR CRITAICAL 

G 31.10% 30.02% 26.33% 12.55% 

F 44.11% 27.64% 19.01% 9.24% 

E 56.97% 20.48% 14.86% 7.70% 

D 68.59% 13.47% 11.55% 6.39% 

C 75.37% 10.39% 9.08% 5.16% 

B 80.45% 8.31% 6.85% 4.39% 

A 84.68% 6.70% 5.39% 3.23% 

 

Table 7-11 Areas of Bridge (12) 

Bridge 12 
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Scale GOOD FAIR POOR CRITAICAL 

G 22.52% 21.26% 33.51% 22.71% 

F 30.96% 22.74% 27.87% 18.43% 

E 40.38% 22.06% 22.45% 15.11% 

D 50.42% 18.73% 18.28% 12.57% 

C 59.58% 14.91% 15.02% 10.49% 

B 66.83% 12.24% 12.50% 8.43% 

A 72.85% 10.11% 9.99% 7.05% 

 

Table 7-12 Areas of Bridge (13) 

Bridge 13 

Scale GOOD FAIR POOR CRITAICAL 

G 16.55% 13.73% 36.66% 33.06% 

F 21.79% 15.59% 36.26% 26.36% 

E 28.06% 17.46% 33.90% 20.58% 
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D 35.17% 18.84% 29.71% 16.27% 

C 43.08% 19.37% 24.98% 12.56% 

B 51.09% 18.69% 20.05% 10.17% 

A 59.66% 16.64% 15.43% 8.27% 

 

Table 7-13 Areas of Bridge (14) 

Bridge 14 

Scale GOOD FAIR POOR CRITAICAL 

G 22.17% 18.43% 36.70% 22.70% 

F 29.81% 19.09% 34.09% 17.01% 

E 37.91% 20.45% 28.83% 12.81% 

D 46.38% 20.22% 23.68% 9.73% 

C 55.22% 18.61% 19.07% 7.10% 

B 64.05% 15.78% 14.76% 5.41% 

A 71.40% 13.45% 11.02% 4.13% 
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Table 7-14 Areas of Bridge (15) 

Bridge 15 

Scale GOOD FAIR POOR CRITAICAL 

G 38.22% 44.79% 15.04% 1.95% 

F 60.08% 30.34% 8.30% 1.28% 

E 78.85% 15.07% 5.11% 0.96% 

D 88.56% 7.58% 3.16% 0.69% 

C 93.08% 4.40% 2.10% 0.42% 

B 95.45% 2.99% 1.31% 0.25% 

A 97.18% 1.70% 0.96% 0.15% 
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219 CD 

 

Good Moderate Severe 
100% 0% 0% 

219 

 

Good Moderate Severe 
98% 2% 0% 

220 

 

Good Moderate Severe 
100% 0% 0% 

Iowa 1.5 
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Good Moderate Severe 
99% 1% 0% 

Laval New 

 

Good Moderate Severe 
100% 0% 0% 

New Jersey 

 

Good Moderate Severe 
76% 15% 9% 

Oakton 

 

Good Moderate Severe 
100% 0% 0% 
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P00663 

 

Good Moderate Severe 
60% 13% 28% 

P04798 

 

Good Moderate Severe 
77% 7% 16% 

P15878 

 

Good Moderate Severe 
72% 14% 14% 
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P15878 (2014) 

 

Good Moderate Severe 
67% 10% 24% 

 

Salt Creek 

 

Good Moderate Severe 
98% 2% 1% 
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CCrystal Ball Repor t --  FFull  
Simulation started on 
1/28/2015 at 2:26 PM 
Simulation stopped on 
1/28/2015 at 2:26 PM 

Run preferences: 
 Number of trials run 1,000,000 

 Extreme speed 
 Monte Carlo

 Seed 
 

999 
 Precision control on 

    Confidence level 95.00% 
 

Run statistics: 
 Total running time (sec) 6.25 

 Trials/second (average) 159,922 
 Random numbers per sec 479,766
 

Crystal Ball data: 
 Assumptions 

 
3 

    Correlations 0 
    Correlation matrices 0 
 Decision variables 0 
 Forecasts 

 
3 

 
FForecasts  

WWorksheet: [Scale of br idges --  CCopy.xlsx]Sheet1  
  

FForecast: G8  
  

 
 

  Summary: 
 Entire range is from -28.35 to 1.02 

 Base case is 0.00 
 After 1,000,000 trials, the std. error of the mean is 0.01 

 

 
 



 

 

       
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

 
Statistics: 

 

Forecast 
values 

    

 

  
Trials 

 
1,000,000 

    
 

  
Base Case 

 
0.00 

    
 

  
Mean 

 
-8.89 

    
 

  
Median 

 
-7.71 

    
 

  
Mode 

 
--- 

    
 

  
Standard Deviation 6.89 

    
 

  
Variance 

 
47.49 

    
 

  
Skewness 

 
-0.5665 

    
 

  
Kurtosis 

 
2.40 

    
 

  
Coeff. of Variation -0.7749 

    
 

  
Minimum 

 
-28.35 

    
 

  
Maximum 

 
1.02 

    
 

  
Range Width 

 
29.37 

    
 

  
Mean Std. Error 0.01 

    
 

         
 

Forecast: G8 (cont'd) 
     

 
 

         
 

 
Percentiles: 

 

Forecast 
values 

    

 

  
0% 

 
-28.35 

    
 

  
10% 

 
-19.15 

    
 

  
20% 

 
-15.31 

    
 

  
30% 

 
-12.37 

    
 

  
40% 

 
-9.89 

    
 

  
50% 

 
-7.71 

    
 

  
60% 

 
-5.74 

    
 

  
70% 

 
-3.93 

    
 

  
80% 

 
-2.24 

    
 

  
90% 

 
-0.65 

    
 

  
100% 

 
1.02 
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Forecast: H8 
      

 
 

         
 

 
Summary: 

      
 

  
Entire range is from -66.65 to 50.16 

    
 

  
Base case is 0.00 

     
 

  
After 1,000,000 trials, the std. error of the mean is 0.01 

  
 

         
 

         
 

  

 

 
 

      

 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

 
Statistics: 

 

Forecast 
values 

    

 

  
Trials 

 
1,000,000 

    
 

  
Base Case 

 
0.00 

    
 

  
Mean 

 
-10.05 

    
 

  
Median 

 
-10.06 

    
 

  
Mode 

 
--- 

    
 

  
Standard Deviation 7.60 

    
 

  
Variance 

 
57.81 

    
 

  
Skewness 

 
0.0013 

    
 

  
Kurtosis 

 
4.17 

    
 

  
Coeff. of Variation -0.7563 

    
 

  
Minimum 

 
-66.65 

    
 

  
Maximum 

 
50.16 

    
 

  
Range Width 

 
116.81 

    
 

  
Mean Std. Error 0.01 

    
 

         
 

Forecast: H8 (cont'd) 
     

 
 

         
 

 
Percentiles: 

 
Forecast 
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values 

  
0% 

 
-66.65 

    
 

  
10% 

 
-19.29 

    
 

  
20% 

 
-15.87 

    
 

  
30% 

 
-13.60 

    
 

  
40% 

 
-11.76 

    
 

  
50% 

 
-10.06 

    
 

  
60% 

 
-8.36 

    
 

  
70% 

 
-6.50 

    
 

  
80% 

 
-4.23 

    
 

  
90% 

 
-0.83 

    
 

  
100% 

 
50.16 

    
 

         
 

Forecast: I8 
      

 
 

         
 

 
Summary: 

      
 

  
Entire range is from -75.18 to 44.07 

    
 

  
Base case is 0.00 

     
 

  
After 1,000,000 trials, the std. error of the mean is 0.01 

  
 

         
 

         
 

  

 

 
 

      

 

         
 

  

 

      
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

         
 

 
Statistics: 

 

Forecast 
values 

    

 

  
Trials 

 
1,000,000 

    
 

  
Base Case 

 
0.00 

    
 

  
Mean 

 
-14.64 

    
 

  
Median 

 
-14.64 

    
 

  
Mode 

 
--- 
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Standard Deviation 7.82 

    
 

  
Variance 

 
61.11 

    
 

  
Skewness 

 
-8.1462E-05 

    
 

  
Kurtosis 

 
4.18 

    
 

  
Coeff. of Variation -0.5340 

    
 

  
Minimum 

 
-75.18 

    
 

  
Maximum 

 
44.07 

    
 

  
Range Width 

 
119.25 

    
 

  
Mean Std. Error 0.01 

    
 

         
 

Forecast: I8 (cont'd) 
     

 
 

         
 

 
Percentiles: 

 

Forecast 
values 

    

 

  
0% 

 
-75.18 

    
 

  
10% 

 
-24.10 

    
 

  
20% 

 
-20.62 

    
 

  
30% 

 
-18.31 

    
 

  
40% 

 
-16.39 

    
 

  
50% 

 
-14.64 

    
 

  
60% 

 
-12.89 

    
 

  
70% 

 
-10.99 

    
 

  
80% 

 
-8.66 

    
 

  
90% 

 
-5.15 

    
 

  
100% 

 
44.07 

    
 

         
 

End of Forecasts 
      

 

     
Assumptions 

   
 

         
 

         
 

Worksheet: [Scale of br idges - Copy.xlsx]Sheet1 
  

 

         
 

Assumption: G7 
     

 
 

         
 

 
Triangular distribution with parameters: 

  

 

 
 

 

 

  
Minimum 

 
-28.38 

    
 

  
Likeliest 

 
0.67 

 

   
 

  
Maximum 

 
1.03 

    
 

         
 

         
 

         
 

         
 

         
 

Assumption: H7 
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Logistic distribution with parameters: 

    
 

  
Mean 

 
-10.04 

 

 

 

 
 

 

 

  
Scale 

 
4.19 

    
 

         
 

         
 

         
 

         
 

         
 

         
 

Assumption: I7 
      

 
 

         
 

 
Logistic distribution with parameters: 

    
 

  
Mean 

 
-14.63 

  

 

 
 

 

 

  
Scale 

 
4.31 

 

   
 

         
 

         
 

End of Assumptions 
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