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Abstract

Adaptive Transmission Schemes for Spectrum Sharing Systems: Trade-offs and

Performance Analysis

Zied Bouida, PhD.

Concordia University, 2015

Cognitive radio (CR) represents a key solution to the existing spectrum scarcity problem.

Under the scenario of CR, spectrum sharing systems allow the coexistence of primary users

(PUs) and secondary users (SUs) in the same spectrum as long as the interference from the

secondary to the primary link stays below a given threshold. In this thesis, we propose a num-

ber of adaptive transmission schemes aiming at improving the performance of the secondary

link in these systems while satisfying the interference constraint set by the primary receiver

(PR). In the proposed techniques, the secondary transmitter (ST) adapts its transmission

settings based on the availability of the channel state information (CSI) of the secondary and

the interference links. In this context, these schemes offer different performance tradeoffs in

terms of spectral efficiency, energy efficiency, and overall complexity.

In the first proposed scheme, power adaptation (PA) and adaptive modulation (AM) are

jointly used with switched transmit diversity in order to increase the capacity of the sec-

ondary link while minimizing the average number of antenna switching. Then, the concept

of minimum-selection maximum ratio transmission (MS-MRT) is proposed as an adaptive

variation of maximum ratio transmission (MRT) in a spectrum sharing scenario in order to

maximize the capacity of the secondary link while minimizing the average number of transmit

antennas. In order to achieve this performance, MS-MRT assumes that the secondary’s CSI

(SCSI) is perfectly known at the ST, which makes this scheme challenging from a practical

point of view. To overcome this challenge, another transmission technique based on orthog-

onal space time bloc codes (OSTBCs) with transmit antenna selection (TAS) is proposed.

This scheme uses the full-rate full-diversity Alamouti scheme in an underlay CR scenario in

order to maximize the secondary’s transmission rate.

iii



While the solutions discussed above offer a considerable improvement in the performance

of spectrum sharing systems, they generally experience a high overall system complexity and

are not optimized to meet the tradeoff between spectral efficiency and energy efficiency. In

order to address this issue, we consider using spatial modulation (SM) in order to come

with a spectrum sharing system optimized in terms spectral efficiency and energy efficiency.

Indeed, SM can be seen as one of the emerging and promising new technologies optimizing

the communication system while reducing the energy consumption thanks to the use of a

single radio frequency (RF) chain for transmission. In this context, we propose the adaptive

spatial modulation (ASM) scheme using AM in order to improve the spectral efficiency of

SM. We also extend ASM to spectrum sharing systems by proposing a number of ASM-CR

schemes aiming at improving the performance of these systems in terms of spectral efficiency

and energy efficiency.

While the use of a single RF-chain improves the energy efficiency of the above schemes, the

RF-chain switching process between different transmissions comes with additional complexity

and implementation issues. To resolve these issues, we use the concept of reconfigurable

antennas (RAs) in order to improve the performance of space shift keying (SSK). In this

context, employing RAs with SSK instead of conventional antennas allows for implementing

only one RF chain and selecting different antenna-states for transmission without the need

for RF switching. Moreover, the reconfigurable properties of RAs can be used as additional

degrees of freedom in order to enhance the performance of SSK in terms of throughput,

system complexity, and error performance. These RAs-based schemes are also extended

to spectrum sharing systems in order to improve the capacity of the secondary link while

reducing the energy consumption and the implementation complexity of the SU.

In summary, we propose in this thesis several adaptive transmission schemes for spectrum

sharing systems. The performance of each of these schemes is confirmed via Monte-Carlo

simulations and analytical results and is shown to offer different tradeoffs in terms of spectral

efficiency, energy efficiency, reliability, and implementation complexity. In this context, these

proposed schemes offer different solutions in order to improve the performance of underlay

cognitive radio systems.
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Chapter 1

Introduction

1.1 Cognitive Radio

Wireless communication systems are continuously evolving and growing, leading to an in-

creasing need for spectrum resources. Although different spectrum bands are allocated to

specific services, it has been identified that these bands are partially used or unoccupied most

of the time [1, 2]. Due to this underutilization, cognitive radio (CR) was proposed as one of

the major solutions to enhance the spectrum usage efficiency. In underlay CR networks, also

referred to as spectrum sharing systems, different wireless systems can coexist and cooperate

in order to increase their spectral efficiency. In these systems, licensed primary users (PUs)

and unlicensed secondary users (SUs) are allowed to coexist in the same frequency spectrum

and transmit simultaneously as long as the interference of the SU to the PU stays below a

predetermined threshold [3–5]. This interference constraint imposed by the PUs’ receiver,

also called interference temperature [1,6], guarantees reliable operation of the PUs regardless

of the SUs’ spectrum utilization and can badly affect the performance of the secondary link.

In these settings, the SU can only transmit when the interference constraint is respected

which makes the performance of the secondary link limited by the constraints set by the

primary link. Consequently, maximizing the spectrum utilization, i.e., achieving the goals

set by CR networks, needs to be addressed by minimizing the interference seen at the PU [7].

To this end, adaptive transmission techniques look to be very promising in these scenarios

and need to be employed by CRs. Indeed, the choice of adaptive schemes perfectly matches

1
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with the concept of CRs defined as being able to adapt their settings in order to provide

wireless services most appropriate to the user needs and preferences [8].

1.2 Adaptive Transmission Techniques

In order to enhance the performance of spectrum sharing systems, several techniques have

been considered in the literature. In this context, it was shown that switched diversity tech-

niques are very helpful in improving the performance of the secondary link while respecting

the interference constraint to the PU [9–11]. While the use of a single transmit antenna with

these techniques minimizes the power consumption at the transmitter, it generates a loss in

the average spectral efficiency (ASE). As a more spectrally-efficient solution, transmit beam-

forming was utilized in multiple-input multiple-output (MIMO) antenna systems in order to

achieve both diversity and array gains in general wireless systems [12–14] and in CR systems

in particular [15,16]. In [13], maximum ratio transmission (MRT) is proposed in order to max-

imize the received signal-to-noise ratio (SNR) assuming that full channel state information

(CSI) is available at the transmitter. As a more practical implementation that can enhance

the performance of spectrum sharing systems, multiple antenna systems can be employed to

achieve full diversity order through space-time coding techniques such as space-time block

codes (STBCs) [17]. STBCs offer simple maximum likelihood (ML) decoding using linear

processing at the receiver. As a particular case with two transmit antennas, the Alamouti

scheme [18] has been used with transmit antenna selection (TAS) as a systematic method

to construct full-rate STBC with full diversity [19,20]. Moreover, using STBC schemes with

adaptive modulation (AM) yields significant performance enhancement compared to fixed

modulation schemes [21] and have been efficiently implemented in several standard wireless

networks, e.g. IEEE802.11, IEEE802.16. Based on multiple thresholds, AM [22–24] achieves

high spectral efficiency in wireless communication systems and particularly provides much

flexibility in spectrum sharing systems. The key idea of AM is to adapt the modulation

parameters, such as constellation size, to the fading channel conditions while respecting the

average bit error rate (ABER) requirements. AM has been recently used as a promising

technique to improve the performance of CR systems [25,26].
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Although MIMO systems offer high data rates and high spectrally efficiency, several

problems are encountered in the development of such systems [27–29]. These problems arise

from several sources and include (i) high inter-channel interference (ICI) at the receiver

due to the simultaneous transmission from multiple antennas using the same frequency, (ii)

this high ICI increases the overall system complexity since complex receiver algorithms are

needed, (iii) inter-antenna synchronization (IAS) is also needed at the transmitter, and (iv)

multiple Radio-Frequency (RF) chains are used for each transmission which reduces the

energy-efficiency of such systems [29]. In order to deal with these issues, the concepts of

spatial modulation (SM) [30–32] and space-shift keying (SSK) [33, 34] are proposed as low-

complexity and energy-efficient implementations of MIMO systems. Similar to SM, the key

idea behind SSK is the use of a single Radio-Frequency (RF) chain during each transmission.

Thus, only one antenna remains active during data transmission, which comes with the

advantages of avoiding IAS and removing ICI. While SM and SSK offer this low overall

system complexity, it has been shown that these modulation schemes can be implemented

to offer better ABER performance as compared to that of some popular MIMO techniques

including the vertical Bell Laboratories layered space-time (V-BLAST)and amplitude and

phase modulation (APM) techniques as detailed in [33].

Even though the above energy-efficient implementations of MIMO techniques activate

only one RF-chain for transmission, multiple RF-chains are still physically needed at the

transmitter. Indeed, based on the incoming bits, the transmitter selects the chain to be

activated during the next time slot. Thus, the transmitter in SM and SSK switches between

RF chain from a transmission to another. This symbol-by-symbol RF switching is complex

in terms of implementation and also impacts the performance of these techniques [35]. In

order to address these issues, new multiple antenna designs based on parasitic antennas

have been proposed in order to enable multiplexing gains with a single RF element [36, 37].

Thanks to the use of many passive antenna elements, the parasitic array in these techniques

is capable of changing its radiation pattern on each symbol period and thus offering cost and

energy effective solution for the implementation of MIMO systems. In more general settings,

the concept of reconfigurable antennas (RAs), represents a new emerging technology that

provides antennas with the ability of dynamically modifying their characteristics, such as
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operating frequency, radiation pattern, and polarization [38]. This reconfiguration capability

can be achieved via different approaches such as changing the physical structure of the

antenna, altering the feed methods, and controlling the current density. Thanks to these

techniques, the reconfigurable properties of RAs can be used as additional degrees of freedom

in order to improve the performance of wireless communication systems including MIMO

techniques [39–41].

1.3 Motivation

The importance of spectrum in wireless communication systems makes the concept of spec-

trum sharing systems a timely topic to investigate. Indeed, cognitive radio is expected to

have a major role in many future wireless communication systems in order to address the

problems of spectrum scarcity and underutilization [42]. In this context, taking advantage

of this highly interesting topic, we aim at contributing to the optimization of the exist-

ing solutions, proposing new adaptive transmission schemes for underlay CR systems, and

considering practical scenarios for the implementation of these techniques in future wireless

communication systems.

Referring to the existing literature, we can find several adaptive techniques that have

been considered in order to improve the performance of underlay cognitive radio systems.

However, the effects of different adaptive solutions on the performance of these systems have

been studied separately. While considering each of these techniques separately improves the

performance of the secondary link, the performance improvement offered by their joint im-

plementation in spectrum sharing systems needs to be investigated. In this context, based

on specific design and optimization problems, we first identify the appropriate adaptive solu-

tions to be used then we combine these solutions in an effort to reach the performance set by

these problems. Taking advantage of the joint implementation of these adaptive transmission

solutions, we can increase the number of available degrees of freedom which can exploited in

order to enhance the performance of spectrum sharing systems.

While the transmission solutions discussed above offer a considerable improvement in the

performance of spectrum sharing systems, they generally experience a high overall system
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complexity and are not optimized to meet the tradeoff between spectral efficiency and en-

ergy efficiency. In order to address this issue, the proposed transmission techniques need

to be designed while considering a tradeoff between spectral-efficiency and energy efficiency.

Moreover, in more practical settings for their implementation in real communication systems,

these techniques need to be cost-effective and to come with low complexity.

In light of the above, we aim at proposing new transmission schemes based on the joint

use of a number of adaptive techniques in order to improve the performance of spectrum

sharing systems. The main motivation behind this thesis is to make these transmission

solutions appropriately designed in order to fit in the context of future wireless communication

systems. To this end, these adaptive transmission schemes need to be jointly designed and

optimized in terms of spectral efficiency, energy efficiency, implementation cost, and overall

system complexity. This joint design will definitely address the requirements in order to be

implemented in future wireless systems in general and in underlay cognitive radio systems in

particular.

1.4 Thesis Contributions

Against the above motivations and apparent challenges, we propose in this thesis a number

of adaptive transmission schemes aiming at improving the performance of spectrum sharing

systems. Based on these proposed schemes and the related results, the contributions of the

thesis can be summarized as follows:

• Under the scenario of spectrum sharing systems, we propose an adaptive transmission

scheme using transmit power adaptation (PA), switched transmit diversity, and adap-

tive modulation [43]. Taking advantage of the channel reciprocity principle, we assume

that the CSI of the interference link (denoted by ICSI) is available to the secondary

transmitter (ST). This information is then used by the ST to adapt its transmit power,

modulation constellation size, and used transmit branch. The goal of this joint adap-

tation is to minimize the average number of switched branches and the average system

delay given the fading channel conditions, the required error rate performance, and

a peak interference constraint to the primary receiver (PR). Confirming our previous
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discussion, the joint use of three adaptive techniques in the proposed scheme offers con-

siderable performance improvement when compared to selected existing schemes which

separately use the same adaptive techniques.

• Although the PA schemes discussed above improves the performance of spectrum shar-

ing systems, it requires perfect ICSI which can be impractical especially in CR networks.

In order to address this, we propose a number of adaptive transmission techniques based

on limited feedback from the PR [44,45]. In this case, only one bit is fed back by the PR

to let ST know if the transmission from an antenna verifies the interference constraint

or not. In this context, we first introduce the concept of minimum-selection maximum

ratio transmission (MS-MRT) as an adaptive variation of the existing MRT technique.

While in MRT all available antennas are used for transmission, MS-MRT uses the min-

imum subset of antennas verifying both the interference constraint to the PU and the

ABER requirements. Similar to MRT, MS-MRT assumes that perfect CSI of the sec-

ondary link (SCSI) is available at the ST, which makes this scheme challenging from a

practical point of view. To overcome this challenge, we propose another transmission

technique based on STBC with transmit antenna selection. This technique uses the

full-rate full-diversity Alamouti scheme in order to maximize the secondary’s trans-

mission rate. The performance of these techniques is analyzed in terms of the ASE,

average number of transmit antennas, average delay, ABER, and outage performance.

In order to give the motivation behind these analytical results, the tradeoffs offered

by the proposed schemes are summarized and the advantages of using each adaptive

scheme are highlighted.

• While the solutions discussed above offer a considerable improvement in the perfor-

mance of the studied spectrum sharing systems, these techniques are not generally

optimized for the tradeoff between spectral efficiency and throughput in one side vs.

energy efficiency and low-complexity on the other side. Thus, we have to think about

using new air-interface transmission technologies designed to find the best energy effi-

ciency vs. spectral efficiency tradeoff. Motivated by the advantages of SM, we propose

an adaptive transmission scheme using AM and SM, namely adaptive spatial modula-
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tion (ASM) [46]. This proposed scheme improves the spectral efficiency of SM while

offering a low energy consumption and a reduced system complexity. We have also ex-

tended ASM to spectrum sharing systems by proposing a number of ASM-CR schemes

aiming at improving the performance of these systems in terms of spectral efficiency

and energy efficiency. [47–49].

• In spite of the fact that ASM-CR schemes improve the performance of spectrum sharing

system in terms of spectral efficiency and energy efficiency, they experience complexity

and implementation due RF switching from symbol-to-symbol. In order to address this

issue, we use the concept of reconfigurable antennas in an effort to improve the perfor-

mance of SM and SSK by proposing a number of SSK-RA schemes [50,51]. Indeed, the

reconfigurable properties of RAs can be used as additional degrees of freedom in order

to enhance the performance of SM and SSK in terms of throughput, system complexity,

and error performance. These SSK-RA schemes are also extended to spectrum sharing

systems in order to improve the capacity of the secondary link while implementing an

energy efficient and low-complexity secondary user.

1.5 Thesis Outline

The rest of thesis is organized as follows:

In Chapter 2, we present a brief background about the enabling techniques used in the

proposed schemes for spectrum sharing systems. We start with an introduction to cognitive

radio networks in general including spectrum sharing systems as a special case. Then we

define each of the used techniques and the related work that was done in the literature.

In this context, we first introduce the solutions proposed in order to maximize the spectral

efficiency and the reliability of spectrum sharing systems. We then present the concept of

single-RF MIMO including SM and SSK as main solutions to optimize the performance of

communication systems in terms of the energy efficiency - spectral efficiency tradeoff. We

finally introduce the concept of reconfigurable antennas and how can these antennas be used

in order to improve the performance of future wireless communication systems in general and

of spectrum sharing systems in particular.
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In Chapter 3, we propose a number of adaptive transmission techniques offering different

performance tradeoffs depending on the availability of the CSI at the ST. Assuming that the

ICSI is fully available at the ST, we use PA jointly with adaptive modulation and switched

transmit diversity in a first scheme. For limited ICSI, we introduce the MRT-CR technique

as an extension of MRT to a spectrum sharing scenario. We then propose MS-MRT as a

power saving implementation of MRT-CR. This novel adaptive transmission technique and

its analysis including high SNR approximations are among the major contributions. While in

MRT-CR and MS-MRT the ST requires full SCSI, we propose TAS/STBC in a more practical

scenario to maximize the secondary user’s capacity while only requiring a limited SCSI at

the ST. We finally propose the hybrid scheme in order to reduce the delay experienced by

the TAS/STBC scheme. In this chapter, the performance of these schemes in compared and

confirmed via simulations and analysis.

In Chapter 4, we propose adaptive spatial modulation as an adaptive transmission scheme

using AM and SM. This proposed scheme improves the spectral efficiency of SM while offering

a low energy consumption and a reduced system complexity. In order to take advantage

of ASM’s promising performance, we also extend ASM in this chapter to spectrum sharing

systems by proposing a number of ASM-CR schemes aiming at improving the performance of

these systems in terms of spectral efficiency and energy efficiency based on a limited feedback

from the primary user. In this chapter, we analyze the performance of these schemes in terms

of ASE, average delay, and average bit error rate. We show that the proposed schemes offer

tradeoffs in terms of the previously mentioned performance metrics, thus offering different

options for applying ASM to CR systems. We also provide several simulation examples

through which we corroborate the analytical results.

In Chapter 5, we use the concept of reconfigurable antennas in an effort to improve the

performance of SM and SSK by proposing a number of SSK-RA schemes. In this context, we

take advantage of reconfigurable properties of RAs as additional degrees of freedom in order

to enhance the performance of SM and SSK in terms of throughput, system complexity, and

error performance. Indeed, based on the variation of the Rician K-factor and the polarization

correlation coefficients with different antenna states, the proposed schemes in this chapter

jointly optimize the fading and correlation parameters in order to improve the performance
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of SSK. These SSK-RA schemes are also extended to spectrum sharing systems in order

to improve the capacity of the secondary link while implementing an energy efficient and

low-complexity secondary user. The results presented in this chapter are confirmed via

simulations and analysis.

In Chapter 6, we conclude our work with a brief summary about the proposed techniques

and the major advantages of proposing these adaptive solutions. Based on this, we suggest

some potential topics for future research.



Chapter 2

Background

In this chapter, we give a brief introduction about the enabling techniques used in our work.

We start by introducing the concept of cognitive radio in general and the case of spectrum

sharing systems in particular. Next, we introduce the solutions used in order to maximize

the spectral efficiency and the reliability of these systems. In particular, we introduce the

concepts of adaptive modulation, power adaptation, and switched transmit diversity. The

particular choice of these techniques is due to their common adaptive property. Indeed,

this property agrees with the concept of CR where a SU is defined as being able to adapt

its properties to its surrounding environment. Thus, the use of adaptive techniques in a CR

system offers much flexibility and justifies our focus on these solutions. However, many of the

existing techniques are not optimized for the energy efficiency vs. spectral efficiency tradeoff

which represents a main concern in the design of next-generation wireless networks. In order

to come with a system having low overall complexity, high spectral efficiency, and reduced

power consumption, the joint use of SM (equivalently SSK) with reconfigurable antennas

seems to be very promising. In this context, the concepts of SM, SSK, and reconfigurable

antennas are introduced in this chapter too.

2.1 Cognitive Radio

Wireless communication systems are continuously evolving and growing, leading to an in-

creasing need for spectrum resources. Although different spectrum bands are allocated to

10
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specific services, it was identified that these bands are unoccupied most of the time or par-

tially used by the primary users [1, 2]. Thus, we need to do something in order to optimize

the usage of this scarce spectrum resource. Cognitive radio was proposed as one of these

solutions enhancing the spectrum usage efficiency. It is defined by the Federal Communi-

cations Commission (FCC) as a radio that can change its transmitter parameters according

to the interactions with the environment in which it operates [1]. Depending on the ability

of the SU to coexist and transmit simultaneously with the PR and on the spectrum usage,

several strategies are considered.

2.1.1 Interweave CR

In interweave CR systems, also called opportunistic spectrum access systems, SUs are only

allowed to use the spectrum when the PU is not active. Thus, no interference is tolerated by

the PU. In opportunistic spectrum access, the SU exploits the spectrum holes left by the PU

as shown in Fig. 2.1. In order to locate these spectrum holes and equivalently detect the PU’s

existence, spectrum sensing needs to be done by the CR. The main difculty in the interweave

scheme is that of sensing and predicting the activity of the PU in several radio channels

especially for highly dynamic PUs (i.e., PUs having a fast spectral activity change). Spectrum

sensing performance depends also on the range of the secondary transmission. Indeed, the

primary activity sensed by the secondary transmitter and secondary receiver may vary due

to different primary signal’s strengths. These factors decrease the correlation between the

spectrum sensed at the transmitter and at the receiver which reduces the effectiveness of

secondary spectrum utilization.

Figure 2.1: Interweave CR.
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2.1.2 Spectrum Sharing Systems

In spectrum sharing systems (Fig. 2.2), also called underlay cognitive radio systems, the SU

and PU can coexist simultaneously on the same spectrum as long as the SU ensures that the

interference temperature of the primary user does not exceed a predefined limit. Rather than

time and frequency agile radios, the SU needs to transmit at very low power and the secondary

transceiver must be able to operate at very low SNR. This typically restricts underlay CR to

low data rate applications or very short range applications such as personal area networks.

Underlay CR has been adopted by regulatory bodies worldwide, and is allowed when SUs

transmit using the Ultra-wideband (UWB) signal format. Due to the restrictive regulations,

the applicability of UWB is limited to very short range applications, below 10m, but longer

range operation, up to 300m, is possible but at very low data rates.

Figure 2.2: Underlay CR.

Unlike opportunistic CR systems, the ST in spectrum sharing systems adapts its trans-

mission settings to the interference seen at the PR. While this comes with the advantage of

removing the hardware required for spectrum sensing, it requires the existence of a coordi-

nation between the PR and the ST. This coordination can be done through a band-manager

which can exchange control information between PUs and SUs [52]. Different levels of such

coordination have been considered in the literature: while [11, 15, 16] assume that the inter-

ference link is perfectly known at the ST, [10, 53, 54] assume that the ST is only provided

with partial knowledge of the interference channel. For the partial knowledge case, the au-

thors in [10] assume that there is only a one bit ACK/NACK feedback process to let the

ST know if a given antenna verifies or violates the interference temperature at the PR. One
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practical model of spectrum sharing systems using coordination between the PR and the ST

is cognitive femtocells networks which have been adopted in the 3GPP Long Term Evolution

(LTE) standard [55, 56]. In this thesis, we propose spectrum sharing systems for both the

case where full CSI about the interference link is available and the case where only a limited

feedback exists between the PR and ST.

2.1.3 Overlay CR

In the overlay approach (Fig. 2.3), the SU have to pay a price in order to access the PU’s

spectrum. Indeed, the SU devotes part of its transmit power to enhance the primary signal

and to facilitate its detection at the primary receiver. In exchange, the secondary may be

allowed to increase the interference temperature level further and thus to achieves higher

performance than the underlay approach. This help handed to the PU by the secondary

and its contribution to improve the detection of the PU may also contribute to a higher

acceptance of this technique by primary licensees. Thus, the overlay approach can be seen

as an evolutionary step from the underlay technique, where a tighter degree of integration

between primary and secondary users is necessary.

Figure 2.3: Overlay CR.

2.2 Adaptive Solutions

In this section, we introduce a couple of solutions used in our work in order to improve the

performance of spectrum sharing systems. As pointed out before, the choice of adaptive

techniques in CR systems offers much flexibility and justifies our focus on these solutions.
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The discussed techniques are AM, PA, transmit diversity techniques, MRT, SM and SSK for

MIMO systems, and RAs.

2.2.1 Rate and Power Adaptation

Based on multiple thresholds, AM can achieve high spectral efficiency in wireless communi-

cation systems and provides much flexibility in spectrum sharing systems. The key idea of

AM is to adapt the modulation parameters, such as constellation size, to the fading channel

conditions while respecting the bit error rate requirements [22–24]. Adaptive modulation has

been used as a promising technique to improve the performance of CR systems [25,26].

In addition to AM, PA techniques can be be useful in improving the performance of

wireless communication systems in general and particulary the considered case of spectrum

sharing systems where the secondary transmitter needs to verify the interference constraint

[25]. Indeed, adaptive power control schemes, unlike schemes using a constant-power variable-

rate setup, adapt the transmitted power to fading channels conditions while fullling the

BER constraint [57, 58]. These schemes reduce the radiated power, and thus the potential

interference to other systems/users which implies a signicant network capacity improvements.

Considering the case where the CSI of the interference link is perfectly known at the ST,

PA was employed as an efficient solution to maximize the capacity of the secondary link while

satisfying a peak/average interference constraint [7,25]. While in [59], [60] rate adaptation is

used with switched transmit diversity without PA, the authors in [25] use joint rate and PA

in a typical spectrum-sharing system in order to maximize the SU’s capacity. Considering

the case of multiple antennas at the transmitter and that this latter is power limited, we can

extend the schemes proposed in [59], [60] to a more practical scenario using joint power and

rate adaptation. Thanks to PA, we can considerably reduce the average number of switched

antennas experienced by the existing schemes.

2.2.2 Transmit Diversity Techniques

Another class of adaptive techniques that we use in order to increase the performance of

the studied spectrum sharing systems is transmit diversity. In particular, switched diversity
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techniques improve the reliability of wireless fading channels by adapting the transmitter

structure to fading channel conditions and are very useful in mitigating the deleterious effect

of fading [61]. In underlay CR, the performance of the secondary link can be badly affected

because of the interference constraint to the primary user. In such scenarios, transmit di-

versity techniques are very helpful in improving the performance of the secondary link while

respecting the interference constraint to the primary user [11, 59, 60]. Dual-antenna switch

and stay (SSC) is one of these switching combining techniques that received a great deal of

attention [62–65]. In this technique, the current antenna is used as long as the SNR is above

a predetermined threshold, otherwise the transmitter switches and uses the second antenna.

Switch and examine (SEC) has been proposed as alternative of SSC to take advantage of the

additional diversity antennas [66]. The scan and wait (SWC) technique was then proposed

in [67] in order to improve the performance of SEC and other traditional combining tech-

niques at the expense of some time delay. In the SWC technique, the transmitter buffers data

for a channel coherence time whenever none of the available diversity paths is able to reach

a predetermined minimum quality requirement. The process of scanning and waiting is re-

peated indefinitely until an acceptable path is found. In the proposed schemes in this thesis,

we use the same process as SWC if not enough antennas verify the interference constraint.

2.2.3 Maximum Ratio Transmission

Although the transmitter in the discussed transmit diversity techniques is equipped with

multiple antennas, only one antenna is used for transmission which gives lower diversity

efficiency than the case of multiple transmit antennas. More efficiently, multiple antenna

systems can be employed to achieve full diversity order through space-time coding techniques

such as OSTBCs [17]. These techniques offer simple ML decoding using linear processing

at the receiver. As a particular case with two transmit antennas, the Alamouti scheme [18]

has been used with TAS as a systematic method to construct full-rate STBC with a full

diversity order [19]. Even more efficiently, assuming that perfect SCSI is available at the

ST, the performance of multiple-antenna systems can be considerably improved through the

usage of transmit beamforming. Indeed, transmit beamforming is used in general wireless

systems [12–14] and in CR systems in particular [15,16] and allows to achieve both diversity
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and array gains. In [13], MRT is proposed in order to maximize the received SNR and was

not studied in a spectrum sharing scenario. Thus the use of MRT is underlay CR systems

can lead to a significant capacity improvement.

2.3 SM and SSK for MIMO Systems

Although the previously discussed solutions offer a considerable improvement in the perfor-

mance of CR systems, these techniques are not generally optimized for the tradeoff between

spectral efficiency and throughput in one side vs. energy efficiency and low-complexity in the

other side. Indeed, these techniques either come with a high spectral efficiency at the expense

of an increased system complexity and energy consumption or reduce the energy consump-

tion at the expense of an increased complexity and/or a low spectral efficiency. Thus, to

get advantage from the performance of MIMO systems, new air-interface transmission tech-

nologies need to be designed to find the best energy efficiency vs. spectral efficiency tradeoff

mentioned above. Future networks using these technologies should be (i) heterogeneous with

the use of small, inexpensive, and low power cells, (ii) throughput and energy optimized,

(iii) cooperative in order to achieve better coverage and lower energy consumption, and (iv)

using new transmission techniques increasing the energy efficiency and reducing the signal

processing complexity.

2.3.1 MIMO Systems

MIMO systems use multiple antennas at both transmitter and/or receiver terminals in or-

der to achieve higher throughput without increasing the amount of bandwidth and transmit

power requirements. Indeed, MIMO technologies are at the origin of famous standards includ-

ing WiMAX and LTE and considered to be very promising for the design of future wireless

communications, including the fifth generation cellular networks (5G) [68]. While MIMO’s

spectral efficiency advantages are widely recognized, its energy efficiency needs to be more

optimized. Indeed, MIMO shows modest energy efficiency for a high number of transmit

antennas if realistic power consumption models are considered for the base stations [69].

Moreover, MIMO systems’ implementation comes with an increased signal processing com-
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plexity, stringent synchronization requirements among the transmit antennas, and multiple

RF chains. In order to deal with these issues, the concept of single-RF MIMO is proposed as

a promising research topic addressing MIMO concerns while achieving similar gains thanks

to the use of a single activated antenna [70].

2.3.2 Spatial Modulation

SM in the Literature

The concept of SM was proposed in [30,31] as a low-complexity and energy efficiency imple-

mentation of MIMO systems and falls under the family of single-RF MIMO discussed above.

Before this, the principle of “spatial modulation” was discussed in the literature but with

different meanings and scenarios. First discussed in [71], a version of SM that exploits the

differences in the signals received from different transmit antennas to discriminate the trans-

mitted information messages is introduced. Then, a multi-antenna modulation scheme where

a number of bits equal to the number of transmit antennas is multiplexed in an orthogonal

fashion is proposed in [72]. A channel hopping technique, known today as SM-MIMO, is

also proposed in [73] where both the signal dimension and spatial dimensions are used to

convey the information. Since it was first proposed, a lot of attention was given to SM as

an enabling part of the future wireless communication systems which satisfies the spectral

efficiency - energy efficiency tradeoff. An extensive research work is being done on the SM-

MIMO concept [74]. For instance, SM performance in correlated and uncorrelated Nakagami

fading channel is analysed in [75]. In [76] a soft-output maximum-likelihood detector for

SM OFDM systems is proposed. Trellis coded SM (TCSM) and fractional bit encoded SM

(FBE-SM) were also considered in [77] and [78] respectively.

SM Transmission

We consider the system model shown in Fig. 2.4 consisting of a MIMO wireless link with

Nt transmit and Nr receive antennas. If antenna j is selected for transmission, then m =
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b x antenna j x
[0 0 0] +1 1 [1 0 0 0]T

[0 0 1] -1 1 [-1 0 0 0]T

[0 1 0] +1 2 [0 1 0 0]T

[0 1 1] -1 2 [0 -1 0 0]T

[1 0 0] +1 3 [0 0 1 0]T

[1 0 1] -1 3 [0 0 -1 0]T

[1 1 0] +1 4 [0 0 0 1]T

[1 1 1] -1 4 [0 0 0 -1]T

Table 2.1: SM Mapper Rule Example

as

[ĵ, q̂] = arg max
j,q

fY (y|xjq,H)

= arg min
j,q

√
ρ‖gjq‖2

F − 2<{yH gjq}, (2.2)

where gjq = hjxq, 1 ≤ j ≤ Nt, 1 ≤ q ≤M , and

fY (y|xjq,H) = πNrexp
(
−‖y −√ρHxjq‖2

F

)
(2.3)

is the probability density function (PDF) of the received signal conditioned on xjq and H.

2.3.3 Space Shift Keying

SSK in the Literature

Jeganathan et al. proposed SSK in [33] where antenna indices are used as the only mean to

relay information. SSK can be seen as a subset of SM where the elimination of APM offers,

including SM’s advantages, lower detection complexity, equivalent performance to SM, less

stringent receiver requirements, and easy integration within communication systems. A lot of

research has been done in the study of these techniques. For instance, the performance of SSK

has been studied in several scenarios including MISO correlated Nakagami-m channels with

arbitrary correlation and fading parameters [79], MIMO correlated Rician fading channels

[80], and MIMO Rayleigh fading channels with imperfect channel estimations [81]. SSK
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was also used in the context of cooperative communications in order to enhance its spectral

efficiency and network coverage. For instance, SSK with amplify-and-forward relaying is

proposed and analysed in [82] and with multiple cooperative relays in [83] in an attempt

to develop SSK-based systems achieving both transmit and receive diversity. SSK coded

modulation (CM) was also proposed in [34] and demonstrates higher capacity results and

much better ABER performance compared to APM-CM techniques. In [84], the authors

extend SSK to a generalized version (GSSK) where more than one transmit antenna remain

active in every channel use.

SSK Transmission

If antenna j is selected for transmission, then m = log2(Nt) bits are grouped and mapped

the constellation vector

xj = [0 . . . 0 1
↑

jthposition

0 . . . 0]T .

An example of an SSK mapper for Nt = 4 (i.e., 2 bits/s/Hz) is given in Table 2.2.

b = [b1 b2] antenna j x
[0 0] 1 [1 0 0 0]T

[0 1] 2 [0 1 0 0]T

[1 0] 3 [0 0 1 0]T

[1 1] 4 [0 0 0 1]T

Table 2.2: SSK Mapper Rule Example

The received signal with SSK is y =
√
ρhj +η, and the optimal ML detector finding the

transmit antenna index is given by

ĵ = arg max
j

pY (y|xj,H)

= arg min
j

‖y −√ρhj)‖2
F

= arg max
j

<

{(
y −
√
ρ

2
hj

)H
hj

}
(2.4)
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2.4 Reconfigurable Antennas

Multiple antenna communication systems are based on conventional antenna theory in the

sense that each antenna has fixed antenna characteristics. Conventional antennas typically

have a fixed radiation pattern at a specific operating frequency and bandwidth. The inter-

play between the antenna directional response with the propagation channel determines the

characteristics of radio channels. On the other hand, RAs is a new emerging technology that

provides antennas with the capability of dynamically modifying their characteristics, such as

operating frequency, radiation pattern, and polarization. This reconfiguration capability can

be achieved via different approaches such as changing the physical structure of the antenna,

altering the feed methods, and controlling the current density. The geometry of different

paths for different current distributions determines how the antenna radiates its energy into

a propagation channel and how the antenna receives radio frequency from this channel. The

path geometry control is performed as internal mechanisms via different techniques including

RF switches, varactors, and tunable materials [38]. RA technology is different from smart

antenna technology since the reconfiguration process lies inside the antenna rather than in

the external network as in beam-forming network. The most challenging part in antenna re-

configuration is the capability of the RA to tune several antenna parameters simultaneously

such as resonance frequency, radiation pattern and polarization. For instance, the pattern

reconfiguring of a dipole antenna takes place via its polarization parameter α. This parame-

ters modifies the antenna gain pattern for both vertical and horizontal polarizations. These

antenna gains can be written as follows [85]

Gv(θ, φ, α) = 1.64
(

cos θ cosφ sinα− sin θ cosα
)2 cos2 (πζ/2)

(1− ζ2)2
(2.5)

Gh(θ, φ, α) = 1.64 sin2 φ sin2 α
cos2 (πζ/2)

(1− ζ2)2
, (2.6)

where α is the angle between the antenna and the z-axis withe respect to the vertical zx-

plane, ζ = sin θ cosφ sinα+cosφ cosα, and the coefficient 1.64 corresponds to the directivity

of the half-wavelength dipole antenna. The angles θ and φ are the elevation and azimuthal

angles of the rays arriving from the dipole antennas dipole antenna with respect to the z-axis
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and the x-axis, respectively.

In light of the above, the core idea of the wireless communication systems based on

RAs relies on how to exploit the interplay between the impulse response of the propagation

channel and different RAs’ antenna radiation states. Indeed, each antenna radiation state

may have different interplay with multipath components. Consequently, the radio channel

characteristics are affected in different RF propagation domains, i.e., delay, angular and

Doppler domains. For line of sight (LOS) communications, one of the important parameters

that can be affected by the interplay results is the Rician channel K factor in line of sight radio

channel channels. The interplay can increase and decrease is the Rician K factor and this

variation can be exploited in order to improve the performance of wireless communication

systems. The variability of K for different antenna radiation states can be given as [86].

In this context, the reconfigurable properties of RAs can be used as additional degrees of

freedom in order to improve the performance of wireless communication systems including

MIMO techniques [39–41].

2.5 Conclusion

Based on the background presented in this chapter, we come to the conclusion that the use

of the discussed adaptive solutions in CR scenarios comes with a considerable performance

improvement both in terms of spectral efficiency and energy efficiency. Moreover, the use of

reconfigurable antennas seems to be promising in further improving spectrum sharing systems

in terms of implementation complexity. In what follows, we present our proposed schemes

based on the techniques defined above.



Chapter 3

Adaptive Solutions for MISO

Spectrum Sharing Systems

3.1 Introduction

In this chapter, we propose a number of adaptive transmission techniques in order to improve

the performance of the secondary link in a spectrum sharing system subject to the availability

of the CSI at the ST. The first scheme uses power adaptation in order to verify the interference

constraint to the PU and thus requires perfect knowledge of the interference link. In all other

schemes, we assume a limited feedback from the PR to the ST. Indeed, the only information

available to the ST is a single bit feedback indicating whether a transmit antenna verifies

the interference constraint or not. On the other hand, the amount of CSI available to the

ST about the secondary link varies from one scheme to another. In this context, each of the

proposed schemes has its own pros and cons.

In the first proposed technique, we extend the concept of maximum ratio transmission

(MRT) to an underlay CR scenario. This MRT-CR technique assumes that the ST has perfect

CSI knowledge of the secondary link and comes as a variation of MRT adapted for underlay

CR networks. MRT-CR maximizes the received signal-to-interference-and-noise ratio (SINR)

at the secondary receiver (SR) employing transmit beamforming using all antennas verifying

the interference constraint to the PR.

Inspired by the mode of operation of the minimum-selection generalized selection combin-

23
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ing (MS-GSC) scheme [87], we propose another technique, referred to as minimum-selection

MRT, which can be thought of as a power-saving implementation of MRT-CR. To this end,

the ST adaptively selects the minimum subset of transmit antennas verifying the interference

constraint and reaching the required SINR at the SR. The set of transmit antennas and the

modulation constellation size in MS-MRT are adaptively determined to minimize the aver-

age number of transmit branches and to achieve the required ASE given the fading channel

conditions, the required error performance, and a peak interference constraint.

The above two schemes assume perfect knowledge of the secondary link’s CSI at the

ST, which could be costly in terms of overhead and/or impractical. As an alternative, we

propose an STBC scheme with TAS (TAS/STBC) where only a limited feedback from the SR

is required at the ST. Based on this feedback, the ST selects two of the antennas verifying

the interference constraint and maximizing the SINR at the SR, and transmits using the

Alamouti scheme. While the TAS/STBC scheme offers high ASE, it experiences higher

delay than other techniques since at least two antennas are needed for transmission (data

is buffered for a channel coherence time if less than two antennas verify the interference

constraint as detailed in the next section). In order to minimize this delay, we propose a

hybrid scheme that uses TAS/STBC if more than two antennas are available for transmission

and only one antenna if this latter is the only antenna verifying the interference constraint.

In light of the above, the contributions of this chapter and the tradeoffs offered by the

proposed schemes may be summarized as follows:

• We introduce an adaptive scheme jointly using PA, AM, and switched transmit di-

versity. This scheme offers reduces the delay and the number of antenna switching of

selected existing techniques. On the other hand, this scheme requires full CSI about

the interference link (ICSI).

• Based on a limited ICSI, we introduce the MRT-CR technique as an extension of MRT

to a spectrum sharing scenario. MRT-CR maximizes the SINR at the SR while using

all antennas verifying the interference constraint for transmission.

• Inspired by the mode of operation of MS-GSC, we propose MS-MRT as a power saving

implementation of MRT-CR. This novel adaptive transmission technique and its analy-
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sis including high SNR approximations are among the major contributions. Compared

to MRT-CR, MS-MRT minimizes the average number of antennas used for transmission

at the expense of a lower received SINR.

• While in MRT-CR and MS-MRT the ST requires full CSI of the secondary link, we pro-

pose TAS/STBC in a more practical scenario to maximize the secondary user’s capacity

while only requiring a limited CSI at the ST. TAS/STBC has higher system delay than

the previous techniques since it requires at least two antennas for communication.

• We finally propose the hybrid scheme in order to reduce the delay experienced by the

TAS/STBC scheme.

The remainder of this chapter is organized as follows. We define the underlying system

and channel models and describe the adaptive transmission system in Section 3.2. In Section

3.3, we first give the motivation and the mode of operation of the proposed techniques, then

we derive expressions of the PDF and the cumulative distribution function (CDF) of their

output SINR. We use these statistical results in Section 3.4 to analyze the performance of

these techniques. We finally illustrate and confirm these results with selected numerical

examples and compare their performance in Section 3.5.

3.2 Models and Adaptive Modulation

3.2.1 System and Channel Models

We consider the underlay cognitive system model shown in Fig. 3.1 where an Nt×1 multiple-

input-single-output (MISO) secondary system aims to maximize its capacity in the presence

of primary nodes equipped each with a single antenna. The SU is allowed to share the

spectrum with the primary as long as an interference constraint with a peak value Q is

respected. In all proposed schemes, the ST starts by sending a training sequence from each

antenna in order to test it for the interference constraint. As described above, the PR sends

a binary acknowledgment (ACK) to the ST through a reliable feedback channel whenever the

interference constraint is satisfied, otherwise it sends a negative acknowledgment (NACK).
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γp as the common average SNR per receive antenna at the SR and the PR, respectively.

Under the assumption of frequency flat fading, we use a block-fading model and the feedback

channels to the ST are assumed as follows:

Feedback from PR to ST we assume the presence of a reliable feedback channel between

the PR and the ST. In this chapter, we only require a limited feedback to be sent from the

PR to the ST. This feedback is used in order to let the ST know if a given antenna verifies

or violates the interference temperature at the PR. As such, the PR sends a one bit message

(ACK) to the ST through this channel whenever a transmit antenna satisfies the interference

constraint, otherwise it sends a one bit NACK message.

Feedback from SR to ST we also assume that there is a reliable feedback channel between

the SR and the ST. The amount of feedback sent though this channel depends on the used

technique. While the MRT-CR and MS-MRT techniques require full CSI at the ST in order

to maximize the received SINR, the TAS/STBC and hybrid schemes only require a limited

feedback from the SR. Indeed, in this second set of schemes only a ranking of the transmit

antennas according to their received SINR and the modulation mode that can be used with

each antenna are required to be sent through this feedback channel.

3.2.2 Adaptive Transmission System

Cognitive radio is one of the most promising solutions for the existing spectrum scarcity

problem. Similarly, adaptive modulation was shown to be very effective in increasing the

spectral efficiency of communication systems over fading channels [22–24]. Thus, using adap-

tive modulation in spectrum sharing systems can provide much flexibility. Motivated by this

potential, we consider the constant-power variable-rate uncoded M -ary quadrature ampli-

tude modulation (M -QAM) [23] as an adaptive modulation system in a spectrum sharing

scenario. With this adaptive modulator, the SNR range is divided into N + 1 fading regions

and the constellation size M = 2n is assigned to the nth region (n = 0, 1, . . . , N). The BER of

coherent 2n-QAM with two-dimensional Gray coding over an additive white Gaussian noise
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channel with a SNR of γ can be well approximated as [24] by

Pbn(γ) ' 1

5
exp

(
−3γ

2(2n − 1)

)
. (3.1)

Given a target instantaneous BER equal to Pb0 , the adaptive modulator switching thresholds

γn for n = 0, 1, . . . , N are given by

γn = −2

3
ln(5Pb0)(2n − 1) ; n = 0, 1, . . . , N. (3.2)

3.3 Proposed Techniques and Their Performance

Depending on the required secondary CSI at the ST, the proposed techniques can be classified

into two sets (i) the set of techniques where full SCSI is required, namely the MRT-CR and

the MS-MRT techniques, and (ii) the set of techniques where only a limited feedback from

the SR is required at the ST, namely the TAS/STBC and the hybrid schemes. In this section,

we give the motivation, the mode of operation, and the statistics of the output SINR at the

SR for each of these techniques. While all scheme require limited CSI about the interference

link, the scheme using PA requires full information about this link as detailed below.

3.3.1 Power Adaptation Scheme

Mode of Operation

Using the reciprocity principle [88], we assume that full ICSI is available to the ST. As such,

the channel coefficients for the forward and the reverse directions can be assumed to be similar

and the CSI experienced by the reverse link can be used for the forward link. Depending

on the used SWC threshold γk, k ∈ 1, . . . , N , we present different variations of the proposed

scheme. While the case of k = 1 presents a variation of the switching efficient scheme (SES)

offering the best delay and switching performance, the case of k = N is a variation of the

bandwidth efficient scheme (BES) scheme improving the delay performance and maintaining

the spectral efficiency above a required level [10]. In the beginning of each data burst, the

ST transmits a training sequence using its maximum power level Pmax. Using SWC, the ST
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cyclically switches between the Nt antennas in order to find the antenna that both verifies

the interference constraint and reaches the required modulation threshold. The first antenna

is then tested for the interference constraint Q; if this constraint is not respected then the

transmit power is adapted to the interference channel and is set to P t = QN0

|hp1 |2
. This antenna

is selected if its received SNR at SR is above γk else the next antenna is tested for the same

process. If none of the Nt antennas satisfies constellation size k, the antenna with the highest

γsj is selected from S, where S is the set of antennas having an output SNR at the SR above

γ1. If S is empty, then the ST buffers the data and waits for a channel coherence time before

going again through a scanning of the available antennas.

Statistics of the Output SNR

For analytical tractability, we assume that the effects of the PT’s interference on the SR

are neglected. Let γs denote the output SNR at the SR and let Pk = Pr [γs < γk] be the

probability that the received SNR from a given antenna is below γk. The probability that

no transmission occurs during a certain time slot is then given by PNt
1 . Applying the mode

of operation of the PA scheme, we derive the CDF of γs as

FPA
γs (γ) =



∑Nt
i=1

P i−1
k

1−PNt1

(
Fγsi (γ)− Fγsi (γk)

)
+
∑Nt

i=1
P i−1

1

1−PNt1

(
Fγsi (γk)− Fγsi (γ1)

)
FNt−i
γsi

(γk), γ ≥ γk;∑Nt
i=1

P i−1
1

1−PNt1

(
Fγsi (γ)− Fγsi (γ1)

)
FNt−i
γsi

(γ), γ1 ≤ γ < γk;

0, γ < γ1,

(3.3)

where Fγsi (·) can be obtained similar to [54] as

Fγsi (γ) = Pr [γsi ≤ γ] = Pr

[
min

(
Pmax,

QN0

|hpi|2

)
|hsi|2

N0

≤ γ

]
= 1−

(
1− γ

γ +Q
e
− Q
γp

)
e
− γ
γs . (3.4)
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Differentiating (3.3) with respect to γ, the PDF of the received SNR for the proposed power

adaptation scheme is obtained as

fPA
γs (γ) =



∑Nt
i=1

P i−1
k

1−PNt1

fγsi (γ), γ ≥ γk;∑Nt
i=1

P i−1
1

1−PNt1

(
(Nt − i+ 1)FNt−i

γsi
(γ)

−(Nt − i)Fγsi (γ1)FNt−i−1
γsi

(γ)
)
fγsi (γ), γ1 ≤ γ < γk;

0, γ < γ1,

(3.5)

where fγsi (·) is the PDF of the received SNR from one antenna.

3.3.2 MRT-CR

Motivation

The MRT-CR technique is proposed as an extension of MRT to spectrum sharing systems.

While MRT uses all available antennas for transmission, MRT-CR uses only the subset of

antennas verifying the interference constraint. Using optimal transmit beamforming intro-

duced in [13], the MRT-CR technique maximizes the received SINR and can be seen as a

benchmark for the other proposed techniques.

Mode of Operation

Before each data burst, the ST transmits a training sequence using power Pt. As a first

step, the ST will determine the set of antennas satisfying the interference constraint (the L

antennas receiving an ACK from the PR define the set S of antennas eligible to communicate

with the SR). If S is empty (i.e., L = 0) no transmission takes place and data is buffered for a

channel coherence time, otherwise all the antennas in S are used for transmission during the

next data burst. Assuming that the ST has perfect knowledge of the CSI of the secondary

channels, MRT with L transmit antennas is used as a transmission technique in order to

maximize the received SINR at the SR. If this received SINR is below the threshold for the
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lowest modulation mode (i.e., γ1) then the SR declares outage.2 At this stage, we note that

the use of MRT maximizes the power in the direction of the SR and minimizes the beams

in all other directions. Thus, in order to make sure that the interference constraint is still

verified, we need to assume that the PR is not in the same direction of the SR. Indeed, in

this special case the beamforming array factor is also maximized in the direction of the PR

and the interference constraint to this latter may not be respected anymore.

Statistics of the Output SINR

The instantaneous received SINR with MRT-CR is given by γSINR = γs/(1 + γps), where

γs = γs
∑L

j=1 γj is the received SNR using MRT with the L antennas verifying the interference

constraint and is given in [13, Eq.(11)], γs = E[γj], j = 1, 2, ..., L is the common average

SNR per antenna, and γj is the instantaneous SNR of the jth antenna verifying Q.

PDF of the Received SINR The PDF of the received SNR with MRT using L transmit

antennas and one receive antenna is derived in [13] and is given by

fMRT
γs (x) =

xL−1e
− x
γs

(L− 1)!γLs
. (3.6)

Using the mode of operation of the MRT-CR technique and (3.6), the PDF of the received

SNR γs can be obtained as

fMRT−CR
γs (x) =

1

1− P1

Nt∑
L=1

(
Nt

L

)(
Pr [γp ≤ Q]

)L(
Pr [γp > Q]

)Nt−L xL−1e
− x
γs

(L− 1)!γLs
, (3.7)

where P1 = (Pr [γp > Q])Nt = e
−NtQ

γp is the probability that all antennas break the peak

interference constraint . The term 1/(1−P1) represents the possible events pertaining to how

many times data is buffered before at least one antenna verifies the interference constraint.

The sum from 1 to Nt considers all cases where L among the Nt available antennas verify

the interference constraint (L = 1, 2, ..., Nt).

2The only outage event occurs when the SINR at the SR is below γ1. Data buffering caused by failure to
verify the interference constraint is considered as a delay event and does not count as an outage event.
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The PDF of the SINR can be obtained by averaging over the interference from the PT as

fγSINR(x) =

∫ ∞
0

(1 + u)fγs
(
(1 + u)x

)
fγps(u)du, (3.8)

where fγps(u) = 1/γpse
−u/γps is the PDF of the received INR. Using Binomial expansion in

(3.7) and simple integration tools, fγSINR(·) for MRT-CR is obtained from (3.8) as

fMRT−CR
γSINR

(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

× LxL−1e
− x
γs

γpsγ
L
s

L∑
l=0

1

(L− l)!(x/γs + 1/γps)
l+1
, (3.9)

where γps = E[γps] and γp = E[γpj ], j = 1, 2, ..., Nt.

CDF of the Received SINR The CDF of the received SNR with an L× 1 MRT system

can be obtained using a simple integration of (3.6) and is given by

FMRT
γs (x) = 1−

L−1∑
k=0

1

k!

(
x

γs

)k
e
− x
γs . (3.10)

Using the mode of operation of the MRT-CR technique and (3.10), the CDF of the received

SNR can be obtained as

FMRT−CR
γs (x) = 1− 1

1− P1

Nt∑
L=1

(
Nt

L

)
(Pr [γp ≤ Q])L (Pr [γp > Q])Nt−L

L−1∑
k=0

1

k!

(
x

γs

)k
e
− x
γs .

(3.11)

The CDF of the SINR can be obtained by averaging over the PT’s interference as

FγSINR(x) =

∫ ∞
0

Fγs
(
(1 + u)x

)
fγps (u) du. (3.12)
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Using Binomial expansion in (3.11) and simple integrations, FγSINR(·) is obtained as

FMRT−CR
γSINR

(x) = 1− 1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
× e

− (Nt−L)Q
γp

L−1∑
k=0

k∑
l=0

1

(k − l)!(x/γs + 1/γps)
l+1

(
x

γs

)k
e
− x
γs . (3.13)

3.3.3 MS-MRT

Motivation

The MS-MRT scheme is proposed in order to minimize the average number of antennas used

for transmission. This can be done by selecting the minimum subset of transmit antennas

satisfying both the interference to the PR and the BER requirements. This reduction in the

number of transmit antennas minimizes the processing power consumption at the ST which

comes at the expense of a reduction in the received SINR at the SR.

Mode of Operation

Similar to the MRT-CR scheme, the ST determines the set S of antennas satisfying the

interference constraint. If S is empty, no transmission takes place and data is buffered for a

channel coherence time, otherwise the antennas in S are ranked according to the quality of the

channel with the SR. The strongest antenna, denoted by γ1:L, is tested for a required output

threshold γT . If the received SINR from this antenna is above γT then the ST transmits

using only this antenna for the next data burst. If this antenna fails the output SINR

condition, the ST tests if the SINR using MRT with the two strongest antennas is above

γT . If this condition is verified then these two antennas are used with optimal transmit

beamforming (i.e., MRT). Similarly, if these antennas are not enough to reach γT , the next

strongest antenna is selected with the two first ones using MRT and this process is repeated

till reaching the required threshold or till all antennas in S are tested. In this second case,

we reduce to the MRT-CR technique where all antennas verifying the interference constraint

are used for transmission.
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Statistics of the Output SINR

The instantaneous received SINR is given by γSINR = γs/(1 + γps), where γs = γs
∑i

k=1 γk:L

is the received SNR using MRT with the i strongest antennas in S (i takes values between 1

and L with different probabilities) and γk:L, k = 1, 2, ..., L is the instantaneous SNR of the

kth strongest antenna among the L antennas verifying the interference constraint. Thanks

to the full CSI available at the ST, we can see that the received SNR using MS-MRT with L

antennas verifying the interference constraint is equivalent to the SNR received by an MS-

GSC receiver equipped with L antennas. Based on this result, the analysis of MS-GSC with

co-channel interference proposed by Daghfous et. al in [89] can be used to get closed-form

expressions for MS-MRT in the presence of the PR’s interference.

PDF of the Received SINR The adaptive number of antennas used for transmission

in the MS-MRT technique is inspired by the mode of operation of MS-GSC. Thus, using

the expression of the PDF of the output SNR with MS-GSC [90, Eq.(26)] and taking the

interference constraint imposed by the PR into account, the PDF of the received SNR γs can

be obtained as

fγs(x) =
1

1− P1

Nt∑
L=1

(
Nt

L

)
(Pr [γp ≤ Q])L (Pr [γp > Q])Nt−L

×

([
fγs,1(x) +

L∑
j=2

fγs,2,j(x)
(
U(x− γT )− U(x− j

j − 1
γT )
)]

× U(x− γT ) + fMRT
γs (x)

(
U(x)− U(x− γT )

))
, (3.14)

where U(·) is the unit step function, and fγs,1(·) and fγs,2,j(·) are the distributions of the

received SNR depending on the number of transmit antennas. Specifically,

fγs,1(x) =
L

γs

(
1− e−

x
γs

)L−1

e
− x
γs , (3.15)

represents the PDF of the output SNR when only the strongest antenna is used for trans-

mission. fγs,2,j(·) defines the case when j out of L antennas are used for transmission and it
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is given in [90, Eq.(32)]. fMRT
γs (·) defines the case when all L antennas are used and is given

in (3.6).

Using (3.8), the PDF of the SINR for MS-MRT can be derived from (3.14) as

fMS−MRT
γSINR

(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

×


fγSINR,1(x) + fγSINR,2(x) + fγSINR,3(x), x < γT ;

fγSINR,4(x) +
∑L

j=2 fγSINR,5,i(x)

×
(
U(x− γT )− U(x− j

j−1
γT )
)
, x ≥ γT ;

(3.16)

where fγSINR,1(·), fγSINR,2(·), fγSINR,3(·), fγSINR,4(·), and fγSINR,5,i(·) are derived below in

closed-form using Binomial expansions and simple integrations.

fγSINR,1(x) =
L

γsγps

L−1∑
k=0

(
L− 1

k

)
(−1)k

α1(α2 + 1) + 1

(α1)2
e
− (k+1)x

γs e−α1α2 . (3.17)

fγSINR,2(x) =
1

γps

L∑
i=2

{(
L

i

)
e
− x
γs

(i− 1)!γs
i

i−1∑
k=0

(
i− 1

k

)
(i γT )i−k−1(x− ix)k

×
k+1∑
n=0

(
k + 1

n

)
γ(n+ 1, α3α6)− γ(n+ 1, α3α2)

(α3)n+1
+

L−i∑
j=1

(
i

j

)i−1
L!(−1)j−i+1e

− (i+j)x
iγs

(L− i− j)!j!i!γs

×

[
e−α4α2 − e−α4α6

α4

+
(1 + α4α2)e−α4α2 − (1 + α4α6)e−α4α6

(α4)2
(3.18)

− e−
j((i−1)x−iγT )

iγs

i−2∑
k=0

1

k!

(
j

iγs

)k k∑
n=0

(
k

n

)
((−1)i γT )k−n(ix− x)n

×
n+1∑
m=0

(
n+ 1

m

)
γ(m+ 1, α5α6)− γ(m+ 1, α5α2)

(α5)m+1

]}
.

fγSINR,3(x) =
xL−1e

− x
γs

(L− 1)!γLs γps

L∑
k=0

(
L

k

)
γ(k + 1, α3α2)

(α3)k+1
. (3.19)
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fγSINR,4(x) =
L

γsγps

L−1∑
k=0

(
L− 1

k

)
(−1)k

α1 + 1

(α1)2
e
− (k+1)x

γs . (3.20)

fγSINR,5,i(x) =

1

γps

{(
L

i

)
e
− x
γs

(i− 1)!γs
i

i−1∑
k=0

(
i− 1

k

)
(i γT )i−k−1(x− ix)k

k+1∑
n=0

(
k + 1

n

)
γ(n+ 1, α3α6)

(α3)n+1

+
L−i∑
j=1

(
i

j

)i−1
L!(−1)j−i+1e

− (i+j)x
iγs

(L− i− j)!j!i!γs

[
1 + α4 − (1 + α4 + α4α6)e−α4α6

(α4)2
− e−

j((i−1)x−iγT )

iγs

×
i−2∑
k=0

1

k!

(
j

iγs

)k k∑
m=0

(
k

m

)
((−1)i γT )k−m(ix− x)m

m+1∑
n=0

(
m+ 1

n

)
γ(n+ 1, α5α6)

(α5)n+1

]}
, (3.21)

where γ(n, x) =
∫ x

0
tn−1e−tdt is the lower incomplete Gamma function, and α1, . . . α6 are

given as follows α1 = (k + 1)x/γs + 1/γps, α2 = (γT − x)/x, α3 = x/γs + 1/γps, α4 =

(i+ j)x/iγs + 1/γps, α5 = (j + 1)x/γs + 1/γps, α6 = (iγT/(i− 1)− x)/x.

For the very high average SNR range, using only the strongest antenna becomes suffi-

cient to reach the required adaptive modulation threshold γT . In this regime, the MS-MRT

technique behaves similar to the best antenna selection (BAS) scheme where the antenna

having the highest received SINR and verifying the interference constraint is always selected

for transmission [44].3 Thus, for very high average SNR, (3.16) can be well approximated by

the PDF of the BAS scheme given in [44] by

fBAS
γSINR

(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

× L

γsγps

(
L−1∑
j=0

(
L− 1

j

)
(−1)j

(
αj(x) + 1

αj(x)2

)
e−

(j+1)x
gs

)
, (3.22)

where αj(x) = (j + 1)x/γs + 1/γps.

3This approximation will be confirmed via simulations in Section 3.5.
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CDF of the Received SINR Using the mode of operation of the MS-MRT schemes

and [90, Eq.(20)], the CDF of the received SNR at the SR is given by

Fγs(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

×

([
Fγs,1(x)− Fγs,1(γT ) +

L∑
j=2

Fγs,2,j(x) + FMRT
γs (γT )

]

× U(x− γT ) + FMRT
γs (x)

(
U(x)− U(x− γT )

))
, (3.23)

where Fγs,1(x) =
∫ x

0
fγs,1(u)du = (1−e−

x
γs )L is the CDF of the output SNR when the strongest

antenna is used for transmission. Fγs,2,j(·) defines the case when j out of L antennas are used

for transmission and is given in [90, Eq.(23)]. FMRT
γs (·) defines the case when all L antennas

are used and is given in (3.10).

The CDF of the output SINR is derived from (3.23) considering the interference from the

PT using (3.12) and can be expressed as

FMS−MRT
γSINR

(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

×



FγSINR,1(x) + FγSINR,2(x)

+
∑L

l=2

(
FγSINR,3,l(x) +GγSINR,l(x)

)
, x < γT ;

FγSINR,4(x) +
∑L

l=2

(
FγSINR,5,l,0(x) +GγSINR,l(x)

+
∑l−1

i=2

(
FγSINR,5,i,1(x) +GγSINR,i(x)

))
×
(
U(x− l+1

l
γT )− U(x− l

l−1
γT )
)
, x ≥ γT ;

(3.24)
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where FγSINR,1(·), FγSINR,2(·), FγSINR,3,i(·), FγSINR,4(·), FγSINR,5,i,u(·), and GγSINR,i(x) are ob-

tained with the help of [89] and are given in closed-form as

FγSINR,1(x) = 1− e−
α2
γps − e

− x
γs

γps

L−1∑
k=0

1

k!

(
x

γs

)k k∑
n=0

(
k

n

)
γ(n+ 1, α2α3)

(α3)n+1
(3.25)

FγSINR,2(x) = Le
− α2
γps − L e

− x
γs e−α2α3

α3γps
+

L−1∑
j=1

(−1)j
(

L

j + 1

)[
e
− α2
γps − e

− (j+1)x
γs e−α2α5

α5γps

]
(3.26)

FγSINR,3,l(x) =

βL(γT )
[
e−α2 − e−

L/(L−1)γT−x
x

]
, l = L;

βl(γT )
[
e−

(l+1)/lγT−x
x − e−

l/(l−1)γT−x
x

]
, l 6= L;

(3.27)

FγSINR,4(x) = L
(

1− e
− x
γs

α3γps

)
+

L−1∑
j=1

(−1)j
(

L

j + 1

)[
1− e

− (j+1)x
γs

α5γps

]
(3.28)

FγSINR,5,i,u(x) =

βi(γT )
[
1− e−

α6
γps

]
, u = 0;

βi(γT )
[
e
− (i+1)/iγT−x

γps x − e−
α6
γps

]
, u = 1;

(3.29)

where βi(γT ) = PΓi(x) − FγSINR,1(x) where PΓi(·) is the CDF of the case where i antennas

are used for transmission and is given in [90, Eq.(17)].

GγSINR,i(x) =

L!

(L− i)!(i− 1)!

i−2∑
k=0

(1− i)k

(i− 2− k)!

k∑
m=0

1

γs
i−1−k+m

m∑
l=0

(−1)l

(m− l)!l!
γi−1−k+l
T

i− 1− k + l

×

{
e
− γT
γs γm−lT

(
1−

(
i− 1

i

)i−1−k+l
)(

e
− a
γps − e−

b
γps

)
− e−

x
γs xm−l

(
m−l∑
n=0

(
m− l
n

)
γ(n+ 1, α3b)− γ(n+ 1, α3a)

γps(α3)n+1

−
(

(i− 1)x

iγs

)i−1−k+l i−1−k+m∑
n=0

(
i− 1− k +m

n

)
γ(n+ 1, α3b)− γ(n+ 1, α3a)

γps(α3)n+1

)}

+
L−i∑
j=1

(−1)jL!

(L− i− j)!(i− 1)!j!γs
i

i−2∑
k=0

(1− i)k

(i− 2− k)!

k∑
m=0

(
j + 1

γs

)m−k−1

×
m∑
l=0

(−1)l(i− 2− k + l)!

(m− l)!l!

(
−γs
j

)i−1−k+l

. . .
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×

{
γm−lT

(
e
− (i+j)γT

iγs

i−2−k+l∑
n=0

1

n!

(
−(i− 1)jγT

iγs

)n
− e−

γT
γs

i−2−k+l∑
n=0

1

n!

(
−jγT
γs

)n)(
e
− a
γps − e−

b
γps

)
−xm−l

(
e
− (i+j)x

iγs

i−2−k+l∑
n=0

1

n!

(
−(i− 1)jx

iγs

)n m+n−l∑
u=0

(
m+ n− l

u

)
γ(u+ 1, α7b)− γ(u+ 1, α7a)

γps(α7)u+1

−e−
(j+1)x−jγT

γs

i−2−k+l∑
n=0

1

n!

(
−jγT
γs

)n m−l∑
u=0

(
m− l
u

)
γ(u+ 1, α5b)− γ(u+ 1, α5a)

γps(α5)u+1

)}

−
L−i∑
j=0

(−1)jL!

(L− i− j)!(i− 1)!j!γs
i

i−2∑
k=0

(1− i)k

(i− 2− k)!

k∑
m=0

(i− 2− k +m)!

m!(i− 1)m

(
j + 1

γs

)m−k−1

×
(

(i− 1)γs
i+ j

)i−1−k+m
(
e
− (i+j)γT

iγs

i−2−k+m∑
n=0

1

n!

(
(i+ j)γT

iγs

)n (
e
− a
γps − e−

b
γps

)
−e−

(i+j)x
iγs

i−2−k+m∑
n=0

1

n!

(
(i+ j)x

iγs

)n n∑
u=0

(
n

u

)
γ(u+ 1, α7b)− γ(u+ 1, α7a)

γps(α7)u+1

)
, (3.30)

where α7 = (i+ j)x/γs + 1/γps.

For the very high average SNR range, (3.24) can also be well approximated by the CDF

of the BAS scheme given in [44] by

FBAS
γSINR

(x) =
1

1− e−
NtQ
γp

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

×
L−1∑
j=0

(
L

j + 1

)
(−1)j

(
1− e−

(j+1)x
gs

γpsαj(x)

)
. (3.31)

3.3.4 TAS/STBC Scheme

Motivation

While the MRT-CR and MS-MRT techniques require full CSI of the secondary link, the ST in

the TAS/STBC scheme requires only a feedback about which antennas and the modulation

mode to used with each antenna. Thus, the TAS/STBC scheme is proposed as a more

practical implementation of a MISO system in an underlay CR scenario.
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Mode of Operation

Similar to the previous techniques, the ST starts by finding the subset of antennas satisfying

the interference constraint. If S is empty or contains only one antennas (i.e., L = 0 or L = 1),

no transmission takes place and data is buffered for a channel coherence time. Otherwise,

the SR feeds back the indices of the antennas ordered in terms of their received SINR and

the modulation mode to be used. The two strongest antennas in the set S are then used

for transmission during the next data burst using the Alamouti scheme. If the output SINR

from these antennas is below γ1, then the SR declares outage.

Statistics of the Output SINR

The instantaneous received SNR for the TAS/STBC scheme is given by γs = γs
2

[γ1:L + γ2:L],

where γ1:L and γ2:L are the instantaneous SNRs from the two strongest antenna verifying the

interference constraint and the 1/2 coefficient is due to the equal power allocation between

the two selected antennas.

PDF of the Received SINR Using the mode of operation of the TAS/STBC scheme

and [19, Eq.(13)] for Lt = 2 and Lr = 1, the PDF of the received SNR γs can be obtained as

fγs(x) =
2

1− P2

Nt∑
L=2

(
Nt

L

)(
Pr [γp ≤ Q]

)L(
Pr [γp > Q]

)Nt−L
× L(L− 1)

γs

(
x

γs
+

L−2∑
k=1

(−1)k

k

(
L− 2

k

)(
1− e−

k x
γs

))
e
− 2 x
γs , (3.32)

where P2 =

(
Nt − (Nt− 1)e

− Q
γp

)
e
− (Nt−1)Q

γp is the probability that the number of antennas

verifying the interference constraint is strictly less than two which represents the case when

data is buffered for the TAS/STBC scheme.
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Averaging over the interference from the PT, the PDF of the SINR can be derived as

fTAS/STBC
γSINR

(x) =
2

1− P2

Nt∑
L=2

Nt!
(

1− e−
Q
γp

)L
e
− (Nt−L)Q

γp

(L− 2)!(Nt − L)!

×

(
4γps

2x3 + 4γsγps(1 + γps)x
2 + γs

2
(
1 + 2γps(1 + γps)

)
x

γs(γs + 2 γps x)3
(3.33)

+
L−2∑
k=1

(−1)k

k

(
L− 2

k

)[γs(1 + γps) + (k + 2)γpsx

(γs + (k + 2)γpsx)2
e
− k x
γs −

γs(1 + γps) + 2 γpsx

(γs + 2γpsx)2

])
e
− 2x
γs .

CDF of the Received SINR The CDF of γs is derived with the help of [19, Eq.(11)] as

Fγs(x) =
1

1− P2

Nt∑
L=1

(
Nt

L

)
L(L− 1)

(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

×

(
1

2
−
(1

2
+
x

γs

)
e
− 2 x
γs +

L−2∑
k=1

(−1)k
(
L− 2

k

)

×
(

1

k + 2
+

2

k(k + 2)
e
− (k+2)x

γs − 1

k
e
− 2 x
γs

))
. (3.34)

The CDF of the SINR is obtained from (3.34) using (3.12) as

FTAS/STBC
γSINR

(x) =
1

1− P2

Nt∑
L=2

Nt!
(

1− e−
Q
γp

)L
e
− (Nt−L)Q

γp

(L− 2)!(Nt − L)!

×

(
1

2
− e

− 2 x
γs

2 +
4γpsx

γs

− xe−
2x
γs

γs(1 + γps) + 2γpsx

(γs + 2γpsx)2
+

L−2∑
k=1

(−1)k

k + 2

×
(
L− 2

k

)(
1 +

2 e
− (k+2)x

γs

k
(
1 +

(k+2)γps
γs

x
) − (k + 2)e

− 2x
γs

k
(
1 +

2γps
γs
x
))). (3.35)

3.3.5 Hybrid Scheme

Motivation

In the TAS/STBC scheme, data is buffered whenever less than two antennas verify the

interference constraint. Thus, the TAS/STBC experiences more delay than MS-MRT. The

hybrid scheme is proposed in order to minimize the delay experienced by TAS/STBC scheme
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while sacrificing a minor ASE loss at high average SNRs.

Mode of Operation

In this scheme, data is buffered only if all antennas fail the interference constraint. If L = 1,

the ST transmits using only one antenna, otherwise if L ≥ 2 the best two antennas are

selected for transmission using the TAS/STBC scheme.

Statistics of the Output SINR

PDF of the Received SINR Depending on the number of antennas verifying the inter-

ference constraint, the PDF of the received SNR with the hybrid scheme is derived using the

previous results as

fγs(x) =
1

1− P1

(
Nt

(
Pr [γp ≤ Q]

)(
Pr [γp > Q]

)Nt−1 1

γs
e
− x
γs + (1− P2) fTAS/STBC

γs (x)

)
,

(3.36)

where f
TAS/STBC
γs (·) is given in (3.32), the first part of the sum represents the case when only

one antenna verifies the interference constraint, and the second part represents the case when

more than two antennas verify the constraint (i.e., the TAS/STBC scheme is used).

Using (3.8) and (3.36), the PDF of the SINR is derived as

fγSINR(x) =
1

1− P1

(
Nt

(
1− e−

Q
γp

)
e
− (Nt−1)Q

γp

×
γs + γpsγs + γpsx

(γs + γpsx)2
e
− x
γs + (1− P2)fTAS/STBC

γSINR
(x)

)
. (3.37)

CDF of the Received SINR Based on the mode of operation of the hybrid scheme, the

CDF of the received SNR is given by

Fγs(x) =
1

1− P1

(
Nt

(
1− e−

Q
γp

)
e
− (Nt−1)Q

γp

(
1− e−

x
γs

)
+ (1− P2)FTAS/STBC

γs (x)

)
, (3.38)
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where F
TAS/STBC
γs (·) is given in (3.34).

Using simple integration tools, the CDF of the SINR for the hybrid scheme can be derived

from (3.12) and (3.38) as

FγSINR(x) =
1

1− P1

(
Nt

(
1− e−

Q
γp

)
e
− (Nt−1)Q

γp

×

(
1− e

− x
γs

1 +
γps
γs
x

)
+ (1− P2)FTAS/STBC

γSINR
(x)

)
. (3.39)

3.4 Performance Analysis

Using the SINR statistics derived in the previous section, we analyse in what follows the

performance of each scheme. In order to highlight the motivation behind these performance

results, we present the tradeoffs offered by different schemes at the end of this section. In

this context, the main purpose of these derived results is to present the pros and cons of

these schemes and to confirm their related tradeoffs.

3.4.1 Average Spectral Efficiency

For the considered adaptive modulation scheme, the modulation mode n is used if the output

SINR falls between the switching thresholds γn and γn+1. Thus the ASE is given by the sum

of the data rates (n) of each of the N+1 regions, weighted by the probability that the output

SINR falls in the nth region. Equivalently, the ASE of our adaptive modulation system is

given as in [23, Eq.(33)] by η =
∑N

i=1 n pn, where pn = FγSINR (γn+1) − FγSINR (γn) denotes

the probability that the nth constellation is used. Using the expressions of the CDF of the

output SINR derived in Section 3.3, we get the ASE of each proposed technique as

η = N −
N∑
n=2

FγSINR (γn) . (3.40)
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3.4.2 Average Number of Transmit Antennas

The average power consumption of the studied system can be quantified in terms of the

average number of transmit antennas N . While the TAS/STBC scheme always uses two

antennas for transmission, N for the other techniques is derived as follows.

MRT-CR

Since MRT-CR uses all antennas verifying the interference constraint for transmission, N for

this technique can be easily obtained as

N
MRT−CR

=
1

1− P1

Nt∑
L=1

L

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp . (3.41)

MS-MRT

Based on the mode of operation of MS-MRT, N can be expressed as

N
MS−MRT

=
1

1− P1

Nt∑
L=1

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp NL, (3.42)

where NL is given by

NL =
L∑
l=1

l Pr [N = l] = 1 +
L−1∑
i=1

(
L

i

){
1− e

1
γps

γps

L−1∑
k=0

1

k!

(
γT
γs

)k Γ(k + 1, γT
γs

+ 1
γps

)

(γT
γs

+ 1
γps

)k+1

+
L−i∑
l=1

(−1)i+l−1

(
L− i
l

)(
i

j

)i−1
[(

1 +
l

i

)−1 [
1− e

−(1+ l
i)
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where Γ(n, x) =
∫∞
x
tn−1e−tdt is the upper incomplete Gamma function.
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Hybrid Scheme

The average number of transmit antennas for the hybrid scheme is given by

N
Hybrid

=
1

1− P1

(
1× Pr [L = 1] + 2×

Nt∑
L=2

(
Nt

L

)(
1− e−

Q
γp

)L
e
− (Nt−L)Q

γp

)

=
1

1− P1

(
2
(

1− e−
NtQ
γp

)
−Nt

(
1− e−

Q
γp

)
e
− (Nt−1)Q

γp

)
, (3.44)

where one antenna is used if Pr [L = 1] (i.e., only one antenna verifies the interference con-

straint) and two antenna are used if Pr [L ≥ 2].

3.4.3 Average Delay

In the TAS/STBC scheme, data is buffered if strictly less than two antennas verify the inter-

ference constraint to the PR. On the other hand, all the other schemes can communicate using

a single antenna and data is buffered only when all the Nt antennas break the interference

constraint. The probability of data buffering, P , is given by P2 for the TAS/STBC scheme

and by P1 for the for all the other schemes where P1 and P2 were previously defined. The

average delay can be expressed in terms of the number of slot times that the system waits

until a transmission occurs. Let Nw denote this number, thus Nw is a standard Geometric

random variable with probability mass function (PMF) given by

Pr [Nw = n] = P n (1− P ) . (3.45)

Mean and Variance

Derived from the properties of the Geometric random variable, the mean Nw and the variance

Var [Nw] of Nw are respectively given by

Nw =
P

1− P
, (3.46)
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and

Var [Nw] =
P

(1− P )2 . (3.47)

Dropping Probability

Another metric showing the effect of delay is the probability of dropping data. Indeed, for

delay sensitive applications data may be dropped if the waiting time before transmission

is above a given threshold Nwth
. This threshold depends on the type of delay-sensitive

application and presents an important quality of service measure. The dropping probability

Pdrop is defined as

Pdrop = Pr [Nw > Nwth
] =

[
PL
]Nwth

+1
. (3.48)

3.4.4 Average BER

The average BER for the used adaptive modulation system is given in [23, Eq.(35)] as

P b =
1

η

N∑
n=1

nP bn , (3.49)

where P bn is the average BER for constellation size n, and is given by

P bn =


∫ γ2

0
Pb1 (x) fγSINR (x) dx, n = 1;∫ γn+1

γn
Pbn (x) fγSINR (x) dx, n > 1;

(3.50)

where Pbn(·) is given in (3.1) and fγSINR (·) was derived for each proposed technique in Section

3.3.

Due to the considered adaptive modulation system, it becomes very challenging to de-

rive closed-form or simplified expressions of the average BER expression for the proposed

techniques. Indeed, the used of finite integration
( ∫ γn+1

γn

)
over complex integrands including

the high power denominator components caused by the interference from the PT are at the

origin of these challenges.
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3.4.5 Tradeoffs

In order to highlight the motivation behind the analysis derived above, we present in what

follows the main tradeoffs between the proposed schemes. These tradeoffs can be classified

in terms of efficiency, reliability, delay, and system complexity.

Efficiency

The MRT-CR scheme is proposed in order to maximize the ASE of the considered system

while assuming perfect knowledge of the secondary link’s CSI. On the other hand, this scheme

uses all antennas verifying the interference constraint for transmission which requires acti-

vating multiple RF-chains and thus comes with an additional power consumption. In order

to address this, MS-MRT is proposed as a tradeoff scheme between spectral efficiency and

energy efficiency. Indeed, MS-MRT transmits using the minimum number of antennas satis-

fying a certain ASE. The TAS/STBC is also an energy-efficient scheme that always uses two

transmit antennas. This scheme comes with the highest ASE at high average SNRs while

only requiring a limited feedback from the SR.

Reliability

In terms of reliability, MRT-CR has the best BER performance in the low average SNR

range where most antennas verify the interference constraint. At high average SNRs, the

TAS/STBC scheme uses two transmit antennas and thus achieves better BER than other

schemes transmitting with a single antenna at this range. Similarly, these schemes experience

the same behavior in terms of the outage performance.

Delay

The ASE and reliability improvements offered by TAS/STBC at high average SNR come

with an additional delay. Indeed, while the TAS/STBC scheme needs at least two antennas

verifying the interference constraint in order to transmit, all other techniques can transmit

using a single antenna. In order to alleviate this delay experienced by the TAS/STBC scheme,

the Hybrid scheme is proposed as a delay-capacity tradeoff scheme. In this scheme, a single-
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antenna transmission happens if only one antenna verifies the interference constraint and

a two-antennas transmission takes place using TAS/STBC if more than two antennas are

available for transmission. The Hybrid scheme offers lower delay at high average SNRs with

a slight degradation in the ASE, BER, and outage performances.

Complexity

While all schemes have the same complexity in terms of feedback from the PR, they come

with different complexities with regard to the secondary link and to the required feedback

from the SR. Indeed, MS-MRT and MRT-CR experience the highest complexity since they

require full knowledge of the secondary channel. Moreover, MS-MRT has the highest compu-

tational complexity since it needs to find the minimum subset of antennas verifying a certain

ASE while MRT-CR transmits as soon as it gets the list of antennas verifying the interfer-

ence constraint. In a more practical scenario, the TAS/STBC scheme offers a much lower

complexity since it only requires a feedback of the indices and the modulation modes of the

antennas selected for transmission. The Hybrid scheme experiences similar computational

complexity and required the same amount of feedback as the TAS/STBC scheme.

ρ

γ γ

γ γ

Figure 3.2: ASE versus ρ for γps = -5 dB and QdB = 10 dB.
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3.5 Numerical Examples

The performance of the proposed scheme is illustrated in this section for Nt = 8, N = 4,

and Pb0 = 10−3. These numerical examples are obtained by Monte-Carlo simulations and

confirmed analytically. For the average BER simulations, we first find the ASE for each

channel realisation using Monte-Carlo simulations then we derive the BER corresponding to

the equivalent constellation size using (3.1). In the figures presented in this section the curves

in continuous lines represent the results obtained by analysis and the curves with symbols

represent the simulation results.

While the common average SNR per receive antenna at the SR and the PR, respectively

denoted by γs and γp, are generally different, we assume that γs = γp = ρ when presenting

the numerical results for the proposed schemes.4 This assumption is only for performance

comparison simplification and does not impact the performance results presented here.

3.5.1 Average Spectral Efficiency

In Fig. 3.2, we depict the ASE as a function of the common average SNR per antenna ρ for all

proposed techniques. In this figure, we only consider successful transmissions, data buffering

and the related delay performance is separately presented in Fig. 3.6. As a benchmark,

we also present the ASE for the existing MRT technique [13] with interference from the

PT. The MRT technique, where all the Nt antennas are always used for transmission (i.e.,

non-cognitive scenario), has the highest capacity and can be seen as a benchmark for the

performance of the proposed techniques. The curve for “MRT with interference” shows the

degradation of the ASE due to the effect of the PT’s interference.

Among the proposed techniques, MRT-CR offers the best secondary’s capacity in the

low and medium average SNR range and has lower performance than MRT since only the

subset of antennas verifying the interference constraint is used for transmission. MS-MRT

uses only the subset of antennas allowing to reach the required modulation mode and offers

lower performance for lower values of γT . For high average SNRs, the MRT-CR and MS-

4More efficiently, γs and γp can be expressed as a function of the distance separating ST and the secondary
and primary receivers in order to take the path-loss into consideration.
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MRT techniques offer the same ASE since in this range fewer antennas verify the interference

constraint and data is either buffered or only one antenna is used for transmission for both

techniques. In a more practical scenario, the TAS/STBC scheme offers lower ASE in the low

average SNR regime, but for high average SNRs it outperforms the other techniques since

it uses two antennas with high output SINR and then offers better performance than the

case when only one antenna is used. The hybrid scheme offers the same performance as the

TAS/STBC scheme for low average SNR since it is more likely that more than two antennas

verify the interference constraint. On the other hand, for high average SNR, fewer branches

verify the interference and the hybrid scheme is similar to MS-MRT.

3.5.2 Average Number of Transmit Antennas

ρ

γ γ

γ γ

Figure 3.3: Average number of transmit antennas versus ρ for γps = -5 dB and QdB = 10 dB.

In Fig. 3.3, we present the average number of transmit antennas as a function of ρ.

The proposed MS-MRT technique reduces the average number of transmit antennas and

thus offers better processing power consumption than MRT-CR. Indeed, while in the MRT-

CR technique all the antennas in S need to be used for transmission, MS-MRT offers a

considerable power saving by transmitting only with the antennas achieving the required

modulation mode. Thus, a lower number of antennas is required for transmission which
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shows the advantage of MS-MRT especially for γT = γ1. The TAS/STBC scheme always

uses two transmit antennas which comes at the expense of an additional delay (as shown in

3.5.5). On the other hand, the hybrid scheme uses two antennas at the low average SNR range

and one antenna when this latter is the only antenna verifying the interference constraint.

ρ

γ γ

Figure 3.4: Average BER versus ρ.

3.5.3 Average BER Performance

In Fig. 3.4, we depict the BER as a function of ρ for an average INR γps = -5 dB and a peak

interference constraint QdB = 10 dB. For low average SNR, the antennas used for transmission

are not able to reach the threshold γ1 for the lowest modulation mode which breaks the BER

requirements at this range. While the shape of the average BER curves looks unusual, it is

typical to the considered adaptive system where different number of transmit antennas and

different modulation schemes are used at different average SNR ranges [10, 43]. Indeed, the

reduction of the number of antennas verifying the interference constraint for higher values of

ρ is behind the counterintuitive degradation in the average BER experienced in the medium

average SNR range. This generates a lower output SINR at the SR and thus generates higher

average error rates. At the high average SNR, the TAS/STBC scheme achieves better average

BER performance than other schemes since two antennas are always used for transmission.
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At high average SNR, we can also validate from this figure the approximations given in

(3.22) and (3.31). Indeed, we have a close match for average SNRs above 10 dB between

the MS-MRT scheme and the BAS scheme where the best antenna verifying the interference

constraint is selected for transmission.

3.5.4 Outage Performance

Fig. 3.5 shows the outage probability of the proposed schemes as a function of ρ for QdB = 10

dB. For low average SNR, more antennas are able to verify the peak interference constraint

but fail to reach the threshold for the minimum modulation mode which generates an outage

event. The TAS/STBC scheme offers better performance especially in the high average

SNR range since it uses the best two antennas for transmission. In the low average SNR

range, MRT-CR has the best outage performance since most antennas verify the interference

constraint and all these antennas are used for transmission. For medium average SNR less

antennas verify the interference which generates a decrease in the output SINR and thus an

increase in the outage probability.

ρ

γ

γ

Figure 3.5: Outage probability versus ρ.
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3.5.5 Average Delay Performance

The performance improvements introduced by the TAS/STBC scheme come at the expense

of an additional time delay since data is buffered even when only one antenna verifies the

interference constraint. In Fig. 3.6, we depict the average number of time slots required

before finding an acceptable branch versus the peak interference level when ρ = 10 dB.

From this figure, we can see that the lower the value of Q (i.e., more stringent interference

constraint) the higher the delay. Indeed, in this case, fewer antennas verify the interference

constraint which makes the ST wait for a longer time before transmitting. For higher values

of Q, more antennas verify the interference constraint, which minimizes the average delay.

This figure also shows the effect of the number of available antennas at the ST on the delay

performance. The higher Nt the lower delay experienced by the proposed techniques. In the

proposed schemes, we need to buffer data since the ST does not know the channel gains to

the PR. If we assume that the ST has full knowledge of the interference channel, PA can be

used in order to minimize the average delay [43].
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Figure 3.6: Average number of time slots required before finding an acceptable antenna
versus the peak interference QdB for ρ =10 dB and for different values of Nt.
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3.6 Conclusion

Inspired by the mode of operation of MS-GSC, we proposed in this chapter the concept of

MS-MRT as an adaptive variation of the existing MRT technique in an underlay CR scenario.

It was shown that, when the CSI of the secondary link is available at the ST, the proposed

techniques improve the ASE of the existing switched diversity schemes by using adaptive

transmit beamforming employing the antennas verifying the interference constraint. It was

also shown that the MS-MRT technique considerably improves the processing power con-

sumption performance of the MRT technique by minimizing the average number of transmit

antennas. In a more practical scenario and based on a limited CSI at the transmitter, the

TAS/STBC scheme was shown to offer improved spectral performance at the expense of an

additional delay for high average SNR. The hybrid scheme was proposed as a capacity-delay

tradeoff between the MS-MRT and the TAS/STBC schemes. These tradeoffs offered by the

proposed schemes represent the main motivation behind the derived analytical results and

are confirmed in this chapter thanks to selected numerical examples.



Chapter 4

Adaptive Spatial Modulation (ASM)

for Spectrum Sharing Systems

4.1 Introduction

In this chapter, we introduce ASM for multiple antenna systems, with the aim of improving

the energy efficiency through SM and improving the ASE through AM [46]. Under the sce-

nario of spectrum sharing systems, we extend the concept of ASM to cognitive radio systems

in an effort to improve the secondary system’s performance in terms of energy efficiency and

ASE. To this end, we propose two ASM schemes, one referred to as fixed power scheme (FPS)

and the other as adaptive power scheme (APS). In both schemes, the ST has limited knowl-

edge of the CSI of the interference link. The difference between the two schemes, however,

lies in the way the limited CSI is used to adapt the transmit power and/or modulation. As a

benchmark, we also consider the case in which the ST has perfect knowledge of the CSI. For

all cases, we analyze the performance in terms of ASE, average delay, and average bit error

rate. We show that the proposed schemes offer tradeoffs in terms of the previously mentioned

performance metrics, thus offering different options for applying ASM to CR systems. We

also provide several simulation examples through which we corroborate the analytical results.

We show that the full CSI scheme takes advantage of the availability of CSI at the sec-

ondary transmitters and does transmit power adaptation. Consequently, data buffering is

avoided. On the other hand, the impracticality of the full CSI assumption and the limitation

55
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of the transmit power at high average SNR are the main drawbacks of this technique. As

for the FPS scheme, it is proposed in order to minimize the feedback from the PU to the

secondary nodes. While this scheme offers ABER and ASE performance improvements com-

pared to the ideal case, it experiences high delays since a transmit antenna can be used only

if it verifies the interference constraint to the PU since no power adaptation is allowed. The

APS scheme, on the other hand, uses quantized PA and thus offers a delay-ABER trade-off

in comparison with the FPS and the full CSI schemes.

The remainder of the chapter is organized as follows. Section 4.2 presents the system and

channel models and defines the used adaptive modulation system and the optimal ASM-CR

Detector. Section 4.3 gives the motivation and the details behind the mode of operation

of each proposed technique. Section 4.4 analyses the performance of different schemes and

Section 4.5 illustrates and confirms this performance via selected numerical results. Finally,

Section 4.6 concludes the chapter.

4.2 System and Channel Models

4.2.1 System Model

We consider the system model shown in Fig. 4.1, which consists of a MIMO wireless link

with Nt transmit and Nr receive antennas in a spectrum sharing system. Under this scenario,

the ST is allowed to share the spectrum with a single-antenna PU as long as an interference

constraint to this latter with a peak value Q is respected. All feedback links presented in the

system model are assumed to be reliable and carry different levels of feedback information

between the PU and the secondary nodes. Based on this feedback information, the SR

determines the list of antennas eligible for transmission and the modulation mode that can be

used by each antenna. Depending on both the number of antennas verifying the interference

and their achieved modulation modes, the SR provides the ST with the list of antennas and

the modulation mode that can be used for the next coherent time. The mode of operation for

each proposed technique and the information carried through the reliable feedback channels

are given in details in Section 4.3.
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4.2.3 Adaptive Transmission System

We consider the constant-power variable-rate uncoded M -ary QAM (M -QAM) [23] as an

adaptive modulation system. With this adaptive modulator, the SNR range is divided into

mt + 1 fading regions and the constellation size M = 2m is assigned to the mth region

(m = 0, 1, . . . ,mt). The BER of coherent 2m-QAM with two-dimensional Gray coding over

an AWGN channel with an SNR of γ can be well approximated as [23]

Pbm(γ) ' 1

5
exp

(
−3γ

2(2m − 1)

)
. (4.1)

Given a target instantaneous BER equal to Pb0 , the adaptive modulator switching thresholds

are given by

γm = −2

3
ln(5Pb0)(2m − 1) ; m = 1, 2, . . . ,mt. (4.2)

In order to satisfy the BER requirement, modulation mode m = mj or lower can be used

for antenna j if the received SNR from that antenna is above γm but below γm+1. In all

proposed schemes, we present two variations when deciding on the modulation mode to be

used by each antenna. These variations are proposed to compromise between ASE in one

side and ABER and system complexity on the other side.

Actual Modulation Variation (ACT): In this option, we aim at achieving the max-

imum possible ASE while keeping the ABER below a certain threshold. Based on the SR’s

feedback, the antenna selected for transmission uses the highest achievable modulation mode.

While this option maximizes the throughput, an antenna index detection error may cause the

receiver to select symbols from a constellation other than the one that the transmit symbol

is drawn from. Moreover, this option comes with an additional receiver’s complexity since

the detector uses different constellations to decide on the symbol and antenna that were used

for transmission. To alleviate this, we propose next a second modulation selection variation.

Minimum Modulation Variation (MIN): In this second option, we aim at improving

the ABER experienced by the first scheme at the expense of a slight loss in the average

throughput. While in the ACT variation, different transmit antennas can send symbols
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drawn from different constellations depending on their received SNR at the SR, the antennas

in the MIN variation use a common constellation. Indeed, the receiver in this option only

feeds back the minimum modulation mode that can be achieved by all antennas. This way,

the same modulation mode is used by all selected antennas for a given time slot. Thus, the

decoder decides on the transmitted symbol and used antenna using a single constellation,

which reduces the detection complexity.

4.2.4 Optimal ASM-CR Detection

In all proposed techniques, the ST obtains the list of antennas selected for transmission and

the modulation modes to be used with each antenna based on the feedback from the PU

and the SR. Let N denote the number of selected antennas and m1, m2, . . . , mN be the

modulation modes reached by each of them. The first log2(N) bits in the random sequence

of independent bits b are used to determine the antenna to be active for transmission for the

next time slot. If antenna j is selected for transmission, then the next log2(Mj) bits are used

to draw the symbol xq from an adaptive Mj-ary QAM constellation, where Mj = 2mj for the

ACT variation, and Mj = 2mmin for the MIN variation where mmin = mini=1...N mi. These

log2(N Mj) bits are then mapped to the constellation vector

xjq = [0 . . . 0 xq
↑

jthposition

0 . . . 0]T .

The signal xjq is then transmitted using only antenna j over the wireless channel H and the

output of the channel can be expressed as

y =
√
ρhj xq + η, (4.3)

where hj denotes the jth column of H and ρ was defined above as the common average faded

SNR per antenna for the secondary and interference links.

The detector’s main task is to find the antenna index used for transmission and the symbol

sent by that antenna. Assuming equally likely channel inputs, this information can be jointly



60

obtained using the optimal ASM detector based on the ML principle presented in [46] as

[ĵ, q̂] = arg max
j,q

fY (y|xjq, N,m,H) = arg min
j,q

√
ρ‖gjq‖2

F − 2Re{yH gjq}, (4.4)

where gjq = hjxq, 1 ≤ j ≤ N, 1 ≤ q ≤ 2m, m = log2(Mj), and fY (y|xjq,H) =

πNr exp
(
−‖y −√ρHxjq‖2

F

)
is the PDF of the received signal conditioned on xjq and H.

The selected j and q are different from a time slot to another and are a function of (i) the

number of antennas verifying the interference, (ii) the received SNR from these antennas,

(iii) and the values of the incoming bits.

4.3 Motivation and Mode of Operation

Depending on the level of the required interference link’s CSI at the ST, the techniques

presented in this chapter can be classified into two sets (i) the ideal case where full CSI is

required at the secondary transmitter, and (ii) the proposed techniques where only limited

feedback from the PU is required at the secondary nodes, namely the fixed power and adaptive

power schemes. The ideal case is presented as a benchmark to the limited feedback schemes.

In this section, we first present the motivation behind each of the proposed techniques then

we give their modes of operation.

4.3.1 Perfect CSI (Benchmark)

Motivation: This technique is proposed as a benchmark for the schemes with limited feedback

from the PU. In this technique, the ST has perfect knowledge of the CSI of the interference

link. Thanks to this knowledge, the ST uses PA with each transmit antenna in order to

respect the interference constraint. While this comes with the advantage of removing extra

delays due to the failure of verifying the interference constraint, the transmit power in this

case is limited by the interference level seen at the PU which leads to a degradation in the

ASE and ABER performance. Moreover, the perfect CSI assumption could be costly in terms

of overhead and/or impractical.
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Mode of Operation: Since the ST has perfect CSI of the interference link, PA is used in

order to respect the interference seen at the PU. Indeed, if the peak interference constraint

level Q caused by antenna j is verified, then that antenna can be used with Pt = Pmax. If,

on the other hand, this constraint is not respected then the transmit power is adapted to the

interference channel and is set to Pt = Q
|hpj |2

, where hpj is the channel coefficient between the

jth antenna of the ST and the PU. Once the transmit power from each antenna is determined

and assumed to be available to the SR, this latter finds the modulation mode that can be

used by each antenna depending on wether the ACT or MIN variation is used. While using

the actual modulation achieved by each antenna seems to be more efficient in terms of ASE,

this case comes with an additional complexity and worse ABER performance. The mode of

operation of the ideal case with both variations is summarised by Algorithm 1 below.

Algorithm 1 Ideal Case

1: Find Ptj for antenna j, j = 1, 2, . . . , Nt; if Pmax×|hpj |2 ≤ Q⇒ Ptj = Pmax else Ptj = Q
|hpj |2

.

2: Let γsj = Ptj ×
∑Nr

j=1 |hsji|2 be the received SNR from antenna j.
3: Find modulation mode mj reached by antenna j; If γm ≤ γsj < γm+1 ⇒ mj = m.
4: log2(Nt) input bits are used to select transmit antenna j.
5: ACT ⇒ use 2m-QAM where m = mj is the modulation reached by antenna j (step 3).
6: MIN ⇒ use 2m-QAM where m = mmin and mmin = min{m1,m2, . . . ,mNt}.
7: Transmit m bits from antenna j using 2m-QAM.

4.3.2 Fixed Power Scheme (FPS)

Motivation: The FPS scheme is proposed to minimize the amount of feedback required by

the secondary system. Indeed, the only information fed back to the secondary nodes about a

given antenna is whether that antenna verifies the interference constraint or not. Thus, a one

bit feedback from the PU is enough to know if a given antenna is eligible for transmission.

This way, all antennas selected for transmission use a fixed power equal to Pmax. While this

maximum power increases the ASE and improves the ABER performance, the FPS scheme

experiences a high delay for high average SNRs since data is buffered if less than two antennas

verify the interference constraint to the PU.

Mode of Operation: Before transmission takes place, the ST tests all its Nt antennas for

the interference constraint by broadcasting some pilot signals. Let NQ be the number of
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antennas verifying the interference level Q. The number of antennas that can be used for

transmission with the FPS scheme needs to be lower or equal to NQ and also needs to be a

power of two. Let N be the largest integer verifying both of these conditions. In response to

the same pilot signals, the SR determines the modulation mode achieved by each transmit

antenna and ranks these antennas according to their received SNRs. At this stage, the SR

selects the N best antennas among NQ for transmission. Then, the indices of these antennas

and the modulation mode to be used are sent to the ST through a reliable feedback channel. In

the ACT variation, each antenna selected for transmission can use the maximum modulation

that it can reach. On the other hand, in the MIN variation, the minimum modulation mode

reached by the N selected antennas is used by all selected transmit antennas.

If NQ is strictly lower than two, then data is buffered for a channel coherence time. This

requirement increases the time that the delay especially in the high average SNR range. The

mode of operation of the FPS scheme is summarised by Algorithm 2 below.

Algorithm 2 FPS Scheme

1: Find NQ, while NQ < 2 ⇒ buffer data.
2: If NQ ≥ 2 ⇒ SR ranks these antennas according to their SNRs: γ1:NQ ≥ γ2:NQ ≥ . . . ≥
γNQ:NQ .

3: Let n = blog2(NQ)c and N = 2n ⇒ the best N antennas among NQ are available for
transmission.

4: n input bits are used to select transmit antenna j.
5: ACT ⇒ use 2m-QAM if γm ≤ γj:NQ < γm+1.
6: MIN ⇒ use 2m-QAM if γm ≤ γN :NQ < γm+1.
7: Transmit m bits from antenna j using 2m-QAM.

4.3.3 Adaptive Power Scheme (APS)

Motivation: Similar to the FPS scheme, the APS scheme only requires a limited knowledge

about the interference link. While FPS uses Pmax with the antennas verifying the interference

constraint and buffers data otherwise, APS uses PA if the interference to the PU falls in a

certain range above Q. In this context, APS is proposed as a tradeoff scheme between the

ideal case and the FPS scheme, offering a trade-off between ASE and average system delay.

Indeed, the APS scheme minimizes the delay experienced by the FPS scheme with a slight

decrease in ASE due to the use of PA.
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Mode of Operation: In the ideal PA case, the transmitted power can be varied continuously

to accurately follow the channel variations. For practical scenarios, the resolution of PA

is limited, e.g., for Universal Mobile Telecommunications System (UMTS) systems, power

control step sizes on the order of 1 dB are proposed [91]. Thus, in the APS scheme, we

present a discrete PA scenario between the PU and the secondary nodes. Let δ be the used

power control step size and ∆max be the maximum amount of power that can be reduced

by the ST. When PA is required, PU sends Nb = dlog2(∆max/δ)e bits to let the ST know

the number of steps required in order to verify the interference constraint. This information

is also sent to the SR in order to find the modulation mode that can be reached by each

transmit antenna. In order to maximize the ASE of the secondary link, ∆max is designed to

increase the probability that the modulation mode reached by a given antenna before and

after PA remains the same. Thus, ∆max should be limited by the minimum ratio between

the switching thresholds defined in (4.2) and is given by

∆max ≤ min
1≤m≤mt

γm+1

γm
. (4.5)

Before each transmission, ST tests all its Nt antennas for the interference constraint by

broadcasting some pilot signals. The selected antennas and the transmit power that can

be used by each of these antennas are obtained according to the three following scenarios;

(i) if the interference caused by a given antenna is below Q, that antenna can be used for

transmission with power Pt = Pmax, (ii) if the interference γp is greater than Q but lower

than Q × ∆max, PA is used in order to satisfy the interference constraint Q. To achieve

this, the transmit power is reduced to Pt = Pmax/δ
k if Q × δk−1 < γp ≤ Q × δk where

k takes values between 1 and Kmax, where Kmax = d∆max/δe is the maximum number of

power steps that can be reduced by the ST, and (iii) if the caused interference by a ST’s

antenna is above Q × ∆max then that antenna can not be used for transmission during the

current coherence time. Let NQ′ be the number of antennas verifying the interference level

Q′ = Q×∆max. The number of antennas that can be selected for transmission with the APS

scheme needs to be lower or equal to NQ′ and also needs to be a power of two. Let N be the

largest integer verifying both of these conditions. Thanks to the Nb bits sent from the PU,
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the SR determines the modulation mode achieved by each transmit antenna and ranks these

antennas according to their received SNRs. At this stage, the SR selects the N best antennas

among NQ′ for transmission. Then, the indices of these antennas and the modulation mode

to be used are sent to the ST through a reliable feedback channel. In the ACT variation,

each antenna selected for transmission can use the actual modulation that it can reach. On

the other hand, in the MIN variation, the minimum modulation mode reached by the N

transmit antennas is used by the selected transmit antenna.

If NQ′ is strictly lower than two, then data is buffered for a channel coherence time.

This requirement increases the average delay that the ST needs to wait before transmission

especially in the high average SNR range. The mode of operation of the APS scheme is

summarised by Algorithm 3 below.

Algorithm 3 APS Scheme

1: Find NQ′ ; defined as the number of antennas verifying γp ≤ Q×∆max.
2: While NQ′ < 2 ⇒ buffer data.
3: If NQ′ ≥ 2 ⇒ find Pt for each of these antennas.
4: If γp ≤ Q ⇒ Pt = Pmax; if Q× δk−1 < γp ≤ Q× δk ⇒ Pt = Pmax/δ

k, 1 ≤ k ≤ Kmax.
5: SR ranks these antennas according to their SNRs: γ1:NQ′

≥ γ2:NQ′
≥ . . . ≥ γNQ:NQ′

.
6: Let n = blog2(NQ′)c and N = 2n ⇒ the best N antennas among NQ′ are available for

transmission.
7: n input bits are used to select transmit antenna j.
8: ACT ⇒ use 2m-QAM if γm ≤ γj:NQ′ < γm+1.
9: MIN ⇒ use 2m-QAM if γm ≤ γN :NQ′

< γm+1.
10: Transmit m bits from antenna j using 2m-QAM.

4.4 Performance Analysis

In this section, we analyse the performance of each of the proposed schemes in terms of the

ASE, average delay, effective throughput, and ABER. For analytical tractability, the derived

results are given for a single receive antenna. In selected special cases, we derive general

expressions as a function of Nr.

In the presented ASE performance, we only account for successful transmissions and

the time slots where data is buffered are not considered. Thus, the ASE only reflects the

throughput when enough antennas are available for transmission. In order to show the effect
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of data buffering, we also analyse the average delay experienced by the proposed schemes.

Combining the ASE and average delay results, we also present the effective throughput

performance where data buffering is considered as zero throughput.

4.4.1 Perfect CSI

In this ideal case, the ST transmits with its maximum power Pmax if the interference constraint

at the PU is verified. If, on the other hand, this constraint is violated, PA is employed by

the ST. Thus, based on the received SNR at the PU, ST selects its transmit power as

Pt = min

(
Pmax,

Q

|hpi|2

)
. (4.6)

The CDF and the PDF of the received SNR from the jth antenna are respectively given for

Nr = 1 as in [43] by

Fγsj (x) = Pr
[
γsj ≤ x

]
= Pr

[
min

(
Pmax,

Q

|hpj |2

)
× |hsj |2 ≤ x

]
= 1−

(
1− x

x+Q
e−

Q
ρ

)
e−

x
ρ , (4.7)

and

fγsj (x) =
(Q+ x)

(
(Q+ x)e

Q
ρ − x

)
+ ρQ

ρ(Q+ x)2
e−

x+Q
ρ . (4.8)

ASE: The total ASE of the proposed ASM-CR techniques is given by the sum of the

throughput obtained by the spatial dimension (SD) and the AM dimension denoted by ηSD

and ηAM, respectively. For the perfect CSI scenario, all Nt antennas in the ST are eligible

for transmission thanks to the use of PA. Thus, no data buffering is required and the ASE

is equal to the effective throughput ηeff . Moreover, the ASE achieved by the SD is constant

and is given by ηSD = log2(Nt).

For the considered AM system, modulation mode m is used if the output SNR falls

between thresholds γm and γm+1. Thus, the average link spectral efficiency is given by the

sum of the data rates (i.e., m) of each of the mt + 1 regions, weighted by the probability that
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the output SNR falls in the mth region. Equivalently, the ASE of the AM system is given

by [23, Eq.(33)]

ηAM =
mt∑
m=1

m pm, (4.9)

where pm denotes the probability that the mth constellation is selected and depends on

whether the ACT or MIN modulation selection variation is used.

ACT Variation: In this variation, the antenna selected for transmission uses the actual

modulation mode it can reach. Thus, constellation mode m is used by antenna j if the

received SNR γsj from that antenna falls between thresholds γm and γm+1. Based on this,

pm for the ACT variation is given by

pACT
m = Pr

[
γm ≤ γsj < γm+1

]
= Fγsj (γm+1)− Fγsj (γm) , (4.10)

where Fγsj (·) is given by (4.7). Substituting (4.10) in (4.9) and letting γmt+1 = +∞ (i.e.,

Fγsj (γmt+1) = 1), the ASE of the signal dimension for the ACT option is given by

ηACT
AM = mt −

mt∑
m=2

Fγsj (γm) . (4.11)

MIN Variation: In this variation, the antenna selected for transmission uses the minimum

modulation mode that can be reached by the set of transmit antennas. Thus, constellation

mode m is used by antenna j if the minimum output SNR from all antenna falls between γm

and γm+1. Based on this, pm for this second option is given by

pMIN
m = Pr

[
γm ≤ min

i=1...Nt
γsi < γm+1

]
=
(

1−Fγsj (γm)
)Nt
−
(

1−Fγsj (γm+1)
)Nt

. (4.12)

The ASE of the signal dimension for the MIN variation is then given by

ηMIN
AM = 1 +

mt∑
m=2

(
1− Fγsj (γm)

)Nt
. (4.13)
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Finally, the total ASE and the effective throughput for the ideal case are given by

η = ηeff = ηSD +ηAM = log2(Nt)+

mt −
∑mt

m=2 Fγsj (γm) , ACT variation;

1 +
∑mt

m=2

(
1− Fγsj (γm)

)Nt
. MIN variation;

(4.14)

4.4.2 Fixed Power Scheme

In the FPS scheme, transmission occurs only if two or more antennas verify the peak inter-

ference constraint Q. Otherwise (i.e., NQ < 2), data is buffered for a channel coherence time.

The probability of data buffering for the FPS scheme is then given by

PFPS
buf = Pr[NQ < 2] = Pr[NQ = 1] + Pr[NQ = 0]

= Nt Pr [γp ≤ Q]
(

Pr [γp > Q]
)Nt−1

+
(

Pr [γp > Q]
)Nt

= Nt

(
1− e−

Q
ρ

)
e−

(Nt−1)Q
ρ + e−

Nt Q
ρ =

(
Nt − (Nt− 1)e−

Q
ρ

)
e−

(Nt−1)Q
ρ , (4.15)

where Pr [γp > Q] is the probability that one antenna fails to verify the peak interference

constraint Q.

Given that NQ antennas verify the interference constraint and based on the mode of

operation of the FPS scheme, the PDF of the received SNR from antenna j is given for a

single receive antenna by

fFPS
γsj

(x) =
1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
Pr [γp ≤ Q]

)NQ(
Pr [γp > Q]

)Nt−NQ 1

N

N∑
i=1

fγi:NQ (x)

=
1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
1− e−

Q
ρ

)NQ
e−

(Nt−NQ)Q

ρ
1

N

N∑
i=1

fγi:NQ (x), (4.16)

where the term 1/(1−PFPS
buf ) represents the possible events on how many times data is buffered

before at least two antennas verify the interference constraint. The sum from 2 to Nt considers

the cases where NQ among the Nt available antennas verify the peak interference constraint

to the PU. N represents the number of antennas selected for transmission (N = 2n, where

n = blog2(NQ)c). fγi:NQ (·) is the PDF of the received SNR from the ith strongest antenna
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among the NQ verifying the interference constraint and is derived using [92, page 41] as

fγi:NQ (x) =
NQ!

(NQ − i)!(i− 1)!

(
Fexp(x)

)NQ−i(
1− Fexp(x)

)i−1

fexp(x)

=
NQ!

(NQ − i)!(i− 1)!ρ

(
1− e−

x
ρ

)NQ−i
e−

i x
ρ , (4.17)

where Fexp(·) and fexp(·) are respectively the CDF and PDF of the received SNR from each

antenna before ordering and represent the statistics of an Exponential random variable.

For Nt = 2 and arbitrary Nr, the received SNR with the FPS scheme is a χ2-distributed

random variable with 2 × Nr degrees of freedom. The PDF of γsj in this case is given

by [93, Eq. 2.1-110]

fFPS
γsj

(x) =
xNr−1

(Nr − 1)!ρNr
e−

x
ρ . (4.18)

The CDF of the received SNR for the FPS scheme is given for a single receive antenna by

FFPS
γsj

(x) =
1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
Pr [γp ≤ Q]

)NQ(
Pr [γp > Q]

)Nt−NQ 1

N

N∑
i=1

Fγi:NQ (x)

=
1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
1− e−

Q
ρ

)NQ
e−

(Nt−NQ)Q

ρ
1

N

N∑
i=1

Fγi:NQ (x), (4.19)

where Fγi:NQ (·) is the CDF of the SNR of the ith strongest antenna among the NQ antennas

verifying the interference and is obtained from (4.17) using Binomial expansion and simple

integrations as

Fγi:NQ (x) =
NQ!

(i− 1)!

NQ−i∑
k=0

(−1)k
1− e−

(k+i)x
ρ

k!(NQ − k − i)!(k + i)
. (4.20)

For Nt = 2 and arbitrary Nr, the CDF of γsj is given by [93, Eq. 2.1-114]

FFPS
γsj

(x) = 1−
Nr−1∑
k=0

1

k!

(
x

ρ

)k
e−

x
ρ . (4.21)

ASE: The total ASE of the FPS scheme is the sum of the throughput obtained by the
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SD and AM dimensions denoted by ηSD and ηAM, respectively. While for the ideal case the

spatial dimension’s ASE is always given by nt = log2(Nt), ηSD for the FPS scheme depends

on the number of antennas verifying the interference and is given by
∑nt

n=1 n qn, where qn is

the probability that N = 2n antennas are available for transmission and is given by

qn =
1

1− PFPS
buf

min(2n+1−1,Nt)∑
N=2n

(
Nt

N

)(
1− e−

Q
ρ

)N
e−

(Nt−N)Q
ρ . (4.22)

The ASE of the AM system for the FPS scheme is given by

ηAM =
mt∑
m=1

m pm, (4.23)

where pm depends on which variation is used in the selection of the modulation mode for

each antenna.

ACT Variation: In this variation, antenna j uses modulation mode m if the received SNR

γsj from that antenna falls between thresholds γm and γm+1. Based on this, pm for the ACT

variation is given by

pACT
m = Pr

[
γm ≤ γsj < γm+1

]
= FFPS

γsj
(γm+1)− FFPS

γsj
(γm) . (4.24)

The ASE of the signal dimension for the ACT option is then given by

ηACT
AM = mt −

mt∑
m=2

FFPS
γsj

(γm) . (4.25)

MIN Variation: In this variation, modulation modem is used by antenna j if the minimum

output SNR from all antennas falls between γm and γm+1. Given that NQ antennas verify

the interference constraint and that N antennas are selected for transmission, pm for this

second option is given by

pMIN
m = Pr

[
γm ≤ min

i=1,...,N
γi:NQ < γm+1

]
= Pr

[
γm ≤ γN :NQ < γm+1

]
= FγN :NQ

(γm+1)− FγN :NQ
(γm) . (4.26)
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The ASE of the signal dimension for MIN variation is then given by

ηMIN
AM = mt −

1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
1− e−

Q
ρ

)NQ
e−

(Nt−NQ)Q

ρ

mt∑
m=2

FγN :NQ
(γm). (4.27)

Finally, the total ASE for the FPS scheme is given by

ηFPS = ηSD + ηAM =
1

1− PFPS
buf

nt∑
n=1

n

min(2n+1−1,Nt)∑
N=2n

(
Nt

N

)(
1− e−

Q
ρ

)N
e−

(Nt−N)Q
ρ

+mt −
1

1− PFPS
buf

Nt∑
NQ=2

(
Nt

NQ

)(
1− e−

Q
ρ

)NQ
e−

(Nt−NQ)Q

ρ

×


1
N

∑N
i=1

∑mt
m=2 Fγi:NQ (γm), ACT;∑mt

m=2 FγN :NQ
(γm). MIN;

(4.28)

While the above expression of ASE reflects the system’s throughput limited to successful

transmissions (i.e, the ASE is not affected by data buffering), the effective throughput can

be obtained by considering the buffering time slots as zero throughput. Thus, the effective

throughput for the FPS can be obtained from (4.28) as

ηFPS
eff = ηFPS ×

(
1− PFPS

buf

)
, (4.29)

where 1 − PFPS
buf represents the probability of successful transmission with the FPS scheme

(i.e., NQ ≥ 2).

4.4.3 Adaptive Power Scheme

While in the FPS scheme an antenna can be used only if Q is verified, the PU in the APS

scheme tolerates an interference level up to Q′ = Q × ∆max. Thus, data is buffered in this

scheme if less than two antennas verify Q′. The probability of data buffering for the APS

scheme is then given by

PAPS
buf =

(
Nt − (Nt− 1)e−

Q∆max
ρ

)
e−

(Nt−1)Q∆max
ρ . (4.30)
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Based on the mode of operation of the APS scheme, the PDF of the receive SNR from

antenna j for this scheme can be written as

fAPS
γsj

(x) =
1

1− PAPS
buf

Nt∑
NQ′=2

(
Nt

NQ′

)(
1−e−

Q∆max
ρ

)NQ′
e−

(Nt−NQ′ )Q∆max

ρ
1

N

N∑
i=1

fγi:NQ′
(x), (4.31)

where fγi:NQ′
(·) represents the PDF of the SNR of the ith strongest antenna among the NQ′

antennas verifying Q′ and is given by

fγi:NQ′
(x) =

NQ′ !

(NQ′ − i)!(i− 1)!

(
Fγs (x)

)NQ′−i(
1− Fγs (x)

)i−1

fγs(x), (4.32)

where Fγs(·) and fγs(·) are respectively the common CDF and PDF of the received SNR

from any transmit antenna verifying the interference constraint to the PU (i.e., γp ≤ Q∆max)

before ordering and are respectively given by

Fγs(x) =
1

Fγp(Q∆max)

(
Fγp(Q)Fexp(x) +

Kmax∑
k=1

(
Fexp(δkQ)− Fexp(δk−1Q)

)
Fexp(δkx)

)

=
1

1− e−
Q∆max

ρ

(
(1− e−

Q
ρ )(1− e−

x
ρ ) +

Kmax∑
k=1

(
e−

δk−1Q
ρ − e−

δkQ
ρ

)(
1− e−

δkx
ρ

))
,

(4.33)

and

fγs(x) =
1

Fγp(Q∆max)

(
Fγp(Q)fexp(x) +

Kmax∑
k=1

δk
(
Fexp(δkQ)− Fexp(δk−1Q)

)
fexp(δkx)

)

=
1

ρ(1− e−
Q∆max

ρ )

(
(1− e−

Q
ρ )e−

x
ρ +

Kmax∑
k=1

δk
(
e−

δk−1Q
ρ − e−

δkQ
ρ

)
e−

δkx
ρ

)
,

(4.34)

where the sum from 1 to Kmax defines the case where the interference to the PU falls between

Q and Q×∆max and thus PA with step δ is used in this case.

For Nt = 2 and arbitrary Nr, the PDF of the received SNR with the APS scheme is
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derived as

fAPS
γsj

(x) =
1

1− e−
Q∆max

ρ

(
(1− e−

Q
ρ )

(
xNr−1

(Nr − 1)!ρNr
e−

x
ρ

)

+
Kmax∑
k=1

(
e−

δk−1Q
ρ − e−

δkQ
ρ

)(
δNr k xNr−1

(Nr − 1)!ρNr
e−

δk x
ρ

))
. (4.35)

Similarly, the CDF of the received SNR from antenna j for APS is obtained as

FAPS
γsj

(x) =
1

1− PAPS
buf

Nt∑
NQ′=2

(
Nt

NQ′

)(
1−e−

Q∆max
ρ

)NQ′
e−

(Nt−NQ′ )Q∆max

ρ
1

N

N∑
i=1

Fγi:NQ′
(x), (4.36)

where Fγi:NQ′
(·) represents the CDF of the SNR of the ith strongest antenna among the NQ′

antennas verifying the interference constraint and is given by

Fγi:NQ′
(x) = 1−

NQ′∑
n=i

(
NQ′

n

)(
Fγs(x)

)NQ′−n(
1− Fγs(x)

)n
. (4.37)

For Nt = 2 and arbitrary Nr, the CDF of the received SNR with APS is given by

FAPS
γsj

(x) =
1

1− e−
Q∆max

ρ

(
(1− e−

Q
ρ )

(
1−

Nr−1∑
i=0

1

i!

(
x

ρ

)i
e−

x
ρ

)

+
Kmax∑
k=1

(
e−

δk−1Q
ρ − e−

δkQ
ρ

)(
1−

Nr−1∑
i=0

1

i!

(
δk x

ρ

)i
e−

δk x
ρ

))
. (4.38)

ASE: Similar to the two previous techniques, the total ASE of the APS scheme is the sum

of the throughput obtained by the spatial dimension and the signal dimension. Equivalent to

the FPS scheme, ηSD for the APS scheme depends on the number of antennas verifying the

interference constraint. The main advantage with the APS scheme is that the PU can tolerate

an interference level up to Q∆max and PA is used in order to reduce the ST’s interference

below Q. Thus, ηSD for the APS scheme is given by
∑nt

n=1 n qn, where qn is the probability

that N = 2n antennas are selected for transmission and is given by

qn =
1

1− PAPS
buf

min(2n+1−1,Nt)∑
N=2n

(
Nt

N

)(
1− e−

Q∆max
ρ

)N
e−

(Nt−N)Q∆max
ρ . (4.39)
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The ASE of the AM system for the APS scheme is given by

ηAM =
mt∑
m=1

m pm. (4.40)

ACT Variation: In this variation, modulation mode m is used by antenna j if the received

SNR γsj after PA falls between thresholds γm and γm+1. Based on this, pm for the ACT

variation is given by

pACT
m = Pr

[
γm ≤ γsj < γm+1

]
= FAPS

γsj
(γm+1)− FAPS

γsj
(γm) . (4.41)

The ASE of the signal dimension for the ACT option is then given by

ηACT
AM = mt −

mt∑
m=2

FAPS
γsj

(γm) . (4.42)

MIN Variation: In this variation, modulation modem is used by antenna j if the minimum

output SNR from all antennas after PA falls between γm and γm+1. Given NQ′ antennas

verifying the constraint and N antennas selected for transmission, pm for this second option

is given by

pMIN
m = Pr

[
γm ≤ min

i=1,...,N
γi:NQ′ < γm+1

]
= Pr

[
γm ≤ γN :NQ′

< γm+1

]
= FγN :NQ′

(γm+1)− FγN :NQ′
(γm) . (4.43)

The ASE of the signal dimension for the MIN variation is then given by

ηMIN
AM = mt−

1

1− PAPS
buf

Nt∑
NQ′=2

(
Nt

NQ′

)(
1−e−

Q∆max
ρ

)NQ′
e−

(Nt−NQ′ )Q∆max

ρ

mt∑
m=2

FγN :NQ′
(γm). (4.44)
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Finally, the total ASE of the APS scheme is given by

ηAPS = ηSD + ηAM =
1

1− PAPS
buf

min(2n+1−1,Nt)∑
N=2n

(
Nt

N

)(
1− e−

Q∆max
ρ

)N
e−

(Nt−N)Q∆max
ρ

+mt −
1

1− PAPS
buf

Nt∑
NQ′=2

(
Nt

NQ′

)(
1− e−

Q∆max
ρ

)NQ′
e−

(Nt−NQ′ )Q∆max

ρ

×


1
N

∑N
i=1

∑mt
m=2 Fγi:NQ′

(γm), ACT;∑mt
m=2 FγN :NQ′

(γm), MIN;

(4.45)

Similar to the FPS scheme, the effective throughput for the APS is given by

ηAPS
eff = ηAPS ×

(
1− PAPS

buf

)
, (4.46)

where 1 − PAPS
buf represents the probability of successful transmission with the APS scheme

(i.e., NQ′ ≥ 2).

4.4.4 Average Delay

The main advantage of the perfect CSI case is the fact that it comes without transmission

delays. In the limited CSI schemes, however, data is buffered for a channel coherence time

if less than two antennas verify the interference constraint set by the PU. This is similar to

the idea of scan and wait combining [67] where the average delay for these schemes can be

expressed in terms of the number of time slots that the ST needs to wait until a transmission

occurs (i.e., until two or more antennas verify the constraint). Let Nw denote this number,

thus Nw is a standard Geometric random variable with probability mass function given by

Pr [Nw = n] = P n
buf (1− Pbuf) , (4.47)

where Pbuf is given for the FPS and APS schemes by (4.15) and (4.30), respectively.



75

Mean and Variance: Derived from the properties of the Geometric random variable, the

mean Nw and the variance Var [Nw] of Nw are respectively given by

Nw =
Pbuf

1− Pbuf

, (4.48)

and

Var [Nw] =
Pbuf

(1− Pbuf)
2 . (4.49)

Dropping Probability: Another metric showing the effect of delay is the probability of

dropping data. Indeed, for delay sensitive applications data may be dropped if the waiting

time before transmission is above a given threshold Nwth
. This threshold depends on the

type of delay-sensitive application and presents an important quality of service measure.

The dropping probability Pdrop is defined as

Pdrop = Pr [Nw > Nwth
] = [Pbuf ]

Nwth
+1 . (4.50)

4.4.5 ABER

We derive in what follows an asymptotic performance bound for the proposed techniques

under i.i.d Rayleigh flat fading channel conditions. Following the steps of [94] and knowing

that the ABER is a function of both the antenna index detection and the constellation symbol

detection, the overall bit error probability can be bounded as

Pe,bit ≥ Pa + Ps − Pa Ps, (4.51)

where Pa is defined in [46] as the bit error probability of transmit antenna index estimation

given that the symbol is perfectly detected and Ps is defined as the bit error probability

of symbol estimation given that the transmit antenna index is perfectly detected. It was

shown in [94] that the lower bound given in (4.51) is very tight in spite of the assumption of

independent estimation processes of the active antenna index and the transmitted symbol.
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BER of Symbol Estimation: Assuming perfect antenna index estimation, Ps represents

the ABER of the considered adaptive modulation system over Rayleigh fading channels. Ps

is then given as [23, Eq.(35)]

Ps =
1

ηAM

mt∑
m=1

mP bm , (4.52)

where P bm is the ABER for constellation size m, and is given by

P bm =


∫ γ2

0
Pb1 (x) fγsj (x) dx, m = 1;∫ γm+1

γm
Pbm (x) fγsj (x) dx, m > 1;

(4.53)

where fγsj (·) is the PDF of the received SNR from antenna j and was previously derived for

all proposed schemes and Pbm(·) is given by (4.1).

BER of Antenna Index Estimation: The expression of the BER for the antenna index

estimation can be obtained by averaging over possible used modulation and antennas as

Pa =
nt∑
n=1

mt∑
m=1

pn,m Pa|n,m, (4.54)

where pn,m = pn pm is the probability that 2n antennas are available for transmission and

modulation mode m is used, and Pa|n,m denotes the antenna index detection’s error rate

given that modulation mode m and 2n antennas are used for transmission. An asymptotic

performance bound of Pa|n,m for 2m-QAM and 2n antennas with optimal detection is derived

in [94, Eq.(13)] using the union bound (UB) [93, p. 261-262] as

Pa|n,m ≤
2n∑
j=1

2n∑
ĵ=1

2m∑
q=1

N(j, ĵ)P (xjq → xĵq)

2n+m
, (4.55)

where N(j, ĵ) is the number of bits in error between antenna index j and estimated antenna

index ĵ and P (xjq → xĵq) is the pairwise error probability of choosing signal xjq given that
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xĵq was transmitted and is given by

P (xjq → xĵq) = γNr
ASM

Nr−1∑
w=0

(
Nr + w − 1

w

)
(1− γASM)

w, (4.56)

where γASM = 1
2

(
1−

√
ρ|xq |2/2

1+ρ|xq |2/2

)
.

4.5 Numerical Examples

The performance of the proposed schemes is illustrated in this section for a maximum mod-

ulation mode mt = 4 (i.e., the modulation that can be used by the ST varies from BPSK

to 16-QAM) and an ABER constraint Pb0 = 10−3. These numerical examples, obtained by

Monte-Carlo simulations and confirmed with analytical results, are illustrated in terms of

ASE, average delay, effective throughput, and ABER.

ρ

Figure 4.2: Total ASE for all schemes with the ACT variation versus ρ for QdB = 10 dB,
Nr = 1, and Nt = 2 and 16.
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4.5.1 Average Spectral Efficiency

Fig. 4.2 depicts the total ASE for the proposed schemes as a function of the average SNR

per receive antenna ρ using the ACT variation for Nr = 1 and for Nt = 2 and 16. For the

low average SNR range, most antennas verify the interference constraint which increases the

ASE for all schemes. Thus, the more transmit antennas are available at the ST, the higher

is the ASE in that range. This ASE enhancement is mainly due to the spatial constellation

generated by the use of spatial modulation. The highest signal dimension’s ASE is offered

by the Full CSI technique where all antennas are available for transmission thanks to the use

of PA. For high average SNRs, the ASE improves thanks to the use of adaptive modulation.

In this range, data is either buffered or two antennas are available which makes the ASE

for the FPS and APS technique converge to 5 bits/s/Hz (i.e., log2(2 × 16)). For the Full

CSI technique, log2(Nt) bits/s/Hz are generated by the spatial dimension but the signal

dimension for this technique is lower than the limited feedback techniques since PA makes

the transmit power very small for high average SNRs.

ρ

Figure 4.3: Total ASE for the APS scheme with the ACT and MIN variations versus ρ for
QdB = 10 dB, Nt = 4 and different Nr.

For Nt = 2, the FPS and APS schemes offer the same ηSD, which is 1 bit/s/Hz. Still,

the FPS scheme offers slightly higher total ASE in the medium and high average SNR range
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since it always uses power Pmax while the APS uses a lower power due to PA. For high

values of Nt, on the other hand, the APS scheme offers better ASE performance than the

FPS scheme especially in the medium average SNR range. Indeed, while the FPS scheme

buffers all antennas causing an interference above Q to the PU, the latter can tolerate an

interference up to Q×Δmax for the APS scheme. Consequently, more antennas are available

for transmission and thus the ASE generated by the spatial dimension for the APS scheme

outperforms that of the FPS scheme.

Fig. 4.3 compares the ASE for the APS scheme with the ACT and the MIN variations

for Nt = 4, QdB = 10 dB, δdB =0.25 dB, ΔmaxdB =3.75 dB1, and different number of

receive antennas. In the low average SNR range, both variations achieve the same ASE of 3

bits/s/Hz. Indeed, in this range all antennas verify the interference level Q×Δmax and BPSK

is used for transmission. Thus, ηSD and ηAM are given by log2(4) and log2(2), respectively.

In the medium and high average SNR range, the ACT variation offers better ASE since the

actual modulation achieved by each antenna is used in this variation. Fig. 4.3 also shows the

improvement in the ASE with the use of a higher number of receive antennas at the SR.

ρ

Figure 4.4: Average number of waiting time slots required before transmission versus ρ for
QdB = 10 dB and for Nt = 2 and 8.

1ΔmaxdB
is chosen by taking equality in (4.5). In this case, the maximum number of PA steps is Kmax=15.

Thus Nb=4 bits are required to let the ST know the number of needed PA steps in order to reduce the
interference to below Q.
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4.5.2 Average Delay Performance

The ASE performance improvement introduced by the limited CSI schemes in the high aver-

age SNR range comes at the expense of an additional time delay since data is buffered if less

than two antennas verify the interference constraint to the PU. In Fig. 4.4, we depict the

average number of time slots required before finding two acceptable antennas as a function

of ρ for QdB = 10 dB. From this figure, we can see that the higher the average SNR the more

time ST needs to wait before transmitting. Indeed, in this case, fewer antennas verify the

constraint which makes the ST wait for a longer time. This figure also shows the effect of

the number of available antennas at the ST on the delay performance. The higher Nt the

lower the delay experienced by the proposed techniques since the probability of having at

least two antennas verifying the constraint increases with Nt. Moreover, Fig. 4.4 shows the

advantage of APS over FPS in terms of delay. Indeed, the PU in the APS scheme tolerates

an interference level up to Q×Δmax (before using power adaptation) which reduces the prob-

ability of data buffering. While data needs to be buffered in the limited CSI schemes, the

full CSI technique uses the perfect knowledge about the interference channel and performs

PA in order to avoid data buffering.

ρ

Figure 4.5: Effective throughput comparison for all three proposed techniques versus ρ for
QdB = 10 dB, Nr = 1, and for Nt = 2 and 16.
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4.5.3 Effective Throughput

Fig. 4.5 depicts the effective throughput as a function of ρ using the ACT variation for

Nr = 1 and for Nt = 2 and 16. This figure combines the previously presented ASE and delay

results by counting data buffering as zero throughput events. Thus, for high average SNRs, it

becomes very challenging to find antennas verifying the interference constraint which vanishes

the effective throughput. Fig. 4.5 shows that the APS scheme has better performance than

the FPS scheme thanks to the use of PA. It also shows that the full CSI has the best ηeff

since this scheme does not experience data buffering.

ρ

Δ → ∞

Δ

Δ

Δ Δ

Figure 4.6: ABER comparison for all schemes with the MIN variation as a function of ρ for
QdB = 10 dB, Nt = 2, and Nr = 4.

4.5.4 Average Bit Error Rate

The effective throughput improvement gained by the full CSI technique comes at the expense

of a lower ABER performance compared to the limited CSI schemes as shown in Fig. 4.6.

Indeed, PA minimizes the transmit power for the ideal case especially in the high average

SNR range. The FPS scheme offers the best error performance since the selected transmit

antenna always uses its maximum transmit power Pmax when enough antennas are available

for transmission. Fig. 4.6 also confirms that the APS scheme can be seen as a delay-ABER
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tradeoff scheme between the ideal and the FPS techniques. Indeed, depending on the values

taken by Δmax, the APS scheme converges to one of other techniques. In this context, for

very high values of Δmax the APS scheme is equivalent to the ideal case where data buffering

is not required and the ABER converges to an error floor. For very small values of Δmax, an

improvement in the ABER performance is observed at the expense of higher average delay

and APS converges to FPS.

ρ

Figure 4.7: ABER comparison for the FPS scheme for both variations and the SM technique
versus ρ for QdB = 10 dB, Nt = 2, and Nr = 4.

Fig. 4.7 depicts an ABER performance comparison between the ACT and MIN variations

for the FPS scheme as function of ρ for Nt = 2 and Nr = 4 with both theory and simulations.

This figure confirms the motivation behind proposing the MIN variation. That is, the ASE

improvement offered by the ACT variation compared to the MIN variation, comes at the

expense of a slight degradation in the ABER. This lower ABER performance added to the

additional decoder’s complexity for the ACT variation are mainly due to using different

constellations by different transmit antennas. In this scenario, an antenna index detection

error may come with a decision on a signal drawn from a constellation other than the actual

one used for transmission. In Fig. 4.7 we also compare the performance of the FPS scheme to

the exiting SM technique where a fixed constellation is used throughout the communication

[32]. In the low average SNR range, the FPS scheme behaves similar to the SM scenario with
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M = 2 since BPSK is mostly used in that range. In the high average SNR range, on the other

hand, the proposed Nt×Nr FPS scheme with M -QAM starts to use higher modulations and

finally converges to the performance of a 2 × Nr SM system using 16-QAM. In this range

only two antennas on average verify the interference (data is buffered otherwise) and the

used antenna is able to reach the highest possible modulation. In the same context, we can

see from this figure that the FPS scheme has the same diversity order as that of SM, which

comes only with receive diversity and does not offer any transmit diversity.

4.6 Conclusion

We proposed in this chapter a number of adaptive transmission techniques for spectrum

sharing systems. Using ASM in a MIMO underlay cognitive radio scenario, the FPS and

APS limited CSI schemes are proposed in order to improve the performance of the secondary

link while satisfying the interference constraint to the PU. These schemes were shown to

take advantage of the low system complexity and high data rates achieved by ASM in order

to enhance the performance of the secondary link while only requiring a limited knowledge

about the interference channel to the PU. We have also proposed an ideal case, assuming

full interference link’s CSI at the ST, as a benchmark for the limited CSI schemes. This

ideal case comes with the advantage of removing the need of data buffering but at the

expense of an ABER performance degradation. In order to enhance this performance, the

APS scheme is proposed a delay-ABER tradeoff scheme between the FPS and the Full CSI

techniques. Indeed, the APS scheme was shown to capture the advantages of the ideal and

FPS techniques, both in terms of delay and ABER.



Chapter 5

Enhanced Space-Shift Keying with

Reconfigurable Antennas

5.1 Introduction

Since the turn of the century, cellular industry has been experiencing a tremendous growth

in mobile data traffic. Challenged by this unprecedented data surge, researchers and net-

work operators have proposed and implemented new protocols, transmission technologies,

and network infrastructure solutions aiming to maximize both the spectral efficiency and the

achievable throughput. While these solutions are optimized from the spectral efficiency per-

spective, they are generally not well designed to address other related complexity and power

consumption issues [29]. Thus, achieving high data rates with these techniques comes at the

expense of high energy consumption and increased system complexity [95]. In this context,

SM, SSK, and GSSK were proposed as low-complexity and energy-efficient implementations

of MIMO systems. Similar to SM, the key idea behind SSK is the use of a single RF chain

during each transmission. Thus, only one antenna remains active during data transmission,

which comes with the advantages of avoiding inter-antenna synchronization and removing

inter-channel interference. While SSK offers this low overall system complexity, it has been

shown that this modulation scheme can offer better ABER performance as compared to some

popular MIMO techniques including the V-BLAST architecture, the Alamouti scheme, and

APM techniques [33].

84
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Owing to its above-mentioned advantages, SSK has received a considerable attention

from the research community [79, 81, 96], and references therein. However, one of the main

practical implementation challenges in SSK is the fast RF switching process. Indeed, because

of its specific encoding mechanism, the active transmit antenna in SSK changes in every

channel use. Consequently, the single-RF implementation in this modulation technique needs

a sufficiently fast RF switch operating at the symbol rate. In this context, high-speed RF

switches constitute a critical part of the transmitter design [95]. In order to address this RF

switching issue, single-RF MIMO systems can be implemented using the concept of parasitic

antennas. Indeed, similar to the SSK modulation, new multiple antenna designs based on

parasitic antennas have been proposed in order to enable multiplexing gains with a single

RF element [36]. Thanks to the use of many passive antenna elements, the parasitic array

in these techniques is capable of changing its radiation pattern on each symbol period and

thus offering cost and energy effective solution for the implementation of MIMO systems.

These parasitic systems have been recently implemented and tested in indoor propagation

environments [37,97].

Inspired by the low implementation-complexity offered by parasitic antennas, we use new

antenna designs based on the concept of RAs in order to improve the performance of SSK

and address its implementation challenges. Indeed, all the previously considered SSK studies

are based on conventional antenna theory in the sense that each antenna has fixed antenna

characteristics. These conventional antennas typically come with a fixed radiation pattern

for specific operating frequency and bandwidth. On the other hand, the concept of RAs,

including parasitic antennas discussed above, represents a new emerging technology that

provides antennas with the ability of dynamically modifying their characteristics, such as

operating frequency, radiation pattern, and polarization [38]. Thanks to these modifications,

RAs offer different interplays with the multipath propagation channel. The core idea of wire-

less communication systems based on RAs relies on how to exploit these interplays between

the impulse response of the propagation channel and different RAs’ radiation states. In this

context, the reconfigurable properties of RAs can be used as additional degrees of freedom

in order to improve the performance of wireless communication systems including MIMO

techniques [39–41].
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The impact of RAs on the radio characteristics of Rician propagation channels has been

recently investigated in [86]. Based on a LOS multipath prorogation model, it was shown

that the interplay between RAs and the propagation channel has an impact on important

channel characteristics such as the Rician K-factor and the polarization correlation coeffi-

cients. Taking advantages of these additional degrees of freedom, the error performance of

SSK can be improved by selecting antenna configurations that minimize the Rician K-factor

and the correlation coefficients. Indeed, unlike conventional modulation schemes, the error

performance of SSK was shown to improve for lower values of the Rician K-factor [98]. In

fact, SSK modulation requires the wireless links to be sufficiently different from each other

in order to achieve good performance which can be satisfied for higher amounts of fading,

i.e., for lower values of K. Similarly, selecting RAs’ configurations minimizing the correlation

coefficients improves the performance of SSK.

In light of the above, combining SSK-MIMO with the concept of RAs looks to be very

promising. Taking advantage of this combination, we propose a number of SSK-RA schemes

aiming at improving the performance of SSK in terms of complexity, ASE, and ABER per-

formance over generic Rician fading channels. The performance of these schemes is analyzed

in terms of ASE and ABER then confirmed with selected numerical results. These results

are compared to the performance of SSK in order to highlight the enhancements gained by

the proposed SSK-RA schemes.

The advantages of SSK-RA, i.e., combining SSK with RAs, can be summarized as follows:

• RAs allow for using only one RF chain while offering many polarization states to select

from. This alleviates the need to do RF switching, which is a potential problem of SSK

from an implementation point of view.

• RAs can be designed to have more polarization states than needed. Consequently,

there will be more degrees of freedom, which can be used to enhance the performance

of SSK both in terms of bit error rate and/or spectral efficiency. That is, using more

states is equivalent to using more antennas in the conventional SSK, which improves

the spectral efficiency. On the other hand, when the best subset of states are used, the

bit error rate performance will be improved.
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• Considering Rician channels, SSK performs better when the Rician K-factor is low since

it implies the channels are more random. In the context of RAs, there is an interplay

between the channel characteristics and the polarization states (more on this later).

Therefore, one may pick states yielding the lowest K-factor. It is true that there will be

some correlation among the various states, which degrades the performance. However,

this can be controlled by selecting states having the lowest correlation possible.

• Further performance enhancements may be achieved in a closed-loop setting where the

receiver feeds back information about the states that yield the best performance.

The remainder of the chapter is organized as follows. Section 5.2 starts with an intro-

duction to the concept of RAs then gives the details behind the system and radio channel

models including the interplay between RAs and the multipath propagation channel and

finally presents the channel correlation model. Section 5.3 defines the proposed SSK-RA

schemes and their modes of operation. Section 5.4 presents the optimal detector and Section

5.5 analyses the error performance of the proposed schemes. Next, Section 5.6 illustrates and

confirms the performance of the SSK-RA schemes via selected numerical results and Sec-

tion 5.7 gives selected preliminary results for SSK-RA in spectrum sharing systems. Finally,

Section 5.8 concludes the chapter.

5.2 System and Channel Models

5.2.1 Reconfigurable Antennas (RAs)

Multiple-antenna communication systems are based on conventional antenna theory in the

sense that each antenna has fixed characteristics. In this context, conventional antennas typ-

ically have a fixed radiation pattern at a specific operating frequency and bandwidth. On the

other hand, RAs is a new emerging technology that provides antennas with the capability of

dynamically modifying their characteristics, such as operating frequency, radiation pattern,

and polarization. This reconfiguration capability can be achieved via different approaches

such as changing the physical structure of the antenna, altering the feed methods, and con-
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trolling the current density. The performance level and the design requirements determine

the choice of the reconfiguration methods to be employed. The core idea of RAs is based on

creating different paths by changing the current distribution in an antenna. The geometry

of different paths for different current distributions determines how the antenna radiates its

energy into a propagation channel and/or how the antenna receives radio frequency from

this channel. The path geometry control is performed as internal mechanisms via different

techniques including RF switches, varactors, micro-electro-mechanical (MEM) switches, and

tunable materials [38].

Reconfigurable antenna technology is different from smart antenna technology since the

reconfiguration process lies inside the antenna rather than in the external network as in beam-

forming techniques. The most challenging part in antenna reconfiguration is the capability

of the RA to tune several antenna parameters simultaneously such as resonance frequency,

radiation pattern and polarization. For instance, the pattern reconfiguring of a dipole antenna

takes place via its polarization parameter α. This parameter modifies the antenna gain

pattern for both vertical and horizontal polarizations. These antenna gains are respectively

given as follows [85]

Gv(θ, φ, α) = D (cos θ cosφ sinα− sin θ cosα)2 cos2 (πζ/2)

(1− ζ2)2
, (5.1)

Gh(θ, φ, α) = D sin2 φ sin2 α
cos2 (πζ/2)

(1− ζ2)2
, (5.2)

where α is the angle between the antenna and the z-axis with respect to the vertical zx-plane,

ζ = sin θ cosφ sinα + cosφ cosα, and the coefficient D corresponds to the directivity of the

antenna and is equal to 1.64 (2.15 dB) for a half-wavelength dipole antenna. The angles θ

and φ are the elevation and azimuthal angles of the rays arriving from the dipole antennas

dipole antenna with respect to the z-axis and the x-axis, respectively. When α = 0o, the

vertical polarized radiation pattern has the well-known donut shape in 3D and this shape

changes for different values of α as we show later.

The radiation pattern for every value of α is called antenna radiation state or, simply,

antenna state. The core idea of wireless systems based on RAs relies on how to exploit
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different states are obtained by changing the polarization of these transmit antennas. In

this context, different antenna states represent different radiation patterns of an antenna.

To be more specific, reconfiguring the pattern of an antenna takes place by changing the

inclination angle α from the z-axis in the vertical zx-plane (selected examples of radiation

patterns of a half-wavelength dipole antenna for different polarization parameters α are given

later). The receive antennas, presented by triangles, are conventional antennas offering no

reconfigurability. Similar to SSK, the selection of the antenna and the polarization to be

used for transmission is performed based on the incoming bits. Indeed, once transmit an-

tenna i is selected using log2(Nt) bits, one of the Nsi antenna states is selected using the

subsequent log2(Nsi) bits. The details behind antenna and polarization selection processes

for the proposed SSK-RA schemes is explained in details in Section 5.3.

5.2.3 Impact of RAs on the Radio Channel

The impact of RAs on the radio channel characteristics has been recently investigated in [86].

Using a LOS multipath prorogation model, it was shown that changing the polarization pa-

rameter of a half-wavelength dipole antenna does not affect the type of statistical distribution

of the channel but rather changes the distribution parameters. In particular, assuming a Ri-

cian fading channel, it was shown that changing the antenna state of the RA impacts one of

the important parameters of the Rician distribution: the K-factor. Indeed, the interplay be-

tween the propagation channel and the RAs’ patterns can increase or decrease the K-factor.1

The variability of K for different antenna radiation states is given by

K = a k(α) + b, (5.3)

where k(α) is the basic variability trend as a function of the polarization factor α and is

given as [86]

k(α) = 1.252− 0.4597 cos (7.503α) + 0.3736 sin (7.503α)

+ 1.256 cos (15α)− 0.3776 sin (15α). (5.4)

1This variation can be exploited in order to improve the performance of LOS wireless communication
systems as explained in Section 5.3.
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The parameters a and b are scaling factors that depend on the propagation environment;

indoor (e.g., office, hall, corridor, etc) and outdoor (e.g., urban, suburban, rural, etc). a and

b can be derived using [99, Table I] and are given in Table 5.1 where d represents the distance

between the transmitter and receiver and K(0o) represents the K-factor for α = 0o.

Table 5.1: Scaling parameters for different environments (5 GHz band).

Indoor (office) Indoor (hall) Microcell Rural
d (m) 5 10 50 500

K(0o) dB 8.3 - .06d 33.6+ .13d 3+ .0142d 3.7+ .01d

a 3.5 15 1.5 4
b 1 5 0.7 0.54

Based on these results, the variation of K as a function of the polarization parameter α is

summarized in Fig. 5.2 considering different propagation environments in the 5 GHz band.

α

α

Figure 5.2: K-factor variation with different radiation patterns and propagation environments
for LOS propagation in the 5 GHz band.

5.2.4 Radio Channel Model

Inspired by the LOS propagation model considered in [86], we assume that the received

signal from each state experiences correlated and non-identically distributed Rician fading
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over the transmit-receive wireless link. The radio channel is considered as a combination of

the propagation channel (impact of the environment without antenna, i.e., assuming isotropic

antenna) and the effect of antennas with the multipath components. In SSK-RA, similar to

SSK, only one antenna is switched on for data transmission while all remaining antennas

are kept silent. Assuming that antenna i, i = 1, 2, . . . , Nt, is activated for transmission, let

hjil , l = 1, 2, . . . , Nsi , and j = 1, 2, . . . , Nr be the channel coefficient between antenna i and

the jth receive antenna when antenna state Si,l is used (i.e., polarization parameter αl is

selected at antenna i). Given that the fading parameter for each of these channel coefficients

is a function of the polarization angle and the propagation environment, each hjil has a

complex Gaussian distribution with mean µl and variance σ2
l , i.e., CN (µl, σ

2
l ). Thus, the

K-factor for this Rician channel when antenna i is used with antenna-state Si,l is given by

Kl = µ2
l /(2σ

2
l ). Letting Hi = (hjil)j,l be the Nr × Nsi channel matrix between different

states in antenna i and different receive antennas, the extended channel matrix including

all transmit antennas and states has a dimension of Nr × Ns, where Ns =
∑Nt

i=1Nsi , and is

given by H = [H1 H2 . . . HNt ]. The transmitted signal through this channel experiences an

Nr-dim normalized AWGN η = 1√
N0

[η1, η2 . . . , ηNr ]
T having i.i.d entries following a complex

Gaussian distribution with zero mean and variance N0, i.e., CN (0, N0).

5.2.5 Correlation Model

Assuming correlated Rician fading over the transmit-receive wireless link, the proposed cor-

relation model takes into account the correlation between different states within the same

and different antenna. Thus, we look into two different types of correlation: polarization

correlation and spatial correlation.

Polarization Correlation

The polarization correlation, denoted by ρp, describes the correlation between different states

within the reconfigurable antenna. Similar to the variation of the K-factor with different

polarization parameters, the correlation factor between different antenna-states is a function

of the used polarization angle. Using curve-fitting, we derive the expression of the polarization
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correlation coefficient ρp as a function of α as

ρp(α) = 0.277 + 0.823 cos (0.035α)− 0.098 cos (0.07α). (5.5)

Fig. 5.3 depicts the variation of ρp as a function of the polarization angle in reference

to the angle α = 0o. Thus, in order to find the polarization correlation between two states

corresponding to two different polarization angles α1 and α2, we can use the figure or Eq.

(5.5) by letting α = α1 − α2. For example, the polarization correlation between the angles

20o and 50o is equal to 0.75 as seen in Fig. 5.3 for α = 30o.

α

ρ

Figure 5.3: Polarization correlation as a function of α.

Spatial Correlation

While states within the same antenna experience correlation coefficients according to (5.5),

states within different transmit antennas are subject to spatial correlation ρs in addition to

the polarization correlation ρp. For the same antenna-state within different antenna elements,

we use the exponential correlation model where the spatial correlation reduces exponentially

with the distance between different antennas [100]. In this context, the correlation between

two antennas i and j separated by distance di,j is given by ρ
di,j/(λ/2)
s , where ρs is a constant
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factor between 0 and 1 used to study the performance of different correlation coefficients,

λ is the wavelength, and di,j/(λ/2) is the normalized distance. Assuming that all transmit

antennas are uniformly separated by λ/2, the spatial correlation between antenna i and

antenna j is then given by ρ
|i−j|
s .

Combined Correlation Model

For simplicity of implementation, we consider the “Kronecker model” [101] as a combined

channel correlation model taking both spatial and polarization correlations into consideration.

It is recognized that this model does not capture all possible correlation scenarios to their full

extend [102], however, it is used here since it shows similar performance trends for different

correlation models. The correlated channel matrix H is given as a function of the uncorrelated

channel matrix Hu as

H = R
1/2
Rx Hu R

1/2
Tx , (5.6)

where RRx is an Nr×Nr matrix representing the correlation between different receive anten-

nas. At the receiver side, only spatial correlation is considered and the correlation between

receive antennas j1 and j2 is given by RRx(j1, j2) = ρ
|j1−j2|
s . RTx is an Ns ×Ns matrix rep-

resenting the correlation between different antenna-states either within the same or different

transmit antennas. RTx can be represented as

RTx =


R1,1 . . . R1,Nt

...
. . .

...

RNt,1 . . . RNt,Nt

 , (5.7)

where Ri1,i2 , (i1 = 1, . . . , Nt, i2 = 1, . . . , Nt), is a Nsi1
×Nsi2

matrix representing the corre-

lation between the states in antenna i1 and antenna i2. Assuming that state u at antenna i1

and state v at antenna i2 correspond to the polarization parameters αu and αu, respectively,

the elements in the u-th row and the v-th column of Ri1,i2 is then given by

Ri1,i2(u, v) = ρp(αu − αv)× ρ|i1−i2|s , (5.8)
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where u = 1, . . . , Nsi1
and v = 1, . . . , Nsi2

. The multiplication of the spatial and polarization

correlations is chosen by intuition and does not capture the real correlation scenario. However,

the choice of this model encompasses all three possible scenarios: (i) for different states within

the same antenna, the correlation reduces to the polarization correlation ρp, (ii) for the same

state within different antennas, the correlation reduces to the spatial correlation ρs, and (iii)

for distinct states within different antennas, the correlation includes both the polarization

and spatial correlations.

5.3 Proposed SSK-RA Variations

Unlike conventional modulation schemes, the ABER performance of SSK was shown to im-

prove for lower values of the Rician K-factor [98]. Indeed, SSK modulation requires the

wireless links to be sufficiently different from each other in order to achieve good perfor-

mance which can be satisfied for higher amounts of fading, i.e., for lower values of K. Based

on this result, the initial selection of different antenna states available at each antenna is not

done arbitrarily in our schemes. To be more specific, using the variability of the K-factor

and the polarization correlation ρp as a function of the polarization parameters given by

(5.3) and (5.5), respectively, the choice of the antenna states minimizing the K-factor and

the correlation coefficients is done according to different selection criteria. In what follows,

we first present three different scenarios used for antenna-states. Then, we present the mode

of operation of SSK-RA once a decision is made on the antenna-states that can be used at

each transmit antenna.

5.3.1 State Selection Scenarios

Minimizing K

It was shown earlier that the variation of the K-factor as a function of the polarization

parameters has some sort of periodicity. Thus, taking advantage of this behaviour, the states

available at each antenna are chosen to minimize the channel’s K-factor. In this context, the

first used scenario assumes that the states with the minimum value of the K-factor achieved
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by all possible polarization angles α, α ∈ [−180o, 180o], are selected independently of their

polarization correlation ρp. This first selection scenario is summarised by Algorithm 4 below.

Algorithm 4 Minimizing K

For i = 1 : Nt

For j = 1 : Nsi

Find αj = arg min
α6=αl

K(α), l = 1, . . . , j − 1;

End
Use states α1, α2, . . . , αNsi in antenna i;

End

Minimizing ρp

This second scenario aims at selecting antenna-states with the minimum polarization corre-

lation values. In this case, minimum values of ρp are chosen independently of K as shown in

Algorithm 5 below.

Algorithm 5 Minimizing ρp

Set α0 = 0o

For i = 1 : Nt

For j = 1 : Nsi − 1

Find αj = arg min
α

ρp(α, αl), l = 1, . . . , j − 1

End
Use states α0, α1, . . . , αNsi−1 in antenna i

End

Joint Minimization of K and ρp

In this third scenario, the Rician K-factor and the polarization correlation are jointly min-

imized in order to further enhance the performance of the two previous SSK-RA scenarios.

In this case, the selected states need to verify that K and ρp are below certain thresholds

given respectively by Kmin and ρmin. These minimum values are chosen while compromis-

ing between the computational complexity and performance. Indeed, lower values of these
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thresholds improve the performance but increase the time and complexity to find the states

that can be used. We summarize the joint selection process of the Rician K-factor and the

polarization correlation ρp in Algorithm 6 below.

Algorithm 6 Joint Minimization of K and ρp

Let S = {α, such that K(α) ≤ Kmin} and L = |S|
For i = 1 : Nt

For u = 1 : L
N = 1, State(1) = αu
For v = u+ 1 : L

If ρp(αu, αv) ≤ ρmin ⇒ N = N + 1, State(N) = αv
If N = Nsi ⇒ Stop, use these Nsi states

for antenna i, and move to antenna i+ 1
End

End
End

5.3.2 Mode of Operation

Once the transmitter decides on which states to be available at each transmit antenna accord-

ing to the above different scenarios, the SSK-RA schemes use joint antenna and state selection

based on the incoming bits without requiring any feedback from the receiver. Indeed, similar

to SSK, the transmitter encodes log2(Nt) bits into the index of a single transmit-antenna. If

antenna i is selected for transmission, the next log2(Nsi) bits are encoded into the index of a

single antenna-state (assuming that the number of states is a power of two). Thus, antenna

i is activated for transmission for the next time slot using the selected antenna state. An

example of antenna-state mapping when four states are available at each antenna is given in

Fig. 5.4 at the top of next page. Different antenna patterns of vertical polarization of the

rotation angles are also given in the same figure.
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(a) 00 → Polarization angle α = 0o (b) 01 → Polarization angle α = 20o

(c) 11 → Polarization angle α = 40o (d) 10 → Polarization angle α = 60o

Figure 5.4: Antenna patterns of vertical polarization of the rotation angles. Example of
antenna state selection and mapping based on the incoming bits.

5.4 Optimal Detection

Assuming that the i-th antenna is selected for transmission using state Si,l, the output of the

channel can be expressed as

y =
√
ρhil + η, (5.9)

where hil denotes the l-th column of Hi (equivalently, hil denotes the (
∑i−1

n=1Nsn + l)-th

column of the extended channel matrix H) and ρ = Pt/N0 where Pt is the power used at

the transmitter. Please note that ρ is different from the previous two chapters where it was

defined as the average receive SNR. In this chapter, we define the SNR ρ using the transmit

power for fairness of comparison between SSK and SSK-RA. Indeed, when using RAs the

received power is different from an antenna state to the other for the same Pt because the



99

change in the antenna radiation pattern.

The detector’s main task is to find the antenna-index and the antenna-state used for

transmission. Assuming equally likely inputs, full receive channel state information, and per-

fect time-synchronization at the receiver, this information can be decoded using the optimal

ML detector as follows [33]

[̂i, l̂] = arg max
i,l

fY (y|xil ,H) = arg max
i,l

Dil , (5.10)

where xil is a
∑Nt

n=1Nsn × 1 vector with all entries equal to zero except the (
∑i−1

n=1Nsn + l)th

entry being equal to one, fY (y|xil ,H) = π−Nr exp
(
−‖y −√ρHxil‖2

F

)
is the PDF of the

received signal conditioned on xil and H. Dil denotes the decision metric used in order to

conclude that the i-th antenna is used with state Si,l and is given by

Dil = Re

{(
y −
√
ρ

2
hil

)H
hil

}
, (5.11)

where ‖ · ‖F and (·)H respectively denote the Frobenius norm and the conjugate transpose of

a vector/matrix. Re{·} denotes the real part of a complex number.

5.5 Bit Error Rate Performance Analysis

5.5.1 General Scenario

Similar to SSK [33], the ABER performance of SSK-RA is derived using UB. Considering

the general case of Nt RAs at the transmitter and Nsi available states at the i-th transmit

antenna, the UB on the ABER can be formulated as

ABER ≤ 1

Nt,s − 1

Nt∑
n=1

Nsn∑
u=1

Nt∑
m=n+1

Nsm∑
v=1

ABERnu,mv , (5.12)

where Nt,s =
∑Nt

i=1 Nsi represents the total number of states available at all transmit antennas

and ABERnu,mv is defined as the pairwise error probability between transmit-antenna n using
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state u and transmit-antenna m using state v, i.e., the probability of detecting the u-th state

in antenna n when, instead, the v-th state in antenna m is actually used for transmission,

and vise-versa.

Let xnu denote the signal transmitted using antenna state u in the n-th antenna. Fol-

lowing the same steps as in [33], the conditional error probability of deciding on xmv given

that xnu is actually transmitted is given by

Pe (xnu → xmv |H) = Pe(Dmv > Dnu|H)

= Q


√√√√ρ

Nr∑
l=1

|hlnu − hlmv |2

 = Q
(√

ρ γmu,nv

)
, (5.13)

where Q(x) = 1/
√

2π
∫∞
x
e−

z2

2 dz is the Q-function and γmu,nv =
∑Nr

l=1 |hlnu − hlmv |2.

Letting ψl = hlnu − hlmv = ψR
l + jψI

l , where R and I denote the real part and the

imaginary part, respectively, we define the 2Nr × 1 vector Ψ = [ψR
1 , . . . , ψ

R
Nr
, ψI

1, . . . , ψ
I
Nr

]T,

where [·]T denotes the transpose of a vector/matrix. Let Ku denote the of the Rician K-

factor between the u-th state and any receiver antenna. Thus, this channel has mean µu =√
Ku/(Ku + 1) and variance σ2

u = 1/(2Ku + 1). With these definitions, Ψ is a Gaussian

distribution vector with a 2Nr × 1 mean vector µΨ having equal components given by

µΨ(l) = |µu − µv|, for l = 1, . . . , 2Nr (5.14)

and a 2Nr × 2Nr covariance matrix ΣΨ given by

ΣΨ =


ΣRR

Ψ 0

0 ΣII
Ψ

 , (5.15)

where 0 is an Nr × Nr matrix with all elements equal to zero. ΣRR
Ψ = ΣII

Ψ are Nr × Nr
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matrices with the element on the l1-th row and l2-th column given by

ΣRR
Ψ (l1, l2) =

(
σ2
u − 2σuσvρp(αu − αv)ρ|m−n|s + σ2

v

)
× ρ|l1−l2|s , for l1 = 1, . . . , 2Nr and l2 = 1, . . . , 2Nr

(5.16)

where αu and αv are the polarization angles for state u and state v, respectively.

Based on the results derived above, γmu,nv is the summation of the absolute square values

of Nr complex Gaussian random variables with mean and covariance matrix given by (5.14)

and (5.15) respectively. Thus, the moment generating function (MGF) of γmu,nv can be

obtained using the result of [103, Eq. (25)] as

Mγmu,nv (s) =
2Nr∏
i=1

[√
1

(1 + 2λi s)
e
− δ2i s

1+2λi s

]
=

2Nr∏
i=1

(1 + 2λi s)
−1/2 e

−
∑2Nr
j=1

δ2j s

1+2λj s , (5.17)

where δi is the i-th element of the vector δ = UTµΨ and U is a 2Nr×2Nr orthogonal matrix

containing the eigenvectors of ΣΨ. λi is the i-th diagonal element of the diagonal matrix D

of the eigenvalues of ΣΨ, i.e., ΣΨ = UDUT, where D = diag(λ1, λ2, . . . , λ2Nr).

Using the results of [103, Theorem I], the PDF of γmu,nv can be obtained as

fγmu,nv (γ) = ξ
∞∑
k=0

ρk
γNr+k−1e

− γ
2λ1

2λ1
Nr+kΓ(Nr + k)

, (5.18)

where

ξ =
2Nr∏
i=1

[√
2λ1

2λi
e
− δ2i

2λi

]
, (5.19)

Γ(·) is the Gamma function, λ1 = min{λi : 1 ≤ i ≤ 2Nr}, ρ0 = 1, and ρk is obtained

recursively by the formula

ρk =
1

2k

k∑
i=1

[
2Nr∑
j=1

(
1− λ1

λj

)i
+
iλ1δ

2
j

λj
2

(
1− λ1

λj

)i]
ρk−i. (5.20)

Following the steps of [98], the ABER for the case of the considered states is derived using
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the PDF approach as

ABERnu,mv(ρ) =

∫ ∞
0

Q (
√
ρz) fγmu,nv (z)dz

=
ξ

2
√
π

∞∑
k=0

[
2 ρk

Γ(k + 1/2)
G 2 1

2 2

(
1/2−k 1

0 1/2

∣∣∣λ1ρ/2
)]

,
(5.21)

where Gm n
p q

( a1,...,ap
b1,...,bq

∣∣z) is the Meijer-G function defined in [104, Ch 8, pp. 519]. Thus, an

upper bound on the ABER can be obtained using (5.12) and (5.21).

5.5.2 Special i.i.d Scenario

In this special case, the selected states are uncorrelated and they have the same value of K

(i.e., same mean and variance). Let Kc denote this common value of K. Thus, hlnu − hlmv

is distributed as CN (0, 2σ2
c ), where σ2

c = 1/(2Kc + 1). Consequently, the MGF of γmu,nv for

this case is simplified as

Mi.i.d
γmu,nv

(s) =
1

(1 + 2σ2
c s)

Nr
. (5.22)

In this case, the ABER can be obtained using the MGF-approach as

ABERmu,nv =
1

π

∫ π
2

0

Mγmu,nv

(
ρ

2 sin2(θ)

)
dθ. (5.23)

Using [105, Eq. (5.17)] and (5.23), we derive the closed-form expression of ABERmu,nv as

ABERi.i.d
mu,nv

=
1

2
− 1

8

√
σ2
cρ

σ2
cρ+ 1

Nr−1∑
k=0

(
2k

k

)(
1

σ2
cρ+ 1

)k
. (5.24)

This result can also be derived using the PDF approach where the PDF of γmu,nv in this case

is given by

f i.i.d
γmu,nv

(γ) =
1

(2σ2
c )
Nr(Nr − 1)!

γNr−1e−γ/2σ
2
c . (5.25)

In this special case, ABERmu,nv is the same for any pair of transmit antennas and states.
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Thus, the ABER for the proposed SSK-RA schemes in this case is upper-bounded as

ABERi.i.d ≤ Nt,s

2
ABERmu,nv . (5.26)

5.6 Numerical Examples

we illustrate the performance of the proposed SSK-RA schemes via selected numerical ex-

amples. These results are obtained by Monte-Carlo simulations and confirmed with analyt-

ical results. In order to highlight the performance improvements achieved by the SSK-RA

schemes, we also compare the obtained results to the conventional SSK.

The use of RAs at the transmitter offers another degree of freedom that can be used to

improve the ASE of SSK. Indeed, while SSK offers a throughput of log2(Nt) bits per channel

use, the SSK-RA schemes offer an ASE η given by

η = log2(Nt) +
1

Nt

Nt∑
i=1

log2(Nsi), (5.27)

where Nsi was previously defined as the number of states available at the ith transmit an-

tenna. For a fair comparison, the ABER results are generated for the SSK and SSK-RA

systems operating at the same ASE. In this context, we consider an Nt × Nr SSK-MIMO

system with conventional antennas and we compare its performance to an SSK-RA system

having the same number of receive antennas but coming with one reconfigurable transmit an-

tenna operating with Nt states (i.e., 1Nt ×Nr). While both settings offer an ASE of log2(Nt)

and achieve spatial multiplexing with a single RF chain, SSK-RA comes with much lower

complexity. Indeed, while an 1Nt×Nr system requires only one RF chain to be implemented,

the Nt ×Nr SSK scenario requires multiple chains to be available [37]. Moreover, switching

between antenna states results from altering the surface current distribution and thus comes

with lower complexity and lower cost when compared to switching between RF chains during

each transmission period. Furthermore, the integration of a single reconfigurable antenna

with multiple states in cost and size sensitive wireless devices, such as mobile terminals, is

more practical than the implementation of multiple antennas in these devices [36].
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ρ

ρ

ρ

Figure 5.5: ABER comparison for SSK-RA and SSK with simulation and theory with the
following setup: (i) scenario taking the minimum K-factor independently of ρp, (ii) indoor
environment (office), (iii) equal throughput of 1 bit/s/Hz, Nr = 2, and ρs = 0 and 0.65.

Fig. 5.5 depicts the ABER performance of SSK and SSK-RA as a function of ρ = Pt/N0

for an indoor office environment with both theory and simulations for Nr = 2. For the SSK-

MIMO system, we consider conventional transmit antennas with a fixed polarization angle

α = 0o. Based on the results provided in Table 5.1, the Rician fading channel for this given

environment and antenna polarization has a K-factor equal to 8.16 dB. From Fig. 5.5, we

can clearly see the ABER performance improvement offered by the SSK-RA schemes thanks

to the use of RAs. In this presented scenario, the states minimizing the Rician K-factor

are considered to be available at the transmit antenna independently of their polarization

correlation ρp (i.e., minimum K scenario). Fig. 5.5 also shows the impact of the spatial

correlation ρs on the ABER performance. We can see that the considered 12 ×Nr SSK-RA

scheme is more robust to increasing values of ρs. Indeed, using a single transmit antenna

alleviates this impact and only receive antennas are subject to the spatial correlation while

transmit states experience polarization correlation having lower impact than ρs. This explains

the higher ABER degradation experienced by conventional SSK for higher values of ρs.

Fig. 5.6 depicts the ABER performance of SSK and SSK-RA as a function of ρ for the

same setup considered in Fig. 5.5 but with four receive antennas instead of two. From this
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ρ

ρ

ρ

Figure 5.6: ABER comparison for SSK-RA and SSK with simulation and theory with the fol-
lowing setup: (i) Minimum Kscenario, (ii) indoor environment (office), (iii) equal throughput
of 1 bit/s/Hz, Nr = 4, and ρs = 0 and 0.5.

figure, we can confirm the considerable ABER performance improvement offered by SSK-RA

thanks to the use of RAs. Indeed, for ρs = 0, SSK-RA requires 5 dB less than SSK in order

to achieve the same ABER of 10−5. This gap grows to around 8 dB for a spatial polarization

equal to 0.5 and increases for higher values of ρs. In addition to this considerable ABER

improvement, SSK-RA with a single transmit antenna and multiple states comes with much

lower implementation cost and complexity when compared to SSK with multiple transmit

antennas. Furthermore, Fig. 5.6 confirms that the diversity order of SSK-RA, similar to

SSK, increases with Nr.

Fig. 5.7 depicts the ABER performance comparison between different SSK-RA state-

selection scenarios as a function of ρ for an indoor office environment. The joint selection of

K and ρp according to Algorithm 6 offers the best ABER performance. Indeed, while the

first scenario minimizes the values of K, it has no control over the polarization correlation.

Similarly, the second scenario allows for selecting states with low polarization correlation but

these states may come with higher values of K than the previous scenarios. We can also

conclude that the Rician K-factor has higher impact on the ABER performance than ρp

does. In this context, the scenario selecting the minimum K can be seen as a performance-
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Figure 5.7: ABER comparison for different SSK-RA scenarios for ρs = 0 and Nr = 4. For
the joint scenario, we use Kmin = 1 dB and ρpmin

= 0.25.

computation tradeoff scheme between the two other scenarios. Indeed, the joint process offer

the best ABER performance but comes with higher computational complexity in order to

find the antenna-states that jointly minimize the K-factor and ρp.

Fig. 5.8 highlights the effect of increasing the number of antenna-states at the transmitter

on the ABER performance of SSK-RA. In this context, we compare the performance of SSK

and SSK-RA for different throughputs of 1, 2, and 3 bits/s/Hz. The results obtained in Fig.

5.8 are generated assuming that different antennas and different states are uncorrelated for

SSK and SSK-RA and selecting the antenna-states with the minimum Rician K-factors. We

can see from this figure that increasing the number of states in SSK-RA, similar to increasing

the number of antennas in SSK, reduces the ABER performance. Fig. 5.8 confirms the

performance improvement gained by SSK-RA compared to SSK both in terms of ABER

and ASE. Indeed, we can see that the 14 × 4 and 18 × 4 SSK-RA implementations not only

offers higher throughput than the 2 × 4 SSK system but also considerably improves the

error performance. This confirms the advantage of SSK-RA in terms of ASE and ABER

performance in addition to the reduced implementation complexity when using only one

antenna with multiple states at the transmitter.
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ρ

Figure 5.8: ABER comparison for SSK-RA and SSK with independent states and antennas
for different number of available states and antennas at the transmitter and for Nr = 4.

Fig. 5.9 depicts the ABER performance comparison between the SSK and SSK-RA

schemes as a function of ρ for different indoor and outdoor propagation environments in the

5 GHz band. For a given distance d between the transmitter and receiver, the performance of

SSK is simulated for a Rician fading channel with α = 0o given in Table 5.1 for different prop-

agation environments. This figure shows that different environments experience comparable

performance in the SSK-RA schemes. Indeed, as it can be seen from Fig. 5.2, the minimum

values of the Rician K-factor reached by different environments are within the same range,

which leads to comparable results. Moreover, we can see from Fig. 5.9 that SSK is inferior

to SSK-RA in all scenarios. Furthermore, scenarios corresponding to high values of K for 0o

(i.e., worse SSK performance) also come with the lowest values of Kmin (i.e., better SSK-RA

performance). This performance variation is mainly due to the scaling parameters a and b

defined in (5.3) since the Rician K-factor scales with these parameters.
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Figure 5.9: ABER comparison for SSK and SSK-RA schemes with the joint scenario for
different propagation environments in the 5 GHz band when ρs = 0, Nr = 4, Kmin = 1dB
and ρmin = 0.25.

5.7 SSK-RA for Spectrum Sharing Systems

5.7.1 System Model

We consider the system model shown in Fig. 5.10 extending the SSK-RA system settings to

spectrum sharing systems. Under this scenario, the ST is allowed to share the spectrum with

the PU as long as an interference constraint to this latter with a peak value Q is respected.

The feedback link between the PU and the ST are assumed to be reliable and carry different

levels of feedback information depending on the assumptions made about the interference link.

Based on this feedback information, the ST determines the list of antennas-states that can

be used for transmission in each antenna. Different scenarios can be considered depending

on the amount of CSI available to the ST about both the interference and the secondary

link. In this context, several schemes can be proposed in order to improve the performance

of spectrum sharing systems. In what follows, we only consider the case where only an

ACK/NACK process is used to let the ST know if a given state verifies the interference or

not. We also assume that no feedback is needed from the SR to the ST. In this case, once
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same ASE as SSK-CR. Another advantage offered by SSK-RA-CR is reducing the buffering

delay experienced by SSK-CR. Indeed, while SSK-CR needs to buffer data if less that two

antennas verify the interference constraint, SSK-RA-CR can find two antenna states verify-

ing this constraint thanks to the large number of antenna states that can be used by each

antenna. For instance, in the case of the antenna polarization angle α reconfiguration, there

are 361 available antenna states (α ∈ [−180o, 180o]).

ρ

Figure 5.11: ABER comparison for SSK and SSK-RA schemes for spectrum sharing systems.

Based on these preliminary simulation, it is clear that studying all the previously pro-

posed schemes in this thesis with RAs instead of conventional antennas can offer further

performance improvements in terms spectral efficiency, energy efficiency, delay, and imple-

mentation complexity. This makes the of use of RAs a very promising solution not only for

CR systems but also for future wireless communication systems in general.

5.8 Conclusion

Using the concept of reconfigurable antennas, we proposed in this chapter a number of SSK-

RA schemes aiming at improving the performance of SSK in terms of complexity, throughput,

and error performance. In order to achieve this goal, the proposed SSK-RA schemes jointly

use SSK with antenna-state selection while taking advantage of the interplay between RAs
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and the multipath propagation channel. Indeed, the reconfigurable properties of RAs together

with the effect of these properties on the propagation channel offer additional degrees of

freedom that we exploited to enhance SSK’s performance. In this chapter, the performance

of the proposed SSK-RA schemes was analysed in Rician fading channels in terms of ABER

and ASE. Several simulation examples through which we corroborate these analytical results

were also provided. Based on these results, the proposed schemes are shown to enhance

the performance of SSK both in terms of ASE and ABER. For the same ASE as SSK, the

proposed scenarios not only provide much better error performance but also considerably

reduce the overall system complexity.



Chapter 6

Conclusions and Future Work

6.1 Conclusions

Cognitive radio is considered as one of the major solutions addressing the issues of spec-

trum scarcity and underutilization. Under the umbrella of CR, spectrum sharing systems

are proposed in order to deal with this spectrum inefficiency by allowing secondary users to

coexist and transmit simultaneously with primary users in the existing licensed spectrum.

In this context, several protocols, transmission technologies, and network infrastructure so-

lutions aiming at maximizing both spectral efficiency and the achievable throughput in these

systems have been investigated. Taking advantage of this promising field, we have tackled

in this thesis a major thrust of research in spectrum sharing systems by proposing several

adaptive transmission schemes aiming at improving the overall performance of these systems.

While many of the existing techniques are optimized from the spectral efficiency perspec-

tive in order to deal with the unprecedented data surge experienced by wireless data traffic,

these solutions are generally not well designed to address the related complexity and power

consumption issues. Consequently, achieving high data rates with these techniques comes

at the expense of high energy consumption and increased system complexity. In this con-

text, our main focus in this thesis is to come with adaptive transmission schemes designed

to improve the performance of spectrum sharing systems in terms of spectral efficiency, en-

ergy efficiency, and implementation complexity. To this end, we use a number of adaptive

transmission techniques in order to achieve this performance. For instance, we use adaptive

112
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modulation to increase the spectral efficiency, the concept of single RF-chain to improve the

energy efficiency, and RAs to reduce the implementation complexity of these techniques.

In Chapter 3, we presented a number of adaptive transmission techniques offering different

performance tradeoffs depending on the availability of the CSI at the ST. These techniques

use a combination of multiple adaptive solutions in order to improve the improve the perfor-

mance of existing techniques. These enabling solutions include adaptive modulation, power

adaptation, switched transmit diversity, transmit beamforming, STBC, and antenna selection

techniques. Consequently, these techniques offer different options for the implementation of

spectrum sharing systems depending on the required quality of service.

In Chapter 4, we designed adaptive spatial modulation for spectrum sharing systems as

an adaptive transmission scheme using AM and SM. This proposed scheme improves the

spectral efficiency of SM while offering a low energy option for CR systems. The proposed

ASM-CR schemes offer tradeoffs in terms in terms of ASE, average delay, and ABER.

In Chapter 5, we employed RAs in order to further improve the performance of SM and

SSK through the use of RAs instead of conventional antennas. In this context, we take ad-

vantage of the reconfigurable properties of RAs as additional degrees of freedom in order to

further enhance the performance of SM and SSK in terms of throughput, system complex-

ity, and error performance. Indeed, based on the variation of the Rician K-factor and the

polarization correlation coefficients with different antenna states, the proposed schemes offer

considerable performance improvement and make the use of RAs in spectrum sharing systems

and more generally in future wireless communication systems a very promising option.

6.2 Future Work

In light of the above, the proposed schemes offer different solutions for using adaptive trans-

mission techniques in spectrum sharing systems. These schemes come with performance

enhancements in terms of spectral efficiency energy efficiency, error performance,and com-

plexity. Based on the obtained results, several other frameworks and scenarios can be con-

sidered for the optimization and the study of the proposed techniques. Indeed, using more

practical settings, we can address several future research paths that can further improve the
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performance of not only spectrum sharing systems but future wireless communication sys-

tems in general. In this context, we aim at extending the work presented in the thesis to

different scenarios while considering more practical considerations.

• We first plan to further investigate the proposed SSK-RA schemes for CR systems.

Indeed, it is of interest to use RAs in these systems by finding antenna-states that

minimize the interference to the primary used and also maximize the received SNR

at the secondary user. In this scenario, the use of radiation pattern reconfiguration

allows for finding antenna-states verifying the interference constraint and enhancing

the performance of the secondary link.

• Moreover, it is of interest to study the performance of SM with RAs. Indeed, this

combination increases the ASE especially with the use of AM. Thus, the goal is to

come with ASM-RA schemes in spectrum sharing systems offering high spectral, energy

efficiencies, and low implementation complexity. These schemes are expected to offer

much better performance when compared to conventional APM techniques.

• As possible extensions, the proposed schemes can be studied in several other cognitive

scenarios. These scenarios include the problem of secondary users’ scheduling and

resource allocation, the effect of multiple primary users, the introduction of cooperation

and relaying, and the study of spectrum sensing by dealing with opportunistic spectrum

access. Moreover, it is interesting to analyse the performance of these scenarios for

different fading channels and different considerations including outdated CSI, non-ideal

feedback, and imperfect channel conditions.

• More generally, it is of interest to investigate the advantages of using RAs in future

wireless communication systems. Indeed, unlike conventional antennas, RAs offer new

dimensions and degrees of freedom that can be used in order to fit in smart and self-

organizing future networks. In this context, we aim at developing realistic models for

RA systems that accounts for different environment. Using field measurements and

real data, we can confirm the obtained theoretical results and ultimately propose RAs’

implementations that can improve real systems.



Bibliography

[1] FCC, “Spectrum Policy Task Force,” ET Docket 02-135, Nov. 2002.

[2] S. Haykin, “Cognitive radio: Brain-empowered wireless communications,” IEEE JSAC,

vol. 23, no. 2, pp. 201–220, Feb. 2005.

[3] M. Gastpar, “On capacity under received-signal constraints,” in Proc. 42nd Annual

Allerton Conf. Comm., Control Comp., Monticello, Illinois.

[4] ——, “On capacity under receive and spatial spectrum-sharing constraints,” IEEE

Trans. Inform. Theory, vol. 53, no. 2, pp. 471–487, Feb. 2007.

[5] A. Ghasemi and E. S. Sousa, “Fundamental limits of spectrum-sharing in fading envi-

ronments,” IEEE Trans. Commun., vol. 6, no. 2, pp. 649–658, Feb. 2007.

[6] T. Clancy, “Achievable capacity under the interference temperature model,” in Proc.

26th IEEE International Conference on Computer Communications (INFOCOM’07),

Anchorage, May 2007, pp. 794–802.

[7] X. Kang, Y.-C. Liang, A. Nallanathan, H. K. Garg, and R. Zhang, “Optimal power

allocation for fading channels in cognitive radio networks: Ergodic capacity and outage

capacity,” IEEE Trans. Wireless Commun., vol. 8, no. 2, pp. 940–950, February 2009.

[8] J. Mitola and G. Maguire, “Cognitive radio: Making software radios more personal,”

IEEE Personal Communications, vol. 6, no. 4, pp. 13–18, Aug. 1999.

[9] K. A. Qaraqe, Z. Bouida, M. Abdallah, and M.-S. Alouini, “Joint switched transmit

diversity and adaptive modulation in spectrum sharing systems,” in Proc. 2011 Sixth

115



116

International ICST Conference on Cognitive Radio Oriented Wireless Networks and

Communications (CROWNCOM), Osaka, Japan, June 2011, pp. 86–90.

[10] Z. Bouida, K. Qaraqe, M. Abdallah, and M.-S. Alouini, “Performance analysis of joint

multi-branch switched diversity and adaptive modulation schemes for spectrum sharing

systems,” IEEE Trans. Commun., vol. 60, no. 12, pp. 3609–3619, Dec 2012.

[11] H. Wang, J. Lee, S. Kim, and D. Hong, “Capacity enhancement of secondary links

through spatial diversity in spectrum sharing,” IEEE Trans. Wireless Commun., vol. 9,

no. 2, pp. 494–499, Feb. 2010.

[12] F. Rashid-Farrokhi, K. Liu, and L. Tassiulas, “Transmit beamforming and power con-

trol for cellular wireless systems,” IEEE J. Select. Areas Commun., vol. 16, no. 8, pp.

1437–1450, Oct 1998.

[13] T. K. Y. Lo, “Maximum ratio transmission,” IEEE Trans. Commun., vol. 47, no. 10,

pp. 1458–1461, Oct 1999.

[14] C.-H. Tse, K.-W. Yip, and T.-S. Ng, “Performance tradeoffs between maximum ratio

transmission and switched-transmit diversity,” in Proc. 11th IEEE Int. Symp. on Per-

sonal, Indoor, Mobile Radio Communications (PIMRC), London, UK, Sep. 2000, pp.

1485–1489.

[15] R. Zhang and Y.-C. Liang, “Exploiting multi-antennas for opportunistic spectrum shar-

ing in cognitive radio networks,” IEEE Journal of Selected Topics in Signal Processing,

vol. 2, no. 1, pp. 88–102, Feb 2008.

[16] A. Tajer, N. Prasad, and X. Wang, “Beamforming and rate allocation in MISO cognitive

radio networks,” IEEE Trans. Signal Processing, vol. 58, no. 1, pp. 362–377, Jan. 2010.

[17] V. Tarokh, N. Seshadri, and A. R. Calderbank, “Space-time codes for high data rate

wireless communication: Performance criterion and code construction,” IEEE Trans.

Inform. Theory, vol. 44, no. 03, pp. 744–765, Mar 1998.

[18] S. M. Alamouti, “A simple transmit diversity technique for wireless communications,”

IEEE J. Select. Areas Commun., vol. 16, pp. 1451–1458, Oct 1998.



117

[19] Z. Chen, J. Yuan, B. Vucetic, and Z. Zhou, “Performance of Alamouti scheme with

transmit antenna selection,” IEEE Electron. Lett., vol. 39, pp. 1666–1668, Nov 2003.

[20] L. Yang and J. Qin, “Performance of Alamouti scheme with transmit antenna selection

for M-ray signals,” IEEE Trans. Wireless Commun., vol. 5, no. 12, pp. 3365–3369, Dec

2006.

[21] A. Maaref and S. Aissa, “Adaptive modulation using orthogonal STBC in MIMO Nak-

agami fading channels,” in 2004 IEEE Int. Symp. on Spread Spectrum Techniques and

Applications, Aug. 2004, pp. 145–149.

[22] K. J. Hole, H. Holm, and G. E. Øien, “Adaptive multidimensional coded modulation

over flat fading channels,” IEEE J. Select. Areas Commun., vol. 18, no. 7, pp. 1153–

1158, Jul. 2000.

[23] M.-S. Alouini and A. J. Goldsmith, “Adaptive modulation over Nakagami fading chan-

nels,” Kluwer J. Wireless Communications, vol. 13, pp. 119–143, May 2000.

[24] A. J. Goldsmith and S.-G. Chua, “Variable-rate variable-power MQAM for fading chan-

nels,” IEEE Trans. Commun., vol. 45, no. 10, pp. 1218–1230, October 1997.

[25] V. Asghari and S. Aissa, “Adaptive rate and power transmission in spectrum-sharing

systems,” IEEE Trans. Wireless Commun., vol. 9, no. 10, pp. 3272–3280, October 2010.

[26] Y. Chen, M. S. Alouini, L. Tang, and F. Khan, “Analytical evaluation of adaptive-

modulation-based opportunistic cognitive radio in Nakagami-m fading channels,” IEEE

Trans. Veh. Technol., vol. 61, no. 7, pp. 3294–3300, September 2012.

[27] A. Goldsmith, S. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits of MIMO

channels,” IEEE J. Select. Areas Commun., vol. 21, no. 5, pp. 2363–2371, Jun 2003.

[28] M. Chiani, M. Z. Win, and A. Zanella, “On the capacity of spatially correlated MIMO

Rayleigh-fading channels,” IEEE Trans. Inform. Theory, vol. 49, no. 10, pp. 2363–2371,

Oct. 2003.



118

[29] F. Heliot, M. Imran, and R. Tafazolli, “On the energy efficiency-spectral efficiency

trade-off over the MIMO Rayleigh fading channel,” IEEE Trans. Commun., vol. 60,

no. 5, pp. 1345–1356, May 2012.

[30] R. Y. Mesleh, H. Haas, C. W. Ahn, and S. Yun, “Spatial modulation - A new low

complexity spectral efficiency enhancing technique,” in Proc. ChinaCom 2006, Beijing,

China, Oct 2006, pp. 1–5.

[31] R. Y. Mesleh, H. Haas, S. Sinanovic, C. W. Ahn, and S. Yun, “Spatial modulation,”

IEEE Trans. Veh. Technol., vol. 57, no. 4, pp. 2228–2241, Jan 2008.

[32] J. Jeganathan, A. Ghrayeb, and L. Szczecinski, “Spatial modulation: optimal detection

and performance analysis,” IEEE Commun. Lett., vol. 12, no. 8, pp. 545–547, August

2008.

[33] J. Jeganathan, A. Ghrayeb, L. Szczecinski, and A. Ceron, “Space shift keying modula-

tion for MIMO channels,” IEEE Trans. Wireless Commun., vol. 8, no. 7, pp. 3692–3703,

July 2009.

[34] J. Jeganathan, “Space shift keying modulation for MIMO channels,” Master’s thesis,

Concordia University, Montreal, QC, August 2008.

[35] K. Ishibashi and S. Sugiura, “Effects of antenna switching on band-limited spatial

modulation,” IEEE Wireless Commun. Lett., vol. 3, no. 4, pp. 345–348, August 2014.

[36] A. Kalis, A. G. Kanatas, and C. B. Papadias, “A novel approach to MIMO transmission

using a single RF front end,” IEEE J. Select. Areas Commun., vol. 26, no. 6, pp. 972–

980, August 2008.

[37] O. N. Alrabadi, C. Divarathne, P. Tragas, A. Kalis, N. Marchetti, C. B. Papadias, and

R. Prasad, “Spatial multiplexing with a single radio: Proof-of-concept experiments in

an indoor environment with a 2.6-GHz prototype,” IEEE Commun. Lett., vol. 15, no. 2,

pp. 178–180, Feb. 2011.

[38] J. T. Bernhard, Reconfigurable Antennas. Synthesis Lectures on Antennas, Morgan

& Claypool Publisherse, 2007.



119

[39] J. Boerman and J. Bernhard, “Performance study of pattern reconfigurable antennas

in MIMO communication systems,” IEEE Trans. Antennas Propagat., vol. 56, no. 1,

pp. 231–236, January 2008.

[40] D. Piazza et. al., “Design and evaluation of a reconfigurable antenna array for MIMO

systems,” IEEE Trans. Antennas Propagat., vol. 56, no. 3, pp. 869–881, March 2008.

[41] A. Grau, H. Jafarkhani, and F. D. Flaviis, “A reconfigurable multiple-input multiple-

output communication system,” IEEE Trans. Wireless Commun., vol. 5, no. 5, pp.

1719–1733, May 2008.

[42] B. Wang and K. Liu, “Advances in cognitive radio networks: A survey,” IEEE Journal

of Selected Topics in Signal Processing, vol. 5, no. 1, pp. 5–23, February 2011.

[43] Z. Bouida, K. Tourki, A. Ghrayeb, M.-S. Alouini, and K. Qaraqe, “Power adapta-

tion for joint switched diversity and adaptive modulation schemes in spectrum sharing

systems,” IEEE Commun. Lett., vol. 16, no. 9, pp. 1482–1485, September 2012.

[44] Z. Bouida, A. Ghrayeb, K. Qaraqe, and M.-S. Alouini, “Adaptive transmission schemes

for MISO spectrum sharing systems,” in Proc. SPAWC 2013, Darmstadt, Germany,

June 2013, pp. 460–464.

[45] ——, “Adaptive transmission schemes for MISO spectrum sharing systems: Tradeoffs

and performance analysis,” IEEE Trans. Wireless Commun., vol. 13, no. 10, pp. 5352–

5365, Oct 2014.

[46] Z. Bouida, A. Ghrayeb, and K. Qaraqe, “Adaptive spatial modulation for spectrally-

efficient MIMO systems,” in Proc. IEEE Wireless Communications and Networking

Conference (WCNC’14), Istanbul, Turkey, April 2014.

[47] ——, “Adaptive spatial modulation for spectrally-efficient MIMO spectrum sharing

systems,” in Proc. IEEE International Symposium on Personal, Indoor, and Mobile

Radio Communications (PIMRC’14), Washington DC, USA, September 2014.



120

[48] ——, “Joint adaptive spatial modulation and power adaptation for spectrum sharing

systems with limited feedback,” in Proc. IEEE Wireless Communications and Network-

ing Conference (WCNC’15), New Orleans, USA, March 2015.

[49] ——, “Adaptive spatial modulation for spectrum sharing systems with limited feed-

back,” IEEE Trans. Commun., Submitted, August 2014.

[50] ——, “Enhanced space-shift keying (SSK) with reconfigurable antennas,” in 2015 IEEE

International Conference on Communications (ICC’15), London, England, June 2015.

[51] ——, “Enhancing the performance of space-shift keying (SSK) through reconfigurable

antennas,” IEEE Trans. Wireless Commun., Submitted, December 2014.

[52] J. M. Peha, “Approaches to spectrum sharing,” IEEE Commun. Mag., vol. 43, no. 2,

pp. 10–12, Feb. 2005.

[53] A. Jovicic and P. Viswanath, “Cognitive radio: An information-theoretic perspective,”

IEEE Trans. Inform. Theory, vol. 55, no. 9, pp. 3945–3958, Sep. 2009.

[54] H. Suraweera, P. Smith, and M. Shafi, “Capacity limits and performance analysis of

cognitive radio with imperfect channel knowledge,” IEEE Trans. Veh. Technol., vol. 59,

no. 4, pp. 1811–1822, May 2010.

[55] J. Xiang, Y. Zhang, T. Skeie, and L. Xie, “Downlink spectrum sharing for cognitive

radio femtocell networks,” IEEE Sys. Jour., vol. 4, no. 4, pp. 524–534, December 2010.

[56] S. Al-Rubaye, A. Al-Dulaimi, and J. Cosmas, “Cognitive femtocell,” vol. 6, no. 1, pp.

44–51, March 2011.

[57] A. Gjendemsjø, G. E. Øien, and H. Holm, “Optimal power control for discrete-rate link

adaptation schemes with capacity-approaching coding,” in Proc. IEEE Global Telecom-

munications Conference (GLOBECOM’05), St. Louis, MO, USA, December 2005, pp.

3498–3502.

[58] A. Gjendemsjø, G. E. Øien, and P. Orten, “Optimal discrete-level power control for

adaptive coded modulation schemes with capacity approaching component codes,” in



121

Proc. IEEE International Conference on Communications (ICC’06), Istanbul, Turkey,

March 2007.

[59] K. A. Qaraqe, Z. Bouida, M. Abdallah, and M.-S. Alouini, “Joint switched transmit

diversity and adaptive modulation in spectrum sharing systems,” in Proc. 2011 Sixth

International ICST Conference on Cognitive Radio Oriented Wireless Networks and

Communications (CROWNCOM), Osaka, Japan, June 2011.

[60] Z. Bouida, M. Abdallah, K. Qaraqe, and M.-S. Alouini, “Spectrally efficient switched

transmit diversity for spectrum sharing systems,” in Proc. IEEE Vehicular Tech. Conf.

(VTC’11-Fall), San Francisco, CA, USA, September 2011.

[61] W. C. Jakes, Microwave Mobile Communications, 2nd ed. IEEE Press, 1994.

[62] M. A. Blanco and K. J. Zdunek, “Performance and optimization of switched diversity

systems for the detection of signals with Rayleigh fading,” IEEE Trans. Commun., vol.

COM-27, no. 12, pp. 1887–1895, Dec. 1979.

[63] A. A. Abu-Dayya and N. C. Beaulieu, “Analysis of switched diversity systems on

generalized-fading channels,” IEEE Trans. Commun., vol. 42, no. 11, pp. 2959–2966,

Nov. 1994.

[64] Y.-C. Ko, M.-S. Alouini, and M. K. Simon, “Analysis and optimization of switched

diversity systems,” IEEE Trans. Veh. Technol., vol. 49, no. 5, pp. 1813–1831, Sep.

2000.

[65] C. Tellambura, A. Annamalai, and V. K. Bhargava, “Unified analysis of switched diver-

sity systems in independent and correlated fading channels,” IEEE Trans. Commun.,

vol. 49, no. 11, pp. 1955–1965, Nov. 2001.

[66] H.-C. Yang and M.-S. Alouini, “Performance analysis of multibranch switched diversity

systems,” IEEE Trans. Commun., vol. 51, no. 5, pp. 782–794, May 2003.

[67] H.-C. Yang, M. K. Simon, and M.-S. Alouini, “Scan and wait combining (SWC): A

switch and examine strategy with a performance-delay tradeoff,” IEEE Trans. Wireless

Commun., vol. 5, no. 9, pp. 2477–2483, Sep. 2006.



122

[68] Y. Mietzner, R. Schober, L. Lampe, W. Gerstacker, and P. Hoeher, “Multiple-antenna

techniques for wireless communications - a comprehensive literature survey,” IEEE

Communications Surveys Tutorials, vol. 11, no. 2, pp. 87–105, Second Quarter 2009.

[69] F. Heliot, M. Imran, and R. Tafazolli, “On the energy efficiency-spectral efficiency

trade-off over the MIMO Rayleigh fading channel,” IEEE Trans. Commun., vol. 60,

no. 5, pp. 1345–1356, May 2012.

[70] A. Mohammadi and F. Ghannouchi, “Single RF front-end MIMO transceivers,” IEEE

Commun. Mag., vol. 49, no. 12, pp. 104–109, Dec. 2011.

[71] Y. Chau and S.-H. Yu, “Space modulation on wireless fading channels,” in 2001 Veh.

Technol. Conf. - Fall, Atlantic City, NJ, Oct 2001, pp. 1668–1671.

[72] H. Haas, E. Costa, and E. Schulz, “Increasing spectral efficiency by data multiplexing

using antenna arrays,” in 13th IEEE International Symposium on Personal, Indoor and

Mobile Radio Communications, Lisboa, Portugal, Sep 2002, pp. 610–613.

[73] S. Song, Y. Yang, Q. Xionq, K. Xie, B.-J. Jeong, and B. Jiao, “A channel hopping

technique I: Theoretical studies on band efficiency and capacity,” in 2004 International

Conference on Communications, Circuits and Systems, Chengdu, China, Jun 2004, pp.

229–233.

[74] M. D. Renzo, H. Haas, and P. M. Grant, “Spatial modulation for multiple-antenna

wireless systems: a survey,” IEEE Commun. Mag., vol. 49, no. 12, pp. 182–191, Dec.

2011.

[75] A. Alshamali and B. Quza, “Performance of spatial modulation in correlated and un-

correlated Nakagami fading channel,” J. Commun., vol. 4, no. 3, pp. 170–174, Apr.

2009.

[76] S. U. Hwang, S. Jeon, S. Lee, and J. Seo, “Soft-output ML detector for spatial modu-

lation OFDM systems,” IEICE Electronics Express, vol. 6, no. 19, pp. 1426–1431, Oct.

2009.



123

[77] R. Mesleh, M. D. Renzo, H. Haas, and P. M. Grant, “Trellis coded spatial modulation,”

IEEE Trans. Wireless Commun., vol. 9, no. 7, pp. 2349–2361, July 2010.

[78] N. Serafimovski, M. D. Renzo, S. Sinanovic, R. Mesleh, and H. Haas, “Fractional bit

encoded spatial modulation (FBE-SM),” IEEE Commun. Lett., vol. 14, no. 5, pp. 429–

431, May 2010.

[79] M. D. Renzo and H. Haas, “A general framework for performance analysis of space

shift keying (SSK) modulation for MISO correlated Nakagami-m fading channels,”

IEEE Trans. Commun., vol. 58, no. 9, pp. 2590–2603, September 2010.

[80] M. Di Renzo and H. Haas, “On the performance of space shift keying MIMO systems

over correlated rician fading channels,” in 2010 International ITG Workshop on Smart

Antennas (WSA), Bremen, Germany, Feb 2010, pp. 72–79.

[81] S. Ikki and R. Mesleh, “A general framework for performance analysis of space shift

keying (SSK) modulation in the presence of gaussian imperfect estimations,” IEEE

Commun. Lett., vol. 16, no. 2, pp. 228–230, February 2012.

[82] R. Mesleh, S. Ikki, and M. Alwakeel, “Performance analysis of space shift keying with

amplify and forward relaying,” IEEE Commun. Lett., vol. 15, no. 12, pp. 1350–1352,

August 2011.

[83] R. Mesleh, S. Ikki, E.-H. Aggoune, and A. Mansour, “Performance analysis of space

shift keying (SSK) modulation with multiple cooperative relays,” EURASIP Journal

on Advances in Signal Processing, vol. 2012, no. 1, pp. 201–211, August 2012.

[84] J. Jeganathan, A. Ghrayeb, and L. Szczecinski, “Generalized space shift keying modula-

tion for MIMO channels,” in IEEE 19th International Symposium on Personal, Indoor,

and Mobile Radio Communications (PIMRC’08), Cannes, France, Sep 2008, pp. 1–5.

[85] T. Taga, “Analysis for mean effective gain of mobile antennas in land mobile radio

environments,” IEEE Trans. Veh. Technol., vol. 39, no. 2, pp. 117–131, May 1990.



124

[86] H. El-Sallabi, M. Abdallah, and K. Qaraqe, “Modelling of parameters of Rician fad-

ing distribution as a function of polarization parameter in reconfigurable antenna,” in

IEEE/CIC ICCC 2014 Symposium on Wireless Communications Systems, Shanghai,

China, Oct 2014, pp. 1–5.

[87] S. W. Kim, D. S. Ha, and J. H. Reed, “Minimum selection GSC and adaptive low-

power RAKE combining scheme,” in Proc. IEEE Int. Symp. on Circuit and Systems

(ISCAS’03), Bangkok, Thailand, May 2003.

[88] J. R. Carson, “A generalization of the reciprocal theorem,” Bell Syst. Tech. J., vol. 3,

pp. 393–399, 1924.

[89] M. Daghfous, R. Radaydeh, and M.-S. Alouini, “Performance of adaptive MS-GSC in

the presence of cochannel interference,” IEEE Trans. Veh. Technol., vol. 60, no. 6, pp.

2829–2837, Jul. 2011.

[90] H.-C. Yang, “New results on ordered statitics and analysis of minimum selection gen-

eralized selection combining (GSC),” IEEE Trans. Wireless Commun., vol. 5, no. 7,

pp. 1876–1885, July 2006.

[91] Physical Layer Procedures (TDD), Third Generation Partnership Project, Technical

Specification Group Radio Access Network Std. Rev. TS25.224 (Rel. 7), March 2006.

[92] H.-C. Yang and M.-S. Alouini, Ordered Statistics Wireless Communications, 1st ed.

Cambridge University Press, 2011.

[93] J. Proakis, Digital Communications, 4th ed. McGraw-Hill, 2001.

[94] N. R. Naidoo, H. Xu, and T. A.-M. Quazi, “Spatial modulation: optimal detector

asymptotic performance and multiple-stage detection,” IET Commun., vol. 5, no. 10,

pp. 1368–1376, July 2011.

[95] M. D. Renzo, H. Haas, A. Ghrayeb, S. Sugiura, and L. Hanzo, “Spatial modulation

for generalized MIMO: Challenges, opportunities, and implementation,” Proc. of the

IEEE, vol. 102, pp. 56–103, Jan 2014.



125

[96] D. Yang, C. Xu, L.-L. Yang, and L. Hanzo, “Transmit-diversity-assisted SSK for

colocated and distributed/cooperative MIMO elements,” IEEE Trans. Veh. Technol.,

vol. 60, no. 6, pp. 2864–2869, July 2011.

[97] O. Alrabadi, J. Perruisseau-Carrier, and A. Kalis, “MIMO transmission using a single

RF source: Theory and antenna design,” IEEE Trans. Antennas Propagat., vol. 60,

no. 2, pp. 654–664, February 2012.

[98] M. D. Renzo and H. Haas, “Space shift keying (SSK-) MIMO over correlated Rician

fading channels: Performance analysis and a new method for transmit-diversity,” IEEE

Trans. Commun., vol. 59, no. 1, pp. 116–129, January 2011.

[99] H. El-Sallabi, D. Baum, P. Zetterberg, P. Kyosti, T. Rautiainen, and C. Schneider,

“Wideband spatial channel model for MIMO systems at 5 Ghz in indoor and outdoor

environments,” in IEEE 63rd VTC’Spring, Melbourne, May 2006, pp. 2916–2921.

[100] M. Chiani, M. Win, and A. Zanella, “On the capacity of spatially correlated MIMO

Rayleigh-fading channels,” IEEE Trans. Inform. Theory, vol. 49, no. 10, pp. 2363–2371,

Oct. 2003.

[101] W. Weichselberger, M. Herdin, H. Ozcelik, and E. Bonek, “A stochastic MIMO channel

model with joint correlation of both link ends,” IEEE Trans. Commun., vol. 5, no. 1,

pp. 90–100, Jan. 2006.

[102] H. Ozcelik et. al., “Deficiencies of ‘Kronecker’ MIMO radio channel model,” Electron.

Lett, vol. 39, no. 16, pp. 1209–1210, Aug. 2003.

[103] J. Cheng and T. Berger, “Capacity of a class of fading channels with channel state

information (CSI) feedback,” in Proc. Allerton Conf. Comm., Control Comp., Urbana,

Illinois, Oct 2001, pp. 1152–1160.

[104] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichev, Integrals and Series: More

Special Functions, Vol. 3, 2003.

[105] M. K. Simon and M.-S. Alouini, Digital Communication over Fading Channels, 2nd ed.

New York, NY: John Wiley & Sons, 2005.




