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Abstract

Collaborative Distributed Beamforming for Cooperative

Spectrum-Sharing Systems

Ali Afana, PhD.

Concordia University, 2014

The scarcity of bandwidth has always been the main obstacle for providing reliable high

date-rate wireless links, which are in great demand to accommodate nowadays and immediate

future wireless applications. In addition, recent reports have showed inefficient usage and

under-utilization of the available bandwidth. Cognitive radio (CR) has recently emerged

as a promising solution to enhance the spectrum utilization, where it offers the ability for

unlicensed users to access the licensed spectrum opportunistically. On one hand, by allowing

opportunistic spectrum access, the overall spectrum utilization can be improved. On the

other hand, transmission from cognitive nodes can cause severe interference to the licensed

users of the spectrum. This requires cognitive radio networks (CRNs) to consider two essential

design targets, namely, maximizing the spectrum utilization and minimizing the interference

caused to the primary users (PUs). Such interference can be reduced through proper resource

allocation, power control or other degrees of freedom techniques such as beamforming.

In this thesis, we aim to use joint distributed beamforming and cooperative relaying

in spectrum-sharing systems in an effort to enhance the spectrum efficiency and improve

the performance of the secondary system. We investigate a one-way cooperative spectrum-

sharing system in the presence of one PU and multiple PUs. We study two relaying schemes,

namely, decode-and-forward (DF) and amplify-and-forward (AF) relaying in conjunction

with distributed optimal beamforming. We employ zero forcing beamforming (ZFB) as a

sub-optimal scheme, and compare both approaches through simulations. For both schemes,

we derive closed-form expressions and asymptotic expressions for the outage probability and

bit error rate (BER) over independent and identically distributed Rayleigh fading channels for

binary phase shift keying (BPSK) and M-ary quadrature amplitude modulation (M-QAM)
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schemes. Numerical results show the effectiveness of the combination of the cooperative

diversity and distributed beamforming in compensating for the loss in the secondary system’s

performance due to the primary user’s co-channel interference (CCI).

To further improve the spectrum efficiency, we employ distributed beamforming in two-

way AF cooperative spectrum-sharing systems in the presence of multiple PUs. For this

system, we investigate the transmission protocols over two, three and four time-slots. Our

results show that the three time-slot protocol outperforms the two time-slot and four time-

slot protocols in certain scenarios where it offers a good compromise between bandwidth

efficiency and system performance.

We extend the two-way relaying system to the DF scheme, where two practical two-way re-

laying strategies are investigated, namely, DF-XORing (bit-wise level) and DF-superposition

(symbol-wise level). For each relaying strategy, we derive general optimal beamforming vec-

tors and sup-optimal ZFB vectors at the relays. Employing ZFB, we present an analytical

framework of the secondary system considering the effect of the primary-secondary mutual

CCIs. Our results show that, when the received signals at the relays are weighted equally,

the DF-XOR always outperforms both DF-superposition and AF relaying.

In the last part of the thesis, we consider a limited feedback system model by assuming

partial channel state information (CSI) of the interference channel between the secondary

relays and primary receiver. In particular, the CSI feedback is limited only to the quantized

channel direction information (CDI). To investigate the effect of the quantized CDI on the

secondary system’s performance, we derive closed-form expressions for the outage probability

and the BER considering the mutual secondary-primary CCI. In the simulation results, we

compare the system performance of the limited feedback with the perfect CSI. Our results

show that the performance improves as the number of feedback bits increases.
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Chapter 1

Introduction

1.1 Cognitive Radio

The rapid demand for providing high throughputs in wireless communications that support

new applications such as video-streaming, cellular phones and high-speed Internet etc. makes

wireless communications a challenging field. For instance, cellular systems have experienced

a tremendous growth over the last decade, and this translates to requiring more frequency

spectrum to accommodate this unprecedented increase in the number of subscribed users.

However, spectrum is very scarce, and, if available, it is very expensive. At the same time,

the allocated spectrum has been shown to be severely under-utilized. This scarcity and

under-utilization of the spectrum usage necessitate exploiting the available spectrum oppor-

tunistically. Cognitive radio (CR), as an emerging solution, offers the cognitive (secondary)

users (SUs) the ability to access the licensed spectrum in an opportunistic manner. More

specifically, the CR techniques allow SUs to sense the unused spectrum and share it without

bad interference with other users (Spectrum sensing), to manage the best available spectrum

to fulfill the user communication demands (Spectrum management), to maintain certain re-

quired quality of service (QoS) during switching to better spectrum (Spectrum mobility) and

to provide a fair spectrum sharing among all coexisting users (Spectrum sharing) [1].

By allowing opportunistic spectrum access, the overall spectrum utilization can be im-

proved. On the other side, transmission from cognitive nodes can cause bad interference

to the licensed (primary) users (PUs) of the spectrum. This requires spectrum-sharing sys-

tems to consider two essential design methods, namely, maximizing the spectrum utilization

and minimizing the interference caused to PUs [2]. Since the PUs have a higher priority

1
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of using the spectrum, a basic challenge is to guarantee the QoS of the PUs and the SUs

simultaneously [3]. Such interference can be reduced through suitable resource allocation,

power control or other degrees of freedom technique such as beamforming at the secondary

transmitters.

1.2 Beamforming in Cooperative CR Systems

Beamforming is a technology used to alleviate the inflicted interference in spectrum-sharing

systems [4], [5]. It enables simultaneous transmission by the PUs and SUs without inter-

ference. However, beamforming needs multiple antennas to be deployed by the unit to be

realized which is prohibited in the first CR based IEEE standard (IEEE 802.22) where a

single antenna is used at each secondary node [6]. Foe example, the underutilized television

bands between 54 and 862 MHz prohibit the use of multiple transmit antennas at the user

side. Moreover, single-antenna receivers are quite common due to the size and cost limita-

tions of mobile terminals, hence, creating a virtual antenna array via cooperative relaying

becomes a necessity so that beamforming is performed in a distributed fashion.

Cooperative relaying emerged as a powerful solution for improving the performance of

single-antenna communication nodes. This is achieved by making use of intermediate relay

nodes, which are used to assist transmission from the source to the destination. In [7], two

basic relaying protocols are introduced where the relay decides either to amplify-and-forward

(AF) or decode-and-forward (DF) according to the received signal-to-noise ratio (SNR).

Cooperative relaying schemes are adopted in spectrum-sharing systems in order to increase

the capacity, the reliability and the coverage of the secondary system.

1.3 Motivation

The proposed work is important in various ways. It certainly addresses a timely topic (cog-

nitive radio systems), which is expected to play a major role in many of the future wireless

communication systems. In fact, this technology is expected to revolutionize how wireless

communication networks will be implemented or deployed in the future, with a focus on ad-
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dressing the problem of spectrum under-utilization. Very recently, Qualcomm has proposed to

extend the benefits of Long-Term Evolution (LTE) Advanced to unlicensed spectrum around

5 GHz band, which will offer unpredictable QoS and will be ideal for local area access, and

opportunistic use for mobile broadband.

Combination between cooperative relaying and distributed beamforming seems to be a

good solution in spectrum-sharing systems. However, such systems have critical challenges

that must be addressed in order to get the benefits from this combination. The main chal-

lenges include: how to optimize the beamformers in a distributed manner, and how to obtain

the interference channel state information (CSI) between the secondary transmitters and the

primary receivers.

Some work has been done in this area, but most of this work has focused on adjusting

the transmit power of the secondary transmitters to mitigate the interference inflicted on the

PUs. Other works have used optimal transmit beamforming techniques in multiple antenna

systems to cancel the inflicted interference. In their work, complex iterative algorithms are

developed to get the optimal beamformers since most of these techniques suffer from non-

convex and non-linear optimization problems. In light of this, we believe that simpler and

more practically implementable distributed beamforming techniques are still lacking in the

literature.

The main objectives of this thesis are to 1) combine distributed beamforming and co-

operative techniques for spectrum sharing systems; 2) develop low complexity distributed

beamforming techniques with various system objectives; and 3) develop analytical frame-

works for the developed techniques.

1.4 Thesis Contributions

The contributions of this thesis can be summarized as follows.

• We investigate a one-way cooperative spectrum-sharing system in the presence of a PU.

We study two basic relaying strategies, namely, DF and AF relaying in conjunction with

distributed optimal beamforming. However, given the complexity of the performance

analysis with optimal beamforming, we use zero forcing beamforming (ZFB), and com-
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pare both approaches through simulations. For both schemes, we derive closed-form

expressions for the outage probability and bit error rate (BER) over independent and

identically distributed Rayleigh fading channels for binary phase shift keying (BPSK)

and M-ary quadrature amplitude modulation (M-QAM) schemes. We also extend the

DF scheme for multiple PUs system model and generalize the ZFB approach. Numer-

ical results demonstrate the efficacy of the proposed scheme in improving the outage

and BER performance of the secondary system while limiting the interference to the

primary system. In addition, the results show the effectiveness of the combination of

the cooperative diversity and distributed beamforming in compensating for the loss in

the secondary system’s performance due to the primary user’s co-channel interference

(CCI).

• To further improve the spectrum efficiency, we employ distributed beamforming in

two-way AF cooperative spectrum-sharing systems. For this system, we investigate

the transmission protocols over two, three and four time-slots. To study and compare

the performance tradeoffs between the two transmission protocols, for both of them,

we derive closed-form expressions for the user outage probability and the average error

probability. To get more insights, we derive the asymptotic expressions of the outage

and error probabilities. We also compare both protocols with the four time-slot protocol

in simulations. Our results show that the three time-slot protocol outperforms the two

time-slot protocol and four time-slot protocol in certain scenarios where it offers a good

compromise between bandwidth efficiency and system performance.

• We extend the two-way relaying system to the DF scheme, where two practical two-

way relaying strategies are investigated, namely, DF-XORing and DF-superposition.

The former is based on bit-wise level XORing of the detected signals at the relays,

whereas the latter is based on symbol-wise level addition at the relays. For each relaying

strategy, we derive general optimal beamforming vectors at the relays to keep the

interference inflicted on the primary receivers to a predefined threshold. Employing

ZFB as a special case, we present an analytical framework of the secondary system

considering the effect of the primary-secondary mutual CCIs. The simulation results
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show that, when the received signals at the relays are weighted equally, the DF-XOR

always outperforms both DF-superposition and AF relaying.

• In the last part of the thesis, we consider the same one-way system model but assuming

partial CSI of the interference channel between the secondary relays and the primary re-

ceiver. In particular, the CSI feedback is limited only to the quantized channel direction

information (CDI). In this context, we derive an upper bound for the secondary relays

transmit power that meets the PU interference constraint. We also derive the statis-

tics of the end-to-end signal-to-interference-and-noise ratio (SINR) employing the ZFB

with limited feedback. To investigate the effect of the quantized CSI on the secondary

system performance, we derive closed-form expressions for the outage probability and

the BER assuming that the secondary receivers (relays and destination) are affected

by the PU’s CCI.

1.5 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, we present some relevant background on the fundamentals of cooperative

CR systems. We begin by introducing the CR concept, where we focus on spectrum-sharing

scenario. We also present briefly the various types of cooperative communication schemes.

Then, beamforming techniques in conventional and CR systems are described. In the last

part of this chapter, we provide the related works to this research in the literature.

In Chapter 3, cooperative one-way relaying spectrum-sharing system is investigated,

where two basic AF and DF relaying schemes are employed in conjunction with distributed

optimal beamforming. We devise the ZFB as a special case in two scenarios, when one PU

exists and when multiple PUs exist. To analyze the proposed techniques, we derive closed-

form expressions for outage probability and BER using BPSK and M-QAM schemes. We also

present some numerical results to show the effectiveness of using distributed beamforming

with cooperative diversity in compensating for the loss in secondary system’s performance

due to PUs’s CCI in spectrum-sharing systems

In Chapter 4, we shift our focus to two-way relaying to further improve the spectral
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efficiency. We investigate two and three time-slot transmission protocols. For both of them,

we derive the exact and asymptotic expressions in order to get valuable insights about few

key parameters that affect the system performance. Then, we present some numerical results,

where we compare the performance tradeoffs between the two transmission protocols and the

four time-slot protocol. We conclude that the three time-slot protocol outperforms other

protocols in certain scenarios.

In Chapter 5, we extend our study to two-way DF relaying scheme, where DF-XORing and

DF-superposition relaying strategies are investigated. For both strategies, we derive optimal

beamforming vectors employed at the secondary relays. Then, we analyze the secondary

system’s performance using ZFB as a sub-optimal scheme for mathematical tractability. We

also present the simulation results to compare the performance of both strategies with AF

relaying scheme considering the mutual CCI between primary and secondary system.

In Chapter 6, we investigate a more practical cooperative spectrum-sharing system as-

suming a quantized CSI of the interference channel between the secondary relays and the

PUs. We derive an upper bound for the relays’ transmit power providing the partial CSI

availability. Then, to investigate the impact of the quantized CSI on the secondary sys-

tem’s performance, we analyze the outage and error probabilities for different numbers of

feedback bits. We also compare the limited CSI feedback performance with the perfect CSI

performance in the numerical results.

In Chapter 7, we present a brief summery of our investigation and some important con-

clusions. We also suggest some potential topics for future research.



Chapter 2

Background and Literature Review

In this chapter, a brief background pertaining to the main topics of this thesis is given,

including cognitive radio, beamforming and cooperative relaying. It also summarizes recent

works that relate to the problems studied in this thesis.

2.1 Cognitive Radio

The existence of many wireless applications, especially in the region of 1-10 GHz, has tremen-

dously reduced spectrum availability. Moreover, according to Federal Communications Com-

mission (FCC), it was shown that the actual spectrum usage varies between 15% and 85%

based on location and time variations as shown in Fig. 2.1. Although the fixed spectrum as-

signment policy worked well to a large extent in the last decade, it has been challenged more

recently, owing to the exponential growth in the demand for more throughput to accommo-

date more users and bandwidth-hungry applications. So the scarcity and under-utilization of

the spectrum have urged the researchers and agencies to search for new ways to exploit the

limited spectrum resources. With two primary objectives in mind, ubiquitous coverage and

more efficient utilization of the radio spectrum, CR is proposed as an emerging solution that

provides the capability to use or share the spectrum in an opportunistic manner [9], [10]. In

the following sections, we elaborate on various aspects of CR.

2.1.1 Cognitive Cycle

The cognitive cycle normally consists of a number operations, which is given in Fig. 2.2. As

shown in the figure, there are three main steps, including spectrum sensing, spectrum anal-

7
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Figure 2.1: Spectrum utilization, measurements from DARPA XG.

Figure 2.2: Cognitive cycle [1].
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ysis, and spectrum decision. In spectrum sensing, a cognitive radio monitors the unoccupied

spectrum bands, captures their information, and then detects the spectrum holes. In spec-

trum analysis, the characteristics of the detected spectrum holes through spectrum sensing

are then estimated. Whereas in spectrum decision, cognitive radio determines the transmis-

sion mode, the data rate, and the bandwidth of the transmission. Then, according to the

spectrum characteristics and user requirements, the appropriate spectrum band is chosen.

Once the operating spectrum band is determined, the communication can be performed over

this spectrum band. However, because the radio environment changes over time and space,

the cognitive radio should keep track of the changes of the radio environment. If the current

spectrum band in use becomes unavailable, search for another available spectrum band is

performed to provide a continuous transmission.

2.1.2 Spectrum Sharing

In cognitive radio networks (CRNs), spectrum sharing is considered as one of the main

challenges in open spectrum usage. Spectrum sharing is similar to the generic multiple access

channel (MAC) problems in traditional wireless systems. However, substantially different

challenges exist for spectrum sharing in the context of CRNs. The fundamental challenge is

how to protect the PUs from the inflected interference from the SUs. Two main approaches

of spectrum sharing are identified as shown in Fig. 2.3. One is the underlay approach which

operates over ultra-wide bandwidths with strict restrictions on transmitted power levels and

the other is the overlay approach based on giving higher priority for primary users through

the use of spectrum sensing and adaptive allocation.

While the underlay approach allows multiple systems to be deployed in overlapping loca-

tions and spectrum, in the overlay approach, the CR users try to access the available spectrum

without causing interference to the primary users. Referring to the above-mentioned spec-

trum sharing structures, the CR users need to efficiently exploit and share the spectrum

without causing harmful interference to the licensed users. To address the interference prob-

lem, the CR should be designed to co-exist with the licensed users without creating harmful

interference to the latter. Several techniques have been proposed in the literature to solve this

problem including using power control, transmit beamforming, receive beamforming, orthog-
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Figure 2.3: (a) Underlay approach, (b) Overlay approach for spectrum sharing [10].

onal frequency division multiplexing (OFDM), frequency selection, and space-time coding, to

name a few. In this thesis, beamforming and power control techniques in spectrum-sharing

systems will be considered.

2.2 Cooperative Communications

To alleviate the deleterious effect of fading, one may use transmit diversity, which is achieved

by deploying multiple antennas at the transmitter. However, this is not always possible in

many wireless devices due to the size and/or power limitations. Cooperative communication

is proposed to enable single antenna nodes in a multi-user network to cooperate and generate

a virtual multiple-antenna transmitter that allows them to achieve transmit diversity. In

cooperative networks, wireless nodes are assumed to transmit their own data while acting

as cooperative agents (relays) for other nodes, which is a win-win situation because this

improves the overall performance. There are several cooperative signaling methods in the

literature, among which are DF and AF schemes [11], which we review next.
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Figure 2.4: Comparison of different cooperative schemes.

2.2.1 Decode-and-Forward Relaying

In this scheme, a cooperative user attempts to detect the partners bits and then retransmits

the detected bits to destination as shown in Fig 2.4. Those partners are usually assigned by

the transmitter [12]. The main advantage of this scheme is its adaptability to the channel

conditions. However, there is a possibility that the detection by the relay node is unsuccessful,

in which case, cooperation leads to error propagation and this affects the detection probability

at the final destination. In addition, the receiver needs to know the error characteristics of the

inter-user channel for optimal detection. To circumvent error propagation, a hybrid decode-

and-forward method is proposed where users cooperate when the received SNR is above a

certain threshold to guarantee a certain detection reliability. Otherwise, no cooperation takes

place [7].
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2.2.2 Amplify-and-Forward Relaying

AF is simpler than DF relaying in the sense that it receives a noisy corrupted version of

the signal transmitted by its partner and the node, amplifies and retransmits this noisy

version to the destination. The destination then combines the received signals from the

original source node (if there is a direct link) and the relaying node and makes the final

decision on the received bits as shown in Fig 2.4. Although the noise is amplified by this

type of cooperation, the destination receives two independently faded versions of the signal

and hence a better detection probability can be achieved [7].

In AF, it is assumed that the receiver knows the inter-user channel coefficients to do

optimal detection, so there must be a mechanism of channel estimation employed to achieve

reliable channel. Another potential challenge is the dealing with analog values in sampling,

amplifying, and retransmitting which is not that easy. Nevertheless, AF is a simple scheme

that is extensively analyzed, and thus has been very useful in furthering our understanding

of cooperative communication systems.

2.3 Two-Way Relaying

The concept of network coding (NC) can be easily explained with the two-way relay channel

(TWRC). TWRC is a three-node network in which two end nodes (transceivers) want to

communicate via a relay node. For practical reasons, half-duplex communication is often

imposed in TWRC networks. With the half-duplex constraint, a node cannot transmit and

receive at the same time. In the following, we revisit various relaying schemes that involve

different numbers of time slots for two transceivers to exchange information.

2.3.1 Four Time-Slot Scheme

To avoid interference, a total of four time slots are needed to exchange data between a pair

of transceivers without the use of NC as illustrated in Fig 2.5. In the first time slot (TS1),

transceiver A transmits its signal S1 to relay R; in the second time slot (TS2), relay R forwards

S1 to transceiver B; in the third time slot (TS3), transceiver B transmits its signal S2 to R;
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Figure 2.5: Comparison of different cooperative network coding schemes.

and in the fourth time slot (TS4), R forwards S2 to transceiver A.

2.3.2 Three Time-Slot Scheme

A direct way of applying NC can decrease the number of time slots to three. By decreasing

the number of time slots from four to three, a three time-slot scheme has a throughput

improvement of 33% over the four time-slot scheme. Fig. 2.5 clarifies the idea of the three

time-slot scheme. In TS1, transceiver A transmits its signal S1 to R, and in TS2, transceiver

B transmits its signal S2 to R. After receiving S1 and S2, in TS3, R adds them exclusively

and forms a network-coded signal Sr as follows:

Sr = S1 ⊕ S2, (2.1)

where⊕ denotes the XOR symbol over S1 and S2. Then, R retransmits Sr to both transceivers.

It is noted that NC is performed by the relay after having received of the two signals in dif-

ferent time slots in order to avoid interference.
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2.3.3 Two Time-Slot Scheme

Two time-slot scheme further decreases the number of time slots to two and hence yields

the best throughput improvement. It allows both transceivers to transmit simultaneously to

R in TS1 as illustrated in Fig. 2.5. In TS2, R receives the added two signals received from

transceivers A and B (Sr = S1 + S2) and rebroadcasts Sr back to both transceivers.

2.4 Cooperative Spectrum-Sharing Systems

Recently, cooperative relaying schemes have been adopted in spectrum-sharing systems where

the inflicted interference at the PUs is limited by only controlling the transmit power of the

secondary transmitters. Both DF and AF schemes are employed in order to increase the

reliability and the coverage of the secondary systems. Also, different selection methods are

applied such as opportunistic and partial relay selection [13]- [16].

In [13], the author proposed a new two-phase protocol based on a DF relaying scheme

in a spectrum-sharing system in order to access the spectrum. In their work, the outage

probability was investigated for both primary and secondary systems. The end-to-end per-

formance of cooperative relaying in spectrum-sharing systems with QoS requirements was

studied in [14] where the authors investigated the BER and outage probability performance

for a DF relaying system. All these works considered only a single relay. The authors in [15]

investigated the outage probability for a multi-relay system with best relay selection based on

spectrum sharing constraints. Later, in [16], the exact outage performance of the opportunis-

tic selective DF relaying scheme in the CRNs was derived subject to the certain transmit

power limits. The capacity of the reactive and proactive DF scheme in CRNs was inves-

tigated in [17] under peak power interference constraints while [18] considered the average

interference constraint.

Little works considered AF relaying systems in the CRNs. In [19], the achievable rates of

the secondary and primary systems were analyzed for a two-phase AF system in a spectrum-

sharing environment. The performance of an AF relaying system with partial relay selection

under both the peak and the average interference constraints was investigated in [20]. All the



15

previous works considered either the received peak or average power interference constraints

or both of them to limit the interference to PUs.

2.5 Beamforming

Beamforming is a powerful technique to transmit, receive, or relay signals of interest in a

spatially exclusive way in the presence of interference and noise. Receive beamforming is a

definitive yet dynamically developing area that has extensive theoretical research and prac-

tical applications to communications, radar, and microphone array speech/audio processing

etc. [21]. Transmit beamforming is a relatively new and continuously developing research

field. In transmit and receive beamforming, the beamforming vector is matched to a single

directional vector of interest and its aim is to insure that the inner product of the beam-

forming weight vector and the vector of interest is strong, while the inner product of the

beamforming weight vector and all other non-desirable vectors is weak (to mitigate interfer-

ence).

Network beamforming is a quickly emerging field that ties with the general area of coop-

erative relaying networks [7]. The fundamental concept of network beamforming is to exploit

the relay nodes as a virtual antenna array that retransmit processed weighted signals from the

source to the destination [22], thereby making use of cooperation diversity. Relay processing

types are classified into two simple settings, the AF protocol and the DF protocol where a

distributed network beamformer uses an adaptive complex-valued weighting of the received

signal. An attractive feature of network beamforming is that it can be expressed as a certain

combination of receive and transmit beamforming schemes. However, the main difference

between the concept of network beamforming and the conventional concepts of transmit and

receive beamforming is that there is no exchange information between the relays about their

received signals, so that beamforming is performed in a distributed manner.

2.5.1 Transmit and Receive Beamforming

In the uplink strategy, each user can be viewed as a transmit antenna and the same receiver

architecture can be used at the basestation to separate each users data (receive beamforming).
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The antenna weights of all beamformers can be explained as linear multiuser receivers. In the

downlink case, a similar strategy can be used when the basestation broadcasts independent

data streams to different mobile users (transmit beamforming). The downlink problem is

more complicated than the uplink one since the beamformers must be optimized jointly

in the first case. However, by exploiting an interesting duality between the uplink and the

downlink, each downlink problem is turned into a virtual uplink problem and, in other words,

each receive beamforming strategy in the uplink has a corresponding transmit beamforming

strategy in the downlink [23]- [34]. There is a large number of optimization problems that

are formulated in the literature to optimize the beamforming vectors, and due to the limited

space, we present only the optimization problem formulation for the SINR balancing in the

downlink conventional systems (a basestation with N antennas serving K mobile terminals).

It can be expressed as:

max
W,p

min
1≤k≤K

SINRk(W,p)

γk

subject to ||p||1 ≤ Pmax,

||wi||2 = 1, i = 1, ..., K,

(2.2)

where W = [w1, ...,wN ] is the beamforming matrix, p is the transmit power vector, γk is the

target SINR for the kth user, and Pmax is the basestation maximum transmit power.

This form of optimization problem is solved by exploiting the special structure of eigensytem

characteristics which is proved in [28]. In the following subsection, we extend the above-

mentioned optimization problem to a CR system, where an additional interference constraint

is imposed.

2.5.2 Beamforming in Cognitive Radio Networks

Consider a CRN composing of a secondary basestation (SBS) with N transmit antennas, L

PUs and K SUs. All the PUs and SUs are single antenna users. The signal transmitted by

the SBS is given by: x(n) = Ws(n), where s(n) = [s1(n), ..., sk(n)

..., sK(n)]
T , sk(n) is the symbol intended for the kth SU, W = [

√
p1w1, ...,

√
pkwK ], and

||wk||2 = 1. Here, wk is the kth transmit beamforming weight vector and pk is the corre-

sponding allocated power for kth SU. The varaince of the symbol s(n) is assumed to be unity.
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The received signal at the kth SU can be written as

yk(n) = hH
k x(n) + ηk(n), (2.3)

where the signal is distorted by complex channel vector hk = [h1k, ...., hNtk]
H between the

SBS and the kth SU. We assume that ηk(n) is a zero-mean additive white Gaussian noise

(AWGN) with variance σ2
k. The available total power at the SBS is determined by Pmax. The

interference power leakage to the lth PU due to the kth SU transmission is given by

εl,k = pk||gH
l wk||22, (2.4)

where gl = [g1l, ..., gNtl]
H is the channel vector from SBS to the lth PU. The SINR of the kth

SU can be written as

SINRDL
k =

pkw
H
k Rkwk∑K

i=1,i �=k piw
H
i Rkwi + σ2

k

, ∀k, (2.5)

where Rk = hkh
H
k . The problem formulation which always guarantees feasibility is based on

SINR balancing with extra PU interference leakage constraints. It can be written as

max
W,p

min
1≤k≤K

SINRk(W,p)

γk

subject to1Tp ≤ Pmax,

pk||gH
l wk||22 ≤ Pn,l, k = 1, ..., K, l = 1, ..., L

(2.6)

where γk is the target SINR for kth SU, Pn,l is the interference limit on the lth PU due to

the transmission of each SU, p = [p1, ..., pK ]
T and 1 = [1, 1, ..., 1]. The principle of uplink-

downlink duality is used to balance the SINR of the SUs while satisfying the constraints.

The beamformer designed in the virtual uplink mode can be used in the downlink mode

to achieve the same SINR values by selecting suitable downlink power allocations [28] and

considering the level of interference that will leak to PUs. Those and other types of problems

are extensively studied in the literature and solved in many different ways such as standard

interior points methods and iterative optimal algorithms [29].

In Fig 2.6, the convergence of the SINR balancing technique versus the number of iter-

ations is plotted. It shows how fast the convergence of the algorithm by using an iterative

uplink-downlink duality technique. However, most of these algorithms suffer from high com-

plexity and implementation difficulties.
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Figure 2.6: Convergence of the SINR balancing technique versus the iteration number [29].

2.5.3 Related Works

In [39], authors exploited multi-antennas (spatial diversity) in the downlink problem to im-

prove the channel capacity between SUs, while putting constraints on the PU interference

power and the SU transmit power. In [39], convex optimization techniques were used to de-

sign iterative algorithms that achieve the optimal capacity of the secondary system. In [40],

joint beamforming and scheduling schemes were investigated for CRNs. An efficient trans-

mit beamforming technique combined with user selection criteria was proposed to maximize

the downlink throughput and satisfy the SINR constraint while limiting the interference to

the existing PU. The authors in [41] designed robust CRN beamformers that match specific

target SU SINRs. This approach gets the beamformer weights and corresponding power al-

locations through reaching the required SINR for each SU within the given available power

while guaranteeing that the interference leakage to PUs is below specific thresholds.

While the previous works considered perfect CSI, robust cognitive beamforming was used

in [4] in the case of imperfect CSI between secondary and primary users. Standard interior

point optimization algorithms were performed to find the optimal solutions. In [5], iterative

sub-optimal optimization algorithms were developed to design the optimal weight beamform-
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ers for the SUs and rates were assigned to them in a distributed manner to maximize the

smallest weighted rate among the SUs. An SINR balancing optimization problem in [42] is

developed in a different approach over CRNs where it optimizes the worst SU SINR while

ensuring conditions on the total transmit power of the secondary network base-station and

the PU interference constraints. The technique given in [42] is a direct extension of the SINR

balancing technique of [28] for traditional fixed spectrum systems, that is, the uplink and

downlink power allocation algorithms have been modified in [42] to explicitly include the PU

interference constraint. However, all the above-mentioned algorithms and tools are developed

for a non-cooperative networks.

Combination between the cooperative diversity and distributed beamforming in CRNs

leads to higher gains in the received SNR and hence better system performance. Recently,

in [43], a fair transmit beamforming algorithm that maximizes the overall minimum through-

put of a relay-assisted CR system while guaranteeing certain QoS requirements to the primary

system was developed. The authors in [43] used iterative convex optimization tools to derive

the optimal beamformers weights for the secondary base-station with a multi-antenna system

that helps a pair of PUs to communicate with each other. A cooperative relaying scheme was

proposed in [44] for an underlay CRN where the relays used their beam-steering capability

to improve the target SINR at the secondary terminals while keeping the interference and

the noise leakage to the PUs below a tolerable threshold. Similar work was done in [45] for

a multipoint-to-multipoint CRN where the relays were used in a dual-hop AF cooperative

relaying scheme. The authors in [45] developed an iterative algorithm that jointly optimizes

the sources transmit powers and the relays’ beamforming weights to maximize the worst

SINR at the destinations while satisfying the sources and relays total transmit power con-

straints as well as the sources individual power constraints and further guaranteeing that

the interference powers from the CRN on the existing PUs are below predefined thresholds.

In [46], suboptimal scheme was used in an overlay model.

All these works assumed one-way cooperative relaying. Recently, the authors in [47]

obtained the optimal beamforming coefficients in a cognitive two-way relaying system using

iterative semidefinite programming and bisection search methods.
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2.6 Conclusions

We have presented a brief background related to the main topics investigated in this the-

sis. We conclude that the use of cooperative relaying in spectrum-sharing systems is a new

promising topic and is studied extensively nowadays. Reviewing the literature in depth shows

that it is still lacking in depth investigation of the combination between cooperative relay-

ing and distributed beamforming in spectrum-sharing systems. Unlike CR systems, a lot

of work was done on the use of beamforming in conventional cooperative wireless systems.

Moreover, most of the beamforming work in spectrum-sharing systems was performed for

multiple antenna systems where the optimal beamformers were optimized via different itera-

tive algorithms and standard interior points optimization tools. Nevertheless, those tools and

algorithms were developed to transfer the non-convex problems into convex ones to obtain

the optimal beamformers which made them very complicated.

Combination of cooperative relaying and distributed beamforming to enhance the sec-

ondary system performance seems to be a good solution. It is a challenging task to incorpo-

rate distributed beamforming in cooperative spectrum-sharing systems. Two main challenges

exist, the first one is how to obtain the optimal beamformers in a distributed fashion and

the second one is how to investigate the secondary system with the difficulty of obtaining the

perfect CSI at transmitters. Such challenges will be tackled in the next chapters.



Chapter 3

One-Way Relaying Spectrum-Sharing Systems

with Distributed Beamforming

3.1 Introduction

In this chapter, we combine cooperative dual-hop relaying and distributed beamforming with

the objective of improving the secondary system’s performance and limiting the interference

inflicted at the primary system. Recently, there have been a few articles on relaying schemes

in CRNs where the inflicted interference at the PUs is limited by controlling the transmit

power of the secondary transmitters [14]- [17]. The end-to-end performance of cooperative

relaying in spectrum-sharing systems with QoS requirements was studied in [14] where the

authors investigated the BER and outage probability performance for DF relaying. This

work considered only a single relay. The authors in [15] investigated the outage probability

for a multi-relay system with best relay selection based on spectrum sharing constraints.

Later, in [16], the exact outage performance of opportunistic selection decode-and-forward

(SDF) relaying in CRNs was derived subject to maximum transmit power limits. Recently,

the capacity of reactive and proactive DF relaying in CRNs was investigated in [17] under

peak power interference constraints. All these works considered either the received peak or

average power interference constraints or both of them to limit the interference to PUs.

Other works exploited beamforming to mitigate interference to PUs [43], [45], [46]. In [43],

convex optimization tools were used to find the sub-optimal beamformers in relay assisted

CRNs. In [45], an iterative alternating optimization-based algorithm was developed to obtain

the optimal beamforming weights in order to maximize the worst signal to interference noise

21
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ratio in multiuser CRNs. However, these algorithms and tools suffer from high computational

complexity. ZFB is considered as a simple sub-optimal approach that can be practically

implemented. In [46], a ZFB approach in a single relay with a collocated multi-antenna

system was applied to improve the primary system performance in an overlay CR scenario.

In this work, upper bounds for the outage and error probabilities were derived.

Motivated by the potential of combining cooperative diversity and beamforming, we adopt

in this chapter distributed beamforming in a dual-hop relaying spectrum-sharing system [48]-

[51]. Beamforming is done such that the received SNR at the secondary destination is max-

imized subject to a non-zero interference constraint (predefined threshold) at the primary

receiver. This method of beamforming is general and encompasses ZFB as a special case.

For tractability reasons, we apply distributed ZFB in conjunction with SDF and AF relay-

ing in a spectrum sharing environment where the secondary source communicates with its

destination in the presence of a PU. We limit the inflicted interference at the PU from both

the secondary source and relays. A peak power interference constraint is imposed on the

source’s transmission in the broadcasting phase while a distributed ZFB is applied to null

the interference to the PU in the the relaying phase.

To analyze the secondary performance under the impact of the PU’s CCI, we derive the

cumulative distribution functions (CDFs) and probability density functions (PDFs) of the

received SINRs in the SDF scheme. For the AF scheme, the CDF and the moment generating

function (MGF) of the end-to-end (E2E) equivalent SNR are derived. Making use of these

statistics, we derive closed-form expressions for the outage probability and the BER of the

proposed spectrum-sharing system and confirm the results numerically and by simulations for

different values of interference temperatures Q, number of relays and PU’s CCI interference

values.

In addition, asymptotic analysis of both metrics is performed in order to investigate the

achievable diversity order of the proposed system, and to gain some insight on the impact of

key parameters on the overall performance. Two scenarios are considered: 1) when a fixed

interference constraint is imposed, which leads to an error floor; and 2) when the interference

threshold scales with the secondary transmit power, which leads to a diversity gain in the

low secondary transmit power regime. We also compare the performance of the proposed
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schemes to the opportunistic SDF scheme presented in [15] and [16] for strict levels of the

reflected interference at the PUs. We demonstrate that the proposed schemes outperform

those in [15] and [16] for low to medium values of Q, which is the range of interest in cognitive

radio networks.

As a generalized model, we extend the previous system model assuming that multiple PUs

coexist with the secondary system. Considering this, we obtain a generalized beamforming

vector and perform a comprehensive analysis. We investigate the effect of the number of the

PUs on the secondary performance and the impact of the beamforming to compensate the

gain loss due to the existence of those PUs [49].1

The rest of this chapter is organized as follows. Section 3.2 describes the system model.

Section 3.3 represents the optimal beamforming weights design. The system performance

of the SDF scheme is analyzed in Section 3.4 while the performance of the AF scheme is

analyzed in Section 3.5. Numerical results are given in Section 3.6. Multi-PUs with CCI

system model is explained in Section 3.7. Finally, Section 3.8 concludes the chapter.

3.2 System Model and Problem Formulation

3.2.1 System Model

Consider a relay-assisted spectrum-sharing system shown in Fig. 3.1 where each SU and PU is

equipped with a single antenna. Specifically, our system model consists of a secondary source

(SS), a secondary destination (SD) and a set of secondary relays Ri, ∀i = 1, 2, ..., L. There is

no direct link between the source and destination, and they communicate only via potential

relays Ls ≤ L that relay the source’s message. A primary system coexists in the same area

with the secondary system. The SUs are allowed to share the same frequency spectrum with

the PU as long as the interference to the PU is limited to a predefined threshold. Both

systems transmit simultaneously in an underlay manner. The transmission protocol consists

of two orthogonal time slots and is divided into two phases as shown in Fig. 3.1.

1Hereafter, for simplicity, we refer to our system models as SDF-ZFB for the selection DF relaying scheme

with ZFB applied, and AF-ZFB for the AF relaying scheme with ZFB applied.
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Figure 3.1: System model.

In the first phase, based on the interference CSI between SS and PU, SS adjusts its

transmit power under a predefined threshold Q and broadcasts its message to the relays.

Any data transmitted from SS resulting in an interference level higher than Q, which is the

maximum tolerable interference power level at PU, is not allowed. Hence, a peak power

constraint is imposed on the interference received at PU. In the second phase of the SDF

scheme, the potential relays, which are selected during the first-hop transmission, become

members of the potential relays set C where ZFB is applied to null the interference from C
to PU. Meanwhile in the AF scheme, all Ls potential relays participate in the beamforming

process. By applying ZFB, the set of potential relays are able to always transmit without

interfering with the PU.

3.2.2 Channel Model

All channel coefficients are assumed to be independent Rayleigh fading. Let ha,b denote

the channel coefficient between nodes a and b, which is modeled as a zero mean, circularly

symmetric complex Gaussian (CSCG) random variable with variance λa,b. na denotes additive

white Gaussian noise which is also modeled as a zero mean, CSCG random variable with

variance σ2. Let hs,ri denote the channel coefficient between the source’s transmit antenna

and the receive antenna of the ith relay and hri,d represent the channel coefficient between the



25

ith relay and SD and their channel power gains are |hs,ri |2 and |hri,d|2, which are exponentially

distributed with parameter λs,ri and λri,d, respectively. Denote hs,p as the interference channel

coefficient between SS and PU and its channel power gain |hs,p|2, which is also exponentially

distributed with parameter λs,p. Let hri,p, gm,ri and gm,d represent the interference channel

coefficients between the ith relay and PU, and between the PU and both the ith relay

and SD with their channel power gains |hri,p|2, |gm,ri |2 and |gm,d|2 are also exponentially

distributed with parameters λri,p, λm,ri and λm,d , respectively. Let the ZFB vector be

wT
zf = [w1, w2, ..., wLs ]. Also let hT

rd = [hr1,d, ..., hrLs ,d
], and hT

rp = [hr1,p, ..., hrLs ,p
] be the

channel vectors between the relays and both SD and PU, respectively.

It is assumed that SS has perfect knowledge of the interference channel between itself and

the PU, i.e., hsp. We also assume that each selected relay Ri has perfect knowledge about its

interference channel hri,p to the PU and then it shares this channel information with the SD

to design the ZFB process at the second-hop transmission. It is worth mentioning that the

availability of this interference channel information can be acquired through a spectrum-band

manager that mediates between the primary and secondary users [52]. It is also assumed that

SD has perfect knowledge of the channel coefficients between the selected relays and itself,

i.e., (Ri - SD), which can be obtained via traditional channel estimation [53]. In our scheme,

the ZFB weights associated with the selected relays are designed at the SD by exploiting the

aforementioned channel information. Then, each weight is sent back to the selected relay via

a low data-rate feedback link, and that is applicable in slow fading environments [54].2

3.2.3 Mathematical Model and Size of Set C
In the underlay approach of this model, the SU can utilize the PU’s spectrum as long as

the interference it generates at the PUs remains below Q, which is the maximum tolerable

2We acknowledge that obtaining the interference channel between the primary and secondary users is a

challenging problem in practice. However, the level of interference caused on the PU can be estimated by the

fact that SS can hear the uplink signal of the PU. Feeding back the interference CSI to the SS may be carried

out directly by the licensee or indirectly through a band manager, which mediates between the two parties

(top of page 6 of [52]). To this end, several protocols have been proposed in [25], [52], which allow secondary

and primary users to collaborate and exchange information such that the interference channel gains can be

directly fed-back from the primary receiver to the secondary network.
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interference level at which the PU can still maintain reliable communication [55]. Hence, the

SS’s power P is constrained as P = min
{

Q
|hs,p|2 , Ps

}
where Ps is the maximum transmission

power of SS [15]. In our model, we also assume that the PU imposes CCI at the secondary

relays and SD. To this end, the received SINR γ̂s,ri at the ith relay is given as:

γ̂s,ri = min

{
Q

|hs,p|2 , Ps

} |hs,ri |2
Pint|gm,ri |2 + σ2

, (3.1)

where Pint is the PU’s transmit power.

Lemma 3.2.1. The CDF of γ̂s,ri, i.e., Fγ̂s,ri
(γ) is given as

Fγ̂s,ri
(γ) = 1− Fhs,p(ϑ)−

Qλs,pλm,rie
−λs,pϑ+

λm,riσ
2

Pint

λs,riPintγ
×

(
−e

Qλs,p
λs,riγ

(
λm,ri
Pint

+
λs,riγ

Q

)

× Ei

[
−

(
σ2 +

Qλs,p

γλs,ri

)(
λm,ri

Pint

+
λs,riγ

Q

)])

+ Fhs,p(ϑ)

⎛
⎝1− e−

σ2λs,pγ

Ps Ps

Pintλs,pγ + Psλm,ri

⎞
⎠ , (3.2)

where ϑ = Q
Ps
, Fhs,p(ϑ) = 1− e−λs,pϑand Ei[ .] is the exponential integral defined in [56].

Proof. See Appendix A.1.

For AWGN only, i.e. Pint = 0, the CDF of the received SNR at the ith relay γs,ri is given

as

Fγs,ri
(γ) = 1− e

−λs,pγ

γs +
γe−

λs,riQ

σ2 +λs,pγ

γs

λs,riQ

λs,p
+ γ

, (3.3)

where γs =
Ps

σ2 .

We define C to be the set of relays which have their received instantaneous SINRs ex-

ceeding a certain threshold in the first time slot. This translates to the fact that the mutual

information between SS and each relay is above a specified target value. In this case, the

potential ith relay is only required to meet the following constraint given as [7]

Pr [Ri ∈ C] = Pr

[
1

2
log2(1 + γ∗

s,ri
) ≥ Rmin

]
, i = 1, 2, ..., L, (3.4)
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where the coefficient 1
2
comes from the dual-hop transmission in two time slots, γ∗

s,ri
represents

either γs,ri or γ̂s,ri and Rmin denotes the minimum target rate below which outage occurs.

According to (3.3), we can obtain

Pr [Ri ∈ C] = 1− Fγ∗
s,ri

(γmin), (3.5)

where γmin = 22Rmin − 1 is the SINR threshold.

Without loss of generality, for all sub-channels being symmetrical, i.e., λs,ri = λs,r ∀ i, then
Pr [Ri ∈ C] is exactly the same for all i. Let Pr [Ri ∈ C] = q, and denote the cardinality of

the set C as |C|, then according to the Binomial Law, Pr [|C| = Ls] becomes

Pr [|C| = Ls] =

(
L

Ls

)
qLs(1− q)L−Ls . (3.6)

3.3 Optimal Beamforming Weights Design

Our aim is to maximize the received power at the destination in order to maximize the mutual

information of the secondary system while limiting the interference to the PU receiver to a

tolerable level. Mathematically, the problem formulation for finding the optimal weight vector

is described as follows.

max
vopt,Pr

|hH
rdvopt|2

s.t.: |hH
rpvopt|2 ≤ Q/Pr,

‖vopt‖2 = 1, Pr ≤ Pv.

(3.7)

To solve the above problem, we first find the optimal beamforming vector vopt, and then

the transmit power of the relays Pr ≤ Pv, is found such that the interference constraint is

satisfied, where Pv is the total available power at the relays. We decompose vopt as a linear

combination of two orthonormal vectors, namely, vopt = αvwzf + βvwo, where αv and βv are

complex valued weights with |αv|2 + |βv|2 = 1 to keep ‖vopt‖2 = 1.

For the zero-interference constraint case, i.e., Q = 0, the optimal beamforming vector

is the ZFB vector, i.e., vopt = wzf . According to the ZFB principles, wzf is chosen to

lie in the orthogonal space of hH
rp such that |hH

rpwzf | = 0 and |hH
rdwzf | is maximized. By
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Figure 3.2: Geometric explanation of vopt

applying a standard Lagrangian multiplier method, the weight vector that satisfies the above

optimization method is given as

wzf =
T⊥hrd

‖T⊥hrd‖ , (3.8)

where T⊥ =
(
I− hrp(h

†
rphrp)

−1h†
rp

)
is the projection idempotent matrix with rank (Ls−1).

For the non-zero interference constraint, the secondary relays can increase their transmit

power in their own direction, i.e., hrd while the interference to the PU is constrained to a

predefined threshold. Generally, in this case, the beamforming vector is not in the null space

of hrp and since wH
zfwo = 0, we have

wo =
hrd −wH

zfhrdwzf√
1− |wH

zfhrd|2
. (3.9)

By finding wzf and wo, the optimal weights are derived as αv =
wH

zfhrd

|wH
zfhrd|

√
1− β2

v , |βv| ≤√
Q

Pr|hrp|2 , and Pr =
Q

|hrp|2 . To elaborate, a geometric explanation of vopt is given in Fig. 3.2

where by rotating vopt from the ZFB vector wzf toward the maximum ratio transmission

(MRT) beamformer hrd, the secondary relays can maximize the SNR received at the sec-

ondary destination at the expense of increasing the interference to the PU while still respect-

ing a predefined threshold Q. In the case of MRT, vopt = hrd, and therefore the interference

constraint becomes irrelevant (non-cognitive case).

Although the optimal scheme yields the maximum SNR at the secondary receiver, it is not

commonly used due to its intractability, both in terms of design complexity and performance

analysis. As an alternative, ZFB is widely used for its simplicity and low complexity, which
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is attributed to the fact that designing the ZFB vector involves only a projection of the

interference channel vector onto the null space without the extra complexity of computing

αv and βv. Moreover, as we will demonstrate later, simulation results suggest that there is a

little difference in performance between ZFB (given by (3.8)) and the non-zero interference

constraint with αv and βv. Motivated by this, for the analysis part, we only consider wzf

because it enables us to obtain closed-form expressions and get insights on the asymptotic

performance of the underlying system, which will not be possible otherwise.3

3.4 Performance Analysis of the SDF scheme

In this section, we investigate the SDF relaying protocol employed jointly with ZFB. We con-

sider the SDF scheme where only a set of potential relays who have strong channel conditions

to the source and perfectly decode the source’s message participate in the second phase. In

the first phase, when SS broadcasts a signal xs to the L relays, the received signal at the ith

relay is given as

yr =
√
Phs,rixs +

√
Pint gm,rixp + nr, (3.10)

where nr denotes the noise at each Ri with variance σ2 and xp is the PU’s signal. For the

second phase, when the potential relays forward the SS’s signal after applying ZFB, the

received signal at the SD is given as

yd =
√
Prh

H
rdwzfxs +

√
Pint gm,dxp + nd, (3.11)

where xs is the decoded symbol with E
[|xs|2

]
=

[|xp|2
]
= 1, and nd denotes the noise at SD

with variance σ2.

3.4.1 End-to-End Received SINR Statistics

We substitute (3.8) into (3.11) to get the conditional received SINR as

γ̂DF
eq|C =

Pr||T⊥hr,d||2
Pint|gm,d|2 + σ2

. (3.12)

3To be able to apply ZFB, we consider the general assumption that the number of relays must be greater

than or equal to the number of primary receivers plus the secondary destination, hence Ls ≥ 2.
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To analyze the system, we need to obtain the PDF and CDF of γ̂DF
eq|C. Let X = Pr||T⊥hr,d||2

and Y = Pint|gm,d|2. Now we have the following Lemma.

Lemma 3.4.1. Let each entry of hrd be i.i.d. CN ∼ (0, 1), then
∥∥T⊥hrd

∥∥2
is a chi-square

random variable with 2(Ls− 1) degrees of freedom [57, Theorem 2, Ch.1] with CDF is given

as

FX|C(γ) = 1− 1

(Ls − 2)!
Γ

(
Ls − 1,

γ

γ r

)
, γ ≥ 0, (3.13)

where γr =
Pr

σ2 and Γ(., .) is the upper incomplete Gamma function defined in [56].

Accordingly, the PDF of fDF
γeq|C(γ) is given as

fX|C(γ) =
(γ)Ls−2e−

γ
γr

(Ls − 2)!(γr)Ls−1
, γ ≥ 0, Ls ≥ 2. (3.14)

Incorporating (3.14) and the PDF of the exponential random variable Y into the integral

of [58, Eq. 6.60], and using [56, (3.326.2)], the PDF of γ̂DF
eq conditional on C is given as

fγ̂DF
eq|C

(γ) =
ζγϕ−1(

γ
Pr

+
λm,d

Pint

)ϕ+1 , (3.15)

where ζ =
λm,d

Γ(ϕ)Pint(Pr)ϕ
and ϕ = Ls − 1. Finally, the unconditional PDF of the total received

SINR, denoted by γtot, is written as

fγDF
tot

(γ) =
1∑

Ls=0

(
L

Ls

)
qL−Ls(1− q)Lsδ(γ)

+
L∑

Ls=2

(
L

Ls

)
qL−Ls(1− q)Ls

ζγLs−2(
γ
Pr

+
λm,d

Pint

)Ls
, (3.16)

where δ( . ) is the Dirac function that refers to the received SINR when the relays are inactive.

To compute FγDF
tot

(γ), we integrate (3.16) which, with the help of [56, 3.194.1], results in

FγDF
tot

(γ) =
1∑

Ls=0

(
L

Ls

)
qL−Ls(1− q)Ls +

L∑
Ls=2

(
L

Ls

)
qL−Ls(1− q)Ls

× ξγϕ
2F1

(
Ls, ϕ;Ls;− Pintγ

λm,dPr

)
, (3.17)

where ξ =
(Pr)λ

ϕ+2
m,d

Γ(ϕ+1)Pϕ+1
int

and 2F1(·) is a Gauss-hypergeometric function defined in [56, Eq. 9.11].
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3.4.2 Outage Probability Analysis

In this section, we analyze the secondary outage performance. To this end, the mutual

information at SD, IDF , can be written as [7]

IDF =
1

2
log2

(
1 +

∑
i∈C

γi

)
, (3.18)

where γi represents the received SNR for each relay-destination link. An outage event occurs

when IDF falls below a certain target rate. For a given rate Rmin, the outage probability,

Pout, can be rewritten using the total probability theorem as

PDF
out =

L∑
Ls=0

Pr(|C| = Ls)Pr(IDF < Rmin| |C| = Ls). (3.19)

There exist two exclusive outage events for the secondary system with distributed ZFB. Event

A: failing to apply ZFB when Ls < 2,4 and Event B: failing to achieve the target rate when

Ls ≥ 2. The probability of event A is

Pr(A) =
1∑

Ls=0

(
L

Ls

)
qLs(1− q)L−Ls , (3.20)

and the probability of event B is

Pr(B) = Pr(IDF < Rmin| |C| = Ls)

= Pr

[
1

2
log2(1 + γ̂DF

eq|C) < Rmin

]
= Fγ̂DF

eq|C
(γmin), (3.21)

where γmin = 22Rmin − 1.

Then, from (3.17), the outage probability is simply given by

PDF
out = FγDF

tot
(γmin). (3.22)

For the case of Pint = 0, the outage probability for the AWGN scenario is given as

PDF
out = 1−

L∑
Ls=2

(
L

Ls

)
qLs(1− q)L−Ls

(
Γ(Ls − 1, γmin

γr
)

(Ls − 2)!

)
. (3.23)

Diversity Gain: To gain some insight about the achievable diversity order, we investigate

two cases. The first case is when a fixed power constraint is imposed, i.e., Q is fixed and the

4In this case, the system can limit the interference following the same approach used in the first phase.

This case was studied in [59].
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second case is when a proportional interference constraint is imposed, i.e., Q = aPs.

In the first case, i.e., when Q → ∞ and Ps  Q, (18) reduces to

P high
out ≈

L∑
Ls=0

(
L

Ls

)(
1− e−

γminλs,p
γs

)L−Ls

×
(
e−

γminλs,p
γs

)Ls

(
γ(Ls − 1, γmin

γr
)

(Ls − 2)!

)
. (3.24)

It is interesting to observe from (3.24) that the outage probability results in a non-zero

constant value. This means that Pout saturates when the SU transmit power exceeds the PU

threshold. This suggests that the outage probability saturates due to the restriction of Q,

leading to a diversity order of zero.

Mathematically, the asymptotic diversity order d with respect to Q is given by

d = lim
Q→∞

− log (P high
out )

log (Q)

= lim
Q→∞

− log(K)

log (Q)
= 0, (3.25)

where K is a non-zero constant. Noting that λr,p, γs, Ls, γmin are all constants and using

(3.24), we arrive at (3.25). Hence, the diversity order is zero in this case.

For the second case, that is, for low to medium values of Q, we assume that Q scales

with the maximum power level Ps, i.e., Q = aPs, which effectively neglects the effect of the

interference constraint by allowing a large transmit power. The objective here is to examine

the achievable diversity for this range of Q. To this end, we first represent (3.3) in the

following form to ease the expansion at high SNRs

Fγs,ri
(γ) =

(
1− e−

Qλs,ri
Ps

)(
1− e−

σ2γλs,p
Ps

)

+ e−
Qλs,ri

Ps

⎛
⎝1− Qλs,rie

−σ2γλs,p
Ps

λs,pσ2γ +Qλs,ri

⎞
⎠ . (3.26)

For sufficiently high SNR, i.e., as Ps → ∞, using Taylor series expansion, (3.26) can asymp-

totically be expressed as

Fγs,ri
(γ) ≈ σ2γλs,p

Ps

+ e−
λs,riQ

Ps
σ2γλs,p

Qλs,ri

. (3.27)
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Substituting Q = aPs and γ = γmin into (3.27), the approximate outage probability expres-

sion is given as

P high
out ≈

L∑
Ls=0

(
L

Ls

)(
1− ψ

1

Ps

)Ls
(
ψ

1

Ps

)L−Ls

×
(
γ(Ls − 1, γmin

γr
)

(Ls − 2)!

)
.

≈ Ga

(
1

Ps

)L−1

, (3.28)

where ψ = σ2λs,pγmin + e−aλs,ri
σ2λs,pγmin

aλs,ri
and Ga =

∑L
Ls=0

(
L
Ls

)
ψL

(
γ(Ls−1,

γmin
γr

)

(Ls−2)!

)
. Note that

(3.28) suggests that the diversity gain is achieved with order d = L− 1 in this case.

3.4.3 Bit Error Rate Analysis

We analyze the BER performance due to the errors occurring at SD assuming that all par-

ticipating relays have accurately decoded and regenerated the message. As such, the BER

analysis follows similar lines like those of the outage probability. In particular, the error

probability at SD can be written as

PDF
e =

L∑
Ls=0

Pr(|C| = Ls)Pr(Pe||C| = Ls), (3.29)

where Pr(Pe||C| = Ls) is the error probability conditioned on |C| = Ls. The symbol error

rate (SER) could be evaluated using the following identity

PDF
SER =

a
√
b

2
√
π

∫ ∞

0

e−bu

√
u
FγDF

tot
(u)du, (3.30)

where (a,b) depends on the modulation scheme.

Theorem 3.4.2. A closed-form expression for the BER for the SDF-ZFB with the effect of

the CCI of the PU is given by

PDF
e =

1

2

1∑
Ls=0

(
L

Ls

)
qL−Ls(1− q)Ls + ε�

L∑
Ls=2

(
L

Ls

)
qL−Ls(1− q)Ls

× ΣνG3,1
2,3

(
−ν b λm,dPr

Pint

∣∣∣ 1
2
−ϕ, 1

2

0, 1
2
,− 1

2

)
,

(3.31)
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where Σ =
(

λm,dPr

Pint

)
, � = a

√
b

2
√
π

λm,d

PintΓ(ϕ)P
ϕ
r
, ν = ϕ + 3

2
, ε = ϕPint

Γ(Ls)Pr
and (a, b) = (1, 1) for

BPSK.

Proof. See Appendix A.2.

In the following, we analyze the BER using BPSK and the SER using Mq-QAM for the

AWGN scenario, where Mq is the constellation size.

BER of BPSK

This probability could be evaluated by averaging the error probability Pe over the PDF in

(3.14). Since Pe depends on the modulation scheme, many expressions can be used. In the

case of BPSK, Pe = Q
(√

2γDF
eq|C

)
where Q(.) denotes the Q−function defined as Q(.) =

1√
2π

∫∞
x

e−x2/2dx. After averaging this expression over the PDF in (3.14), Pr(Pe||C| = Ls)

can be calculated as [60, Eq. 14-4-15]

Pr(Pe||C| = Ls) = [
1

2
(1− μ)]Ls−1

Ls−2∑
k=0

(
Ls − 2 + k

k

)
[
1

2
(1 + μ)]k, (3.32)

where μ =
√

γr
1+γr

and Ls ≥ 2.

Now substituting (3.32) into (3.29), PDF
e can be obtained as

PDF
eBPSK

=
1

2

1∑
Ls=0

(
L

Ls

)
qLs(1− q)L−Ls +

L∑
Ls=2

(
L

Ls

)
qLs(1− q)L−Ls

× [
1

2
(1− μ)]Ls−1

Ls−2∑
k=0

(
Ls − 2 + k

k

)
[
1

2
(1 + μ)]k, (3.33)

where the first term in the expression appears when the number of selected relays is less than

two, hence, we do not have any transmission in the second phase. It is worth noting that the

PDF of the received SNR at SD in the non-transmission case (the relay keeps silent) is δ(x),

where δ(·) is the delta function.

Diversity Gain: Similar to the outage probability case, to analyze the asymptotic be-

havior of (3.33), we let Q → ∞ while Ps  Q. The resulting expression can be expressed
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as

P high
e ≈

L∑
Ls=0

(
L

Ls

)(
1− e−

γminλs,p
γs

)L−Ls

×
(
e−

γminλs,p
γs

)Ls

[
1

2
(1− μ)]Ls−1

×
Ls−2∑
k=0

(
Ls − 2 + k

k

)
[
1

2
(1 + μ)]k. (3.34)

Mathematically, noting that all λr,p, γs, Ls, γmin are constants, the asymptotic diversity order

d with respect to Q is given by

d = lim
Q→∞

− log (P high
e )

log (Q)

= lim
Q→∞

− log(K)

log (Q)
= 0, (3.35)

which suggests that the diversity order is zero.

SER of Mq-QAM: For a square Mq-QAM modulation signal (Mq = 2k with even k),

since it can be considered as two independent
√
k-pulse amplitude modulation (PAM) signals,

its conditional average SER can be written as

PeDF
Mq−QAM

=

∫ ∞

0

4DQ

(√
3

Mq − 1
zfγDF

eq|C
(z)

)
dz︸ ︷︷ ︸

I1

(3.36)

−
∫ ∞

0

4D2Q2

(√
3

Mq − 1
zfγDF

eq|C
(z)

)
dz︸ ︷︷ ︸

I2

where D =

(
1− 1√

Mq

)
. For the first integral I1, we have

I1 =
2a

√
b√

π

∫ ∞

0

e−bz

√
z
FγDF

eq|C
(z)dz

=
2a

√
b√

π

∫ ∞

0

e−bz

√
z

γ(Ls − 1, z
γr
)

(Ls − 2)!
dz, (3.37)

where a = 1− 1√
Mq

and b = 3
2(Mq−1)

for Mq-QAM. Using [56, 6.455.2], I1 results in

I1 =
2a

√
b√

π

Γ(Ls − 1
2
)( 1

γr
)Ls−1

(Ls − 1)!( 1
γr

+ b)Ls− 1
2

2F1

(
1, Ls − 1

2
;Ls;

1

γr(
1
γr

+ b)

)
. (3.38)
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For the second integral I2, we use [61, Eq. 39] as

I2 =
1

6
a2

[
3

∫ ∞

0

e
− 6

Mq−1
z
fDF
γeq|C(z)dz +

∫ ∞

0

e
− 3

Mq−1
z
fDF
γeq|C(z)dz

]

=
1

6
a2

[
3

γLs−1
r

(
6

Mq − 1
+

1

γr

)−Ls+1

+
1

γLs−1
r

(
3

Mq − 1
+

1

γr

)−Ls+1
]
. (3.39)

By adding (3.38) and (3.39) and following the same steps as in (3.29), we get a closed-form

expression for the SER of Mq-QAM. We note that, in many previous works, I2 is omitted

which may cause a significant error to the SER at low SNRs. In contrast, our closed-form

expression gives more accurate results.

3.5 Performance Analysis of the AF scheme

In this section, we consider the AF scheme where a set of relays Ls simply weight and

forward the received signals in the second phase. The AF relaying scheme is beneficial in our

system model because it is desired to reduce the complexity in CRN. In the proposed setup,

in the first phase, the SS broadcasts its signal to all L relays, then the received signal at

the ith relay is given in (3.10). When the potential relays Ls = L participate in the second

phase, the received Ls × 1 vector at the relays can be written in a vector form as5

yr =
√
Phsrxs + nr, (3.40)

where hsr is the Ls×1 source- relays channel vector and nr is the relays’ noise vector with its

elements having variance σ2. In the second phase, the potential relays amplify and forward

the received signals to the destination. To allow concurrent transmission of the secondary

relays and PU, we first apply the Ls × 1 ZFB vector denoted by wzf and then the weighted

signals are forwarded to SD. The received signal at SD is given as

yd =
√
PArh

H
rdDiag(wzf )hsrxs + ArBrh

H
rdDiag(wzf )nr + nd, (3.41)

5In the AF scheme, we do the performance analysis while assuming AWGN because it is mathematically

tractable. As for the case with interference, we provide only simulation results because the performance

analysis is complex.
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where Ar is the normalization constant designed to ensure that the total transmit power at

the relays is constrained and it is given by (assuming each Ri knows perfectly hs,ri) [35]

Ar =

√
Pr

wH
zf (PhsrhH

sr + σ2I)wzf

. (3.42)

Then the total received SNR at SD is given as

γAF
eq =

PA2
r|hH

rdDiag(wzf )hsr|2
A2

r|hH
rdwzf |2σ2 + σ2

. (3.43)

Now substituting (3.8) and (3.42) into (3.43), and after simple manipulations, the equivalent

SNR at SD can be written in the general form of γeq =
γ1γ2

γ1+γ2+1
as:

γAF
eq =

P
σ2 ‖hsr‖2 γr

∥∥T⊥hrd

∥∥2

P
σ2 ‖hsr‖2 + γr ‖T⊥hrd‖2 + 1

. (3.44)

Considering the peak power constraint on the PU, we express γAF
eq as

γAF
eq =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

γs‖hsr‖2γr‖T⊥hrd‖2

γs‖hsr‖2+γr‖T⊥hrd‖2
+1

, Ps <
Q

|hs,p|2

γq
‖hsr‖2
|hs,p|2 γr‖T⊥hrd‖2

γq
‖hsr‖2
|hs,p|2 +γr‖T⊥hrd‖2

+1
, Ps ≥ Q

|hs,p|2
(3.45)

where γq =
Q
σ2 .

3.5.1 End-to-End Statistical Analysis of γAF
eq

We first present the statistics of the new random variables. Then, we derive the CDFs and

PDFs of both cases of γAF
eq which will be used in the derivation of the performance metrics.

We focus on the analysis of the second case
(
Ps ≥ Q

|hs,p|2
)
as it is more effective and restrictive

than the first case
(
Ps <

Q
|hs,p|2

)
. It determines the effect of the peak power constraint in

the first phase on the performance of the secondary system while the system in the first case

becomes a non-cognitive one.

Let γ1 = γs ‖hsr‖2 , γ2 = γr
∥∥T⊥hrd

∥∥2
, and γ3 = γq

‖hsr‖2
|hs,p|2 . We first need to find the CDFs

and PDFs for all γ1, γ2 and γ3. The CDF and PDF of γ2 are given in (3.13) and (3.14),

respectively, and in the following we derive the PDFs and CDFs of γ1 and γ3.
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Lemma 3.5.1 ((PDF and CDF of γ1)). Let each entry of hsr be i.i.d. CN ∼ (0, 1), i.e.,

‖hsr‖2 is a chi-square random variable with 2Ls degrees of freedom. Then the PDF and CDF

γ1 are given by

fγ1(γ) =
(γ)Ls−1e−

γ
γs

(Ls − 1)!(γs)Ls
, γ ≥ 0, (3.46)

and

Fγ1(γ) = 1− 1

(Ls − 1)!
Γ

(
Ls,

γ

γs

)
. (3.47)

Proof. See [62, Chapter 9].

Lemma 3.5.2 ((PDF and CDF of γ3)). Given that ‖hsr‖2 is a chi-square random variable

with 2Ls degrees of freedom (Lemma 3), and |hs,p|2 is an exponential random variable, then

the PDF and CDF of γ3 = γq
‖hsr‖2
|hs,p|2 are given by:

fγ3(γ) =
λs,pLs

(γq)Ls

(γ)Ls−1

( γ
γq

+ λs,p)Ls+1
, (3.48)

and

Fγ3(γ) =

(
γ

γqλs,p

)Ls

2F1(Ls + 1, Ls;Ls + 1;− γ

γqλs,p

), (3.49)

where 2F1( , ; ; ) is the Gauss hypergeometric function defined in [56].

Proof. See Appendix A.3.

To proceed, we compute the statistics of γAF
eq defined by

γAF
eq =

γ1γ2
γ1 + γ2

, (3.50)

which can be considered as a tractable tight upper bound to the actual equivalent E2E SNR.

To this end, γAF
eq in (3.45) can be rewritten as

γAF
eq =

⎧⎨
⎩ γAF

eq1
, Ps <

Q
|hs,p|2

γAF
eq2

, Ps ≥ Q
|hs,p|2

(3.51)

where γAF
eq1

=
γs‖hsr‖2γr‖T⊥hrd‖2

γs‖hsr‖2+γr‖T⊥hrd‖2 and γAF
eq2

=
γq

‖hsr‖2
|hs,p|2 γr‖T⊥hrd‖2

γq
‖hsr‖2
|hs,p|2 +γr‖T⊥hrd‖2 .
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Theorem 3.5.3 ((CDF of γAF
eq1

)). The CDF of the tight upper bounded γAF
eq1

is given by

FAF
eq1

(γ) = 1− bo e(−
γ
γs

)e(−
γ
γr

)
Ls−2∑
n=0

Ls−1∑
k=0

k∑
v=0

(
Ls − 2

n

)

× 1

k!

(
k

v

)
2(γr)

n−v+1
2 (

1

γs
)k+

n−v+1
2 (γ)k+Ls−1

× Kn−v+1

(
2

√
γ2

γsγr

)
, (3.52)

where bo =
1

(Ls−2)!γLs−1
r

.

Proof. See Appendix A.4.

Theorem 3.5.4 ((CDF of γAF
eq2

)). The CDF of the tight upper bounded γAF
eq2

is given by

FAF
γeq2

(γ) = 1− d e(−cγ)

Ls−1∑
n=0

Ls−2∑
k=0

k∑
v=0

1

k!

(
k

v

)(
Ls − 1

n

)
× (c)k+

n−v
2 Γ(Ls − n+ v)(γ)Ls−1+k

× (γ + λs,pγq)
n−v
2

−Lse

(
cγ2

2(γ+λs,pγq)

)

× Wn−v
2

−Ls,
−n+v−1

2

(
cγ2

(γ + λs,pγq)

)
, (3.53)

where d = λs,p

γq
, c = 1/γr and W.,.(.) is the Whittaker function defined in [56]. It is worth

noting that the Whittaker function is implemented in many mathematical softwares such as

Matlab and Mathematica.

Proof. See Appendix A.5.

By differentiating FAF
γeq2

(γ) with respect to γ, we get the PDF of γAF
eq2

which is evaluated

numerically and plotted in Fig. 3.3 for various values of Ls.

3.5.2 MGF of γAF
eq2

In order to obtain the average BER for the AF scheme in the second case, the MGF based

approach in [62] is used in this paper. Let γ−1
eq2

= γ−1
3 + γ−1

2 = X1 +X2 where X1 = γ−1
3 and

X2 = γ−1
2 . As γ−1

eq2
is the sum of two independent random variables, the MGF of γ−1

eq2
results
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Figure 3.3: PDF of the End-to-End received SNR at SD, fAF
γeq2

(γ) for different values of

potential relays in the AF-ZFB scheme for the second case.

simply from the product of the two MGFs of X1 and X2. The MGF of random variable X

is defined as

φX(s) = EX {exp(−sX)} =

∫ ∞

0

e−szfX(z)dz. (3.54)

First, we need to find the PDFs of X1 and X2. For the PDF of X1, we follow the same

mathematical approach applied in (A.12), which after some mathematical manipulations, is

obtained as

fX1(z) =
λs,pLs

(γq)Ls

1

(λs,pz +
1
γq
)Ls+1

. (3.55)

The PDF of X2 is the PDF of the inverse chi-square random variable which leads to the

following expression

fX2(z) =
e

−1
γr z

(γr)Ls−1(Ls − 2)!zLs
. (3.56)

Substituting (3.55) into (3.54), and using [56, 3.382.4], the MGF of X1 is

φX1(s) =
Ls

(λs,p)Ls(γq)Ls
sLse

s
γqλs,p Γ(−Ls,

s

γqλs,p

). (3.57)

Similarly, substituting (3.56) into (3.54), and using [56, 3.471.9], the MGF of X2 is

φX2(s) =
2

(γr)Ls−1(Ls − 2)!

(
s

γr

)Ls−1
2

KLs−1

(
2

√
s

γr

)
, (3.58)

where Kv(.) is the modified Bessel function defined in [56].

Now, we can easily compute the MGF of γ−1
eq2

as the product of φX1(s) and φX2(s) which is
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given as

φγ−1
eq2

(s) =
2Ls

(λs,p)Ls(γq)Ls(γr)
Ls−1

2 (Ls − 2)!
s

3s−1
2 e

s
γqλs,p

× Γ(−Ls,
s

γqλs,p

)KLs−1

(
2

√
s

γr

)
. (3.59)

We can make use of the following formula to find the MGF of γAF
eq2

utilizing the MGF γ−1
eq2

[64,

Eq. 18]

φγAF
eq2

(s) = 1− 2
√
s

∫ ∞

0

J1(2β
√
s)φγ−1

eq
(β2)dβ, (3.60)

where J1(.) is the Bessel function of the first kind [56]. Although this formula seems to be

difficult, we can still use it to study the performance of the BER based on the relationship

that exists between the MGF and symbol error rate [62].

3.5.3 Outage Probability Analysis

In traditional systems, outage occurs when the received SNR at the destination falls below

a pre-determined threshold. However, in spectrum-sharing systems, besides the previous

reason, outage occurs when the interference constraint imposed on the secondary transmitters

(to limit the inflicted interference on primary users) is not satisfied. Therefore, outage in

such systems cannot be avoided. To this end, the mutual information at SD, IAF , can be

written as [7]

IAF =
1

2
log2(1 + γAF

eq ), (3.61)

where γAF
eq represents the E2E received SNR at SD. An outage event occurs when IAF falls

below a certain target rate. For a given rate Rmin, the outage probability, PAF
out , can be

rewritten as

PAF
out = Pr(IAF < Rmin) = FAF

eq (γmin). (3.62)

The corresponding total outage probability for the first case
(
Ps <

Q
|hs,p|2

)
can be computed

by substituting (3.52) into (3.62), yielding

PAF
out1

= FAF
eq1

(γmin), (3.63)
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and the corresponding total outage probability for the second case
(
Ps ≥ Q

|hs,p|2
)

can be

computed by substituting (3.53) into (3.62), and is given as

PAF
out2

= FAF
γeq2

(γmin). (3.64)

3.5.4 Bit Error Rate Analysis

Exploiting the MGF-based form, the average BER is given by [62]

Pe =
1

π

∫ π/2

0

φγeq

(
1

sin2ϕ

)
dϕ. (3.65)

Substituting (3.60) into (3.65) and after some manipulations, the formula of the BER becomes

Pe =
1

2
− 2

π

∫ ∞

0

φγ−1
eq
(β2)

∫ π/2

0

(√
1

sin2ϕ
J1

(
2β

√
1

sin2ϕ

))
dϕdβ. (3.66)

The inner integral of (3.66) can be solved by using change of variables and equation [63, eq.

2.12.4.15] which leads to the value sin(2β)
2β

. So the BER can be evaluated according to the

following formula

Pe =
1

2
− 2

π

∫ ∞

0

φγ−1
eq
(β2)

sin(2β)

2β
dβ, (3.67)

where φγ−1
eq

is the MGF of the inverse SNR given in (3.59).

Regarding the diversity gain in the AF scheme, in the literature, there were many articles

that analyzed the diversity gain especially in traditional and spectrum-sharing systems. Since

it is similar to the analysis of the asymptotic behavior of the DF scheme with the same

conclusion, we opted for not including it here as it will be a repetition otherwise [46].

3.6 Numerical Results and Discussions

In this section, we investigate the performance of the derived results numerically and through

simulations. For the outage probability analysis, without loss of generality, we assume that

λs,p = λs,ri = λri,p = 1 and λm,ri = λm,d = 1. We also assume that the maximum transmit

powers for the SS and the secondary relays are Pr = 5dB and Ps = 7dB, respectively.
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Figure 3.4: Outage probability of SDF-ZFB vs. Q(dB) for L=7 and Rmin= 0.5 bits/s/Hz.

3.6.1 SDF Scheme

Fig. 3.4 shows the outage performance of the SDF-ZFB system versus the peak interference

level Q at PU for L = 7 and Rmin = 0.5 bits/s/Hz. Clearly, the higher the tolerable

interference level, the better the outage performance. The figure also shows that the outage

performance saturates at high values of Q which is a result of the limitation on the maximum

transmit power of the secondary transmitters. It is obvious that the outage performance with

the effect of the CCI from the PU becomes worse than its performance without CCI at the

same transmit power and number of relays. The figure also shows the outage performance

when a non-zero interference constraint beamforming vector is employed (simulation only).

It shows that there is a little difference between the system performance in this case and ZFB

due to the loose Q. This appears at high values of Q which is not in the range of operation

in cognitive networks.

In Fig. 3.5, we simulate the outage probability versus the number of potential relays for

Q = −3, 0, 3 dB and Rmin = 0.2, 0.5 bits/s/Hz. It is clear that by increasing the number of

relays that participate in the second phase, the outage performance improves as compared
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Figure 3.5: Outage probability of SDF-ZFB vs. the number of relays for Q = −3, 0, 3dB and

Rmin = 0.2, 0.5 bits/s/Hz.

to the non-beamforming SDF case. This is attributed to the fact that applying ZFB acts as

an opportunistic relaying in the second phase and it only needs one time slot to transmit as

compared to the time division multiple access (TDMA) schemes that need M time slots.

Fig. 3.6 illustrates the average BER performance versus Q for L= 7 and Rmin = 0.5

bits/s/Hz. It is obvious that for low to moderate Q values, the BER improves substantially

as the number of potential relays increases and Q becomes less strict. It saturates to a good

BER performance for high Q values since the secondary source and the relays transmit at

a fixed transmit power as well as maintaining the QoS at the PU. The asymptotic behavior

when Q scales with Ps, i.e., Q = aPs gives a diversity gain with L− 1 which emphasizes that

the diversity is achieved only in the low transmit power regimes. Moreover, for low value

of Pint = −3 dB, the BER performance with CCI is close to the performance with AWGN

only which can happen in practical systems when the PU signal is a Gaussian codeword for

instance.

Fig. 3.7 plots the average SER of the SDF scheme versus Q employing Mq-QAM modula-

tion scheme. We use BPSK, 4-QAM and 16-QAM. Clearly, BPSK gives better performance,
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however, the 4-QAM and 16-QAM offer better throughput.

Comparison between the outage performances of our system SDF-ZFB and the opportunistic-

SDF without the direct path used in [15] and [16] is simulated in Fig. 3.8. In the figure, we

examine the outage probability versus different values of Q with L = 5, 6 and maximum

transmit power of the secondary transmitters Ps = 7, 10 dB at Rmin = 0.5 bits/s/Hz. Our

proposed system outperforms the system in [15] and [16] for strict values of Q which is great

news as it is more acceptable and practical in cognitive radio systems. For very loose val-

ues of Q, the system in [15] and [16] outperforms our proposed system performance. The

reason is, at high Q values, their system is described as a non-cognitive system without any

interference constraint which is not tolerable in spectrum sharing environments.

3.6.2 AF Scheme

With the same assumptions as in the SDF scheme, we study the performance of the pro-

posed AF scheme through numerical evaluation and simulations. Fig. 3.9 shows the outage
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performance of AF-ZFB for the first case versus the maximum transmit power of the SS for

L = 4, 5, 6 and Rmin = 0.5 bits/s/Hz at γr = 5 dB. The behavior of the system in this case is

the same as the non-cognitive system as it is now free from the interference constraint, and

hence, its performance is better than the cognitive ones.

Fig. 3.10 shows the outage performance of AF-ZFB for the second case versus Q for

L = 4, 6, 8 and Rmin = 0.5, 1 bits/s/Hz. It can be seen that as the values of Q become less

restrict, the outage performance improves substantially. Moreover, by increasing the number

of potential relays with ZFB, we observe significant improvements in the outage performance.

It is translated to the effect of the combined cooperative diversity and beamforming on

enhancing the total received SNR and the mutual information. We also simulate the outage

performance considering the PU’s CCI in both ZFB and non-zero interference constraint

cases. The figure shows that an error floor occurs in the CCI case due to the presence of

interference. In the case of AWGN, however, there is no such saturation since there is also

no limitation on the maximum transmit power of SS.
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the second case (cognitive).

Fig. 3.11 illustrates the average BER performance for the second case versus the interfer-

ence threshold Q for L= 6, 8, 10 and γr = 3, 7 dB at Rmin = 1 bits/s/Hz. It is obvious that

the BER improves substantially as the number of potential relays increases and Q becomes

looser. The same interpretation as in Fig. 11 still holds.

3.7 Multi-PUs with CCI

3.7.1 System Model

We consider a dual-hop relaying system that is composed of a pair of secondary source SS and

destination SD and a set of L DF secondary relays denoted by Ri for i = 1, ..., L coexisting

in the same spectrum band with a primary system which consists of a cluster of M primary

transmitters (PU-TXs)- N primary receivers (PU-RXs) pairs as shown in Fig. 3.12. All nodes

are equipped with one antenna. Due to the severe impairments such as multipath effects,

there is no direct link between the source and destination and thus the source can only send
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Figure 3.12: Spectrum-Sharing System with multiple-PUs.
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messages via secondary relay nodes over two time-slot.

In the first time-slot, based on the CSI from S to the nth PU-RX, which suffers the most

interference caused by SS (the strongest interference channel), SS adjusts its transmit power

under predefined threshold Q and broadcasts its message to all relays. In the second time-slot,

ZFB is applied to null the interference from the selected potential relays Ls (which decided to

participate) to the PU-RXs so that the relays are always able to transmit without interfering

with the PU-RXs. The ZFB processing vector, namely wzf , is optimized so as to maximize

the received SNR at the secondary destination, while nulling the inflicted interference to the

existing PU-RXs.

All channel coefficients are assumed to be independent Rayleigh flat fading such that

|hs,ri |2, |fs,n|2, |fri,n|2, |gm,d|2 and |gm,ri |2 are exponential distributed random variables with

parameters λsri , λsn, λrin, λmd and λmri respectively. All the noises are assumed to be addi-

tive white complex Gaussian with zero-mean and variance σ2. Let the ZFB vector wT
zf =

[w1, w2, ..., wLs ] used to direct the signal to SD. Let hT
r,d = [hr1,d, ..., hrLs ,d

] be the channel

vector between the potential relays and SD. Let FT
rp = [fr,p1 , ..., fr,pN

] be the channel matrix

between the potential relays and all N PU-RXs where fr,pn = [fr1,n, ..., frLs ,n
].

3.7.2 Transmission Protocol

In this dual-hop system, the communication process occurs over two time-slots. In the first

time-slot, SS broadcasts its signal to all L relays, then the received signal at the ith relay is

given as

yri =
√
Phs,rixs +

M∑
m=1

√
Pint gm,ri x̂im + ni1, (3.68)

where P is the source’s transmit power, Pint is interference power from PU-TXs, xs is the

information symbol of SS, x̂im is the mth PU-TX interfering symbol at the ith relay and

ni1 denotes the noise at the ith relay in the first time-slot. We assume that the transmitted

symbols are equiprobable with unit energy.

In the second time-slot, the decoding set C, which consists of the relays that can correctly

decode xs by using cyclic redundancy codes, transmits the decoded signals to the destination

simultaneously by using beamforming. In particular, each relay weights the decoded signal
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and forwards it to the destination. Thus the received signal at SD is given by

yd =
√
Prh

H
r,dx̂s +

M∑
m=1

√
Pint gm,dx̂md + n2, (3.69)

where x̂s = wzfxs is the weighted vector, x̂md is the mth PU-TX interfering symbol at D

and n2 is the noise at SD in the second time-slot. Therefore, the corresponding total received

SINR at SD given C, denoted γd|C, is given as

γd|C =
Pr|hH

r,dwzf |2∑M
m=1 Pint |gm,d|2 + σ2

. (3.70)

3.7.3 Mathematical Model and Size of C
In the underlay approach of this model, source’s power P is constrained as P = min

{
Q

|fs,n|2 , Ps

}
where Ps is the maximum transmission power of S. So the received SINR, γs,ri at the ith

relay is given as

γs,ri =
min

{
Q

|fs,n|2 , Ps

}
|hs,ri |2∑M

m=1 Pint|gm,ri |2 + σ2
. (3.71)

Next, we derive the CDF of γs,ri = U
PintV+σ2 , where U = min

{
Q

|fs,n|2 , Ps

}
|hs,ri |2 and V =∑M

m=1 |gm,ri |2. By using the definition of CDF of γs,ri , we find

Fγs,ri
(x) =

∫ ∞

0

Pr(U < (Pint y + σ2)x)fV (y)dy. (3.72)

Since V is the sum of M exponential random variables with parameter λm,ri , it presents a

chi-square random variable with 2M degrees of freedom and its PDF is given by

fV (y) =
λM
m,ri

yM−1e−λm,riy

Γ(M)
. (3.73)

The CDF of U is obtained with the help of (3.3) as,

FU(x) = 1 + e−
λsrix

Ps

(
e−

λsnQ
Ps

λsnQ
λsrix

+ 1
− 1

)
. (3.74)

Substituting (3.73) and (3.74) into (3.72), and after several algebraic manipulations, (3.72)

is equivalently expressed as

Fγs,ri
(x) = 1 + ψe−

λsriσ
2x

Ps

∫ ∞

0

yM−1e−(
λsriσ

2x

Ps
+λmri )y

×
⎡
⎣(e−λsnQ

Ps − 1)−
λsnQ
λsri

e−
λsnQ
Ps

xPint y + σ2x+ λsnQ
λsri

⎤
⎦ dy. (3.75)
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where ψ =
λM
mri

Γ(M)
. After easy simplifications, and with the help of [56, Eqs. (3.351.3),

(3.353.5)], the CDF of γs,ri is derived as

Fγs,ri
(x) = 1 + ψe−

λsriσ
2x

Ps

[
(e−

λsnQ
Ps − 1)κ!

λsriPintx

Ps
+ λmri

− (
λsnQe−

λsnQ
Ps

λsri

)
(
(−1)κ−1βκeβμEi[−βμ]

+
κ∑

k=1

Γ(k)(−β)κ−kμ−k)

]
, (3.76)

where κ = M−1, β = σ2

Pint
+ λsnQ

λsriPintx
, μ = λmri+

λsriPintx

Ps
and Ei[ .] is the exponential integral

defined in [56].

As in (3.6), the probability Pr [|C| = Ls] in this case becomes

Pr [|C| = Ls] =

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls , (3.77)

where Poff denotes the probability that the relay does not decode correctly the received signal

and keeps silent in the second time-slot. Then Poff is computed as

Poff = Fγs,ri
(γth), (3.78)

where Fγs,ri
(γth) is substituted from (3.76) and γth = 22Rmin − 1 is the SINR threshold.

3.7.4 Sub-Optimal ZFB Weights Design

To be able to apply ZFB, the general assumption Ls > N is considered. According to the

ZFB principles, the transmit weight vector wzf , is chosen to lie in the orthogonal space of FH
rp

such that |fHr,pi
wzf | = 0 ∀i = 1, ..., N and |hH

r,dwzf | is maximized. So the problem formulation

for finding the optimal weight vector is introduced as.

max
wzf

|hH
r,dwzf |2

s.t.: |fHr,pn
wzf | = 0, ∀n = 1, ..., N

‖wzf‖ = 1.

(3.79)

By applying a standard Lagrangian multiplier method, the weight vector that satisfies the

above optimization method is given as

wzf =
Ξ⊥hr,d

‖Ξ⊥hr,d‖ , (3.80)

where Ξ⊥ =
(
I− Frp(F

H
rpFrp)

−1FH
rp

)
is the projection idempotent matrix with rank (Ls −

N).
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3.7.5 End-to-End SINR statistics

Now, after finding wzf , we substitute (3.80) into (3.70) to get

γd|C =
Pr||Ξ⊥hr,d||2∑M

m=1 Pint|gm,d|2 + σ2
, (3.81)

To analyze the system performance, we firstly need to obtain the CDF of γd|C. Let U1 =

Pr||Ξ⊥hr,d||2 and V1 =
∑M

m=1 |gm,d|2, by following the same previous approach, we need the

CDF of U1and the PDF of V1 which can obtained from (3.13) and (3.73), respectively. We

find the conditional CDF of γd|C

Fγd|C(x) =

∫ ∞

0

ψ1γ
(
τ, (Pint y+σ2)x

Pr

)
yκe−λmdy

Γ(Ls −N − 1)
dy, (3.82)

where ψ1 =
λM
md

Γ(M)
and τ = Ls −N . By representing the incomplete Gamma function into an-

other form utilizing the identities [56, Eqs. (8.352.1), (1.11)], and after several mathematical

manipulations, the integral in (3.82) is expressed as

Fγd|C(x) = 1− ψ1e
−σ2 x

Pr

Ls−N−1∑
i=0

i∑
j=0

(
j

i

)
P j
int(σ

2)i−jxi

×
∫ ∞

0

yM−1+je−(λmd+
Pintx

Pr
)ydy. (3.83)

With the help of [56, (3.3351.3)], the CDF of γd|C is given as

Fγd|C(x) = 1− ψ1

Ls−N−1∑
i=0

i∑
j=0

(
j

i

)
P j
int(σ

2)i−je−
σ2 x
Pr

(M − 1 + j)!xi

(λmd +
Pintx
Pr

)M+j
. (3.84)

To compute the unconditional CDF denoted as Fγd(γ), we use the total probability the-

orem to get

Fγd(x) =
N∑

Ls=0

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls

+
L∑

Ls=N+1

(
L

Ls

)
PL−Ls
off (1− Poff)

LsFγd|C(x), (3.85)

where Fγd|C(x) is substituted from (3.84). In the subsequent section, we make use of Fγd(x)

to derive closed-form expressions for the outage and E2E BER performance.
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3.7.6 Outage Probability

By using (3.85), the outage probability of the secondary system in a closed-form can be

written as

Pout = Fγd(γth). (3.86)

3.7.7 E2E BER

This probability could be evaluated using the following identity

Pe =
a
√
b

2
√
π

⎛
⎜⎜⎜⎝A

∫ ∞

0

e−bx

√
x
dx︸ ︷︷ ︸

I1

+B

∫ ∞

0

e−bx

√
x
Fγd|C(x)dx︸ ︷︷ ︸
I2

⎞
⎟⎟⎟⎠ (3.87)

where A =
∑N

Ls=0

(
L
Ls

)
PL−Ls
off (1−Poff)

Ls and B =
∑L

Ls=N+1

(
L
Ls

)
PL−Ls
off (1−Poff)

Ls . We consider

BPSK for which (a, b) = (1, 1). I1 is evaluated with the help of [56, (3.361.2)]. Next, to

compute I2, we represent the integrands of I2 in terms of Meijer’s G-functions using [65, Eqs.

10, 11], which are given, respectively, as(
λmd +

Pintx

Pr

)−ν

= ηx−νG1,1
1,1

(
Pint x

λmdPr

∣∣∣1
ν

)
, (3.88)

where η =
(
Pint
Pr

)−(M+j)

Γ(M+j)
and ν = (M + j).

e−(b+ σ2

Pr
)x = G1,0

0,1

((
b+

σ2

Pr

)
x
∣∣∣−
0

)
. (3.89)

Thus, I2 yields as

I2 = 0.5− ηΦ

∫ ∞

0

x−M−j+i− 1
2G1,1

1,1

(
Pint x

λmdPr

∣∣∣1
M+j

)

× G1,0
0,1

((
b+

σ2

Pr

)
x
∣∣∣−
0

)
dx, (3.90)

where Φ =
λM
md

Γ(M)

∑Ls−N−1
i=0

∑i
j=0

(
j
i

)
P j
int(σ

2)i−j(M − 1 + j)!. Exploiting that the integral of

the product of a power term and two Meijer’s G-function [65, Eq. 21], I2 results in

I2 = 0.5− ηΦ

Γ(M + j)

(
Pint

Pr

)−(M+j) (
σ2

Pr

+ b

)−α

× G1,2
2,1

(
Pint

bPr + λmdσ2

∣∣∣1,1−α

M+j

)
, (3.91)



55

where α = i−M−j+0.5. By incorporating the results of I1 and I2 into (3.87), a closed-form

expression for the unconditional E2E BER at D is given as

Pe = 0.5A+B

(
0.5− ηΦ

Γ(M + j)

(
Pint

Pr

)−(M+j)

×
(
σ2

Pr

+ 1

)−α

G1,2
2,1

(
Pint

Pr + λmdσ2

∣∣∣1,1−α

M+j

))
. (3.92)

Diversity Gain: To gain some insight about the achieved diversity order and understand

the impact of the interference threshold on the BER performance, we derive the asymptotic

expression when a fixed power constraint is imposed. We consider the scenario where Q → ∞
and Ps  Q. According to [66, Eqs. (5.1.7) and (5.1.20)], we have lim

x→∞
exEi(−x) = 0. It

is also known that lim
x→∞

xe−x = 0. Using these formulas, for Q → ∞, the CDF in (3.84) is

approximated as

F̃γs,ri
(x) ≈ 1− ψ

κ!e−
λsriσ

2x

Ps

λsriPint x

Ps
+ λmri

. (3.93)

Substituting (3.93) into (3.78), we get

P̃off ≈ F̃γs,ri
(γth). (3.94)

and then incorporating (3.94) into (3.92), we get an approximate expression for the asymp-

totic BER performance.

P̃e ≈ 0.5Ã+ B̃I2 (3.95)

where Ã =
∑N

Ls=0

(
L
Ls

)
P̃L−Ls
off (1 − P̃off)

Ls , B̃ =
∑L

Ls=N+1

(
L
Ls

)
P̃L−Ls
off (1 − P̃off)

Ls and I2 is the

result of (3.91). It is interesting to observe from (3.95) that the approximate BER expression

is independent of the interference threshold Q and results in a non-zero constant value. This

means that P̃e saturates when the SD transmit power exceeds the PU-RX threshold, leading

to a diversity order of zero.

Mathematically, the asymptotic diversity order d with respect to Q is given by

d = lim
Q→∞

− log (P̃e)

log (Q)

= lim
Q→∞

− log(K)

log (Q)
= 0 (3.96)

where K is a non-zero constant. Noting that Ps, Pint, Pr, L,M, γth, λmd, λsri are all constants

and using (3.95), we reach to (3.96). Hence, the diversity order is zero in this case.
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Figure 3.13: Outage probability vs. Q (dB) for L=8 and M = N = 2.

3.7.8 Simulation Results and Discussion

In this section, we present numerical results to validate our derived expressions in Section IV.

Without loss of generality, we assume that the relays are located on a straight line vertical to

the distance between the source and destination. The distance between them equals one. We

further assume that the primary system forms a cluster where PU-TXs are closely located to

each others and as all PU-RXs. Unless otherwise stated, we also assume that λsn = λrin = 1,

λsri = λrid = 1, ∀i and λmri = λmd = 1, ∀i. we fix the value of γth = 1 dB, Ps = 20 dB.

Fig. 3.13 shows the outage performance versus Q for L = 8, M = N = 2 under different

values of Pint = −2, 0, 2dB. As observed from the figure, as the value of Q increases, the

outage performance improves substantially. Also, the figure shows the impact of co-channel

interference on the outage performance. As Pint increases, it degrades the system performance

significantly. However, a compensation of this loss in performance is gained by the use of

beamforming process. A floor in the outage performance curve is noticed which is due to the

interference level constraint.

Fig. 3.14 illustrates the outage probability for different locations of the PU-TX and dif-
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Figure 3.14: Outage probability vs. d for L=10 and M = N = 1.

ferent Pint values with M = N = 1, and Q = 20. It is assumed that λmri = λmd = d−ρ, where

ρ is the path loss exponent and d is the distance between PU-TX and secondary receiver. It

is observed that the outage performance is better for the lower PU-TX transmit power Pint

and higher path loss exponent ρ. That happens because when PU-TX locates closer to the

secondary receivers, the outage performance of the secondary system becomes worse.

Fig. 3.15 illustrates the BER performance versus Q for L= 8 and M = N = 2. Similar

observation is obtained as in Fig. 3.13. It is seen that as Q increases, the BER performance

improves. While the performance deteriorates when Pint increases. In addition, it is observed

from the figure that BER curve saturates in high Q region and an error floor occurs which

results in zero-diversity. This error flooring is due to the limitations on the secondary transmit

powers and co-channel interferences.

Fig. 3.16 shows the BER performance versus the number of available relays L under

different number of PU-TXs-RXs with Pint = 0, Q = 2 dB. It is obvious that the BER

performance improves substantially as the number of relays increases. This is attributed to

the combined cooperative diversity and beamforming which enhances the total received SINR

at the secondary destination. Clearly, as the number of existing PU-TXs increases from one
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to two, the BER performance becomes worse as this will increase the sum of the CCIs that

severely affects the received signals at secondary receivers. In addition, the figure shows that
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the BER performance is better when the SINR threshold γth is less strict.

3.8 Conclusion

We considered cooperative relaying and distributed beamforming for spectrum sharing sys-

tems with the objective of improving the performance of the secondary system while respect-

ing the interference constraint imposed by the PU. We considered both DF and AF relaying.

The optimal beamforming weights were derived to maximize the received SNR at the sec-

ondary destination while the interference to the PU is kept to a predefined threshold. Given

the high complexity of using optimal beamforming in the analysis, we adopted ZFB instead.

In addition, we extended the ZFB approach to a multiple PUs system. With this, we analyzed

the performance of the secondary system by deriving the outage probability and BER. We

verified our analytical results through simulations which showed the benefits of our proposed

system in improving the secondary system performance by compensating the performance

loss due to the PUs’ CCI. The results showed that distributed ZFB improves the outage

probability and BER performance by increasing number of participating relays compared to

non-beamforming selection relaying schemes. The results also demonstrated the deteriorat-

ing impact of the PU’s strict interference threshold and CCI. The results also showed that

our proposed SDF-ZFB system outperforms the opportunistic SDF system performance for

strict values of the interference constraint.



Chapter 4

Two-Way AF Relaying Spectrum-Sharing Sys-

tems with Collaborative Beamforming

4.1 Introduction

While Chapter 3 investigates the one-way relaying in spectrum-sharing systems, this chapter

is concerned with the two-way relaying to further improve the spectrum efficiency. Two-way

relaying achieves higher bandwidth efficiency than one-way relaying. Both techniques have

been extensively studied in the traditional non-cognitive radio sense. The authors in [67]- [69]

and references therein considered threshold-based relaying strategies for two-way DF (digital

network coding) cooperative communication networks in an effort to mitigate the impact of

error propagation, resulting in preserving the diversity order of the system. In [70]- [72],

two-way AF (analog network coding) cooperative relaying networks were investigated where

the performance of two, three and four time-slot transmission protocols were compared and

analyzed.

A common conclusion shared by all mentioned published papers is that the two time-slot

(2-TS) transmission protocol offers an improved spectral efficiency as compared to the three

time-slot (3-TS) transmission strategy. However, such conclusion ignores the fact that, for

the 2-TS protocol, the number of degrees of freedom decreases, and at the same time, the

level of interference at the relays increases. This motivates us to study the tradeoff between

the two schemes in terms of bandwidth efficiency, relay power consumption, and interference

cancellation (or equivalently, QoS at the transmitters) in spectrum-sharing systems.

While cooperative one-way relaying systems in CRNs have been heavily studied, two-

60
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way relaying in spectrum-sharing environments received little attention [73], [74]. Recently,

in [73], outage probability expressions for both primary and secondary systems were derived

in a cooperative two-way DF relaying system where a SU helps two primary transceivers to

communicate with each other. In [74], the outage performance of a two-way AF relaying

system in a spectrum sharing environment was investigated. However, in [73] and [74], an

overlay spectrum-sharing scenario is assumed.

Applying beamforming in cooperative CRNs has recently received considerable inter-

est [45]- [47]. The authors in [47] obtained the optimal beamforming coefficients in a cog-

nitive two-way relaying system using iterative semidefinite programming (SDP) and bisec-

tion search methods with the objective of minimizing the interference at the PU with SUs

SINR constraints. The problem of sum-rate maximization under constraints on interference

on a primary receiver for multi-antenna cognitive two-way relay network was investigated

in [75]. In that paper, the authors provided a structure of the optimal relay beamformer and

proposed projection-based suboptimal beamforming schemes such as zero-forcing reception-

orthogonally projected zero-forcing transmission. This scheme suffers from high computa-

tional complexity and implementation difficulties. We remark that all previous works con-

sidered only one primary user that coexists with the secondary users. Recently, in [76], the

authors proposed a transceiver design for an overlay cognitive two-way relay network where

a secondary multi-antenna relay helps two PUs to communicate between themselves. Op-

timal precoders using SDP methods were found with the aim of maximizing the achievable

transmission rate of the SU while maintaining the rate requirements of the PUs for different

relay strategies.

Motivated by the great potential of combining two-way relaying and beamforming, we use

in this chapter collaborative distributed ZFB in two-way AF relaying in a spectrum sharing

environment [77]- [78]. In particular, we consider a spectrum-sharing system comprising two

secondary sources communicating with each other in two or three consecutive time slots,

a number of secondary AF relays and a number of PUs. The available relays that receive

the signals (from the sources) are used for relaying in the second time-slot or in the third

time-slot according to the adopted transmission protocol. Specifically, the selected relays

employ distributed ZFB to null the inflicted interference on the PUs in the relaying phase in
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addition to improve the performance of the secondary system. We also limit the interference

from the secondary sources by imposing peak constraints on the their transmit powers in the

broadcasting phase. Based on the aforementioned facts, comparing the 2-TS and 3-TS-based

distributed beamforming techniques in spectrum-sharing systems is important because the

3-TS protocol offers certain advantages, which can result in improved performance of two-

way network beamforming as compared to the 2-TS protocol. These advantages include

the additional degrees of freedom in suppressing the interference. While such a comparison

may include the four time-slot protocol, in this paper, we restrict our investigation to the

2-TS and 3-TS protocols as these two competing protocols are more feasible among the

two-way network beamforming techniques. To study and compare the performance tradeoffs

between the two transmission protocols, we derive the CDF and the MGF of the end-to-end

equivalent SNR in both protocols. Exploiting these statistics, the outage probability and the

average error probability are derived. It is shown that the ZFB approach has the potential

of improving the secondary performance and limiting the interference in a simple practical

manner compared to other complex approaches.

In this Chapter, we derive closed-form expressions for the outage and average error proba-

bilities for the two transmission protocols (2-TS and 3-TS) and confirm the results numerically

as well as by simulations for different values of interference temperatures Q, different number

of relays and different number of PUs. We also derive the diversity order of the proposed

system by analyzing the asymptotic behavior of the secondary system performance at high

SNRs (high values of Q). We show that the diversity order is (Ls −M) which indicates that

the diversity order increases linearly with increasing the number of secondary relays Ls and

decreases with increasing the number of primary receivers M . The beamforming weights

at the secondary relays are optimized to maximize the received SNR at the secondary re-

ceivers subject to nulling the interference inflicted on the existing primary users. From the

closed-form solutions of the beamforming weight vectors, we propose a distributed scheme

that requires little cooperation between the two transceivers and the relays, which leads to

a reduced overhead. Compared to [47] where optimal beamforming weights are obtained via

iterative and semidefinite relaxation methods, our proposed scheme exploits ZFB as a sub-

optimal approach to obtain the beamforming weights using a standard linear optimization
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Figure 4.1: Spectrum-sharing system with two-way AF relaying.

method. Moreover, we consider a more general assumption by considering multiple existing

PUs where [47] considers only one PU.

Comparison between the performance of the 2-TS and 3-TS based ZFB techniques is

evaluated and discussed. It is demonstrated that the 3-TS protocol outperforms the 2-TS

protocol in terms of performance in certain practical scenarios. We show that this occurs

when the two transceivers transmit at different powers as the 3-TS will allocate more power

to the received signal transmitted from the transceiver with higher power. The advantage

of the 2-TS protocol, however, is that it achieves higher bandwidth efficiency. Moreover,

comparison between the sum-rate performances of the optimal beamforming scheme and the

adopted sub-optimal ZFB scheme is simulated and discussed in the numerical results. It is

demonstrated that the adopted sub-optimal scheme presents a good performance with less

complexity and therefore offers a good compromise between complexity and performance.

The rest of this chapter is organized as follows. Section 4.2 describes the system model.

The transmission protocols are presented in Section 4.3. ZFB weight design is described in

Section 4.4. Section 4.5 introduces the end-to-end SNR analysis. The outage probability

analysis of the 2-TS and 3-TS protocols is analyzed in Section 4.6 while the average error

probability analysis is analyzed in Section 4.7. Numerical results and discussions are given

in Section 4.8. Section 4.9 concludes the chapter.
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4.2 System and Channel Models

We consider a two-way relaying system that is composed of two secondary transceivers Sj,

j = 1, 2 and a set of Ls AF secondary relays denoted by Ri for i = 1, ..., Ls coexisting in the

same spectrum band with M PUs as shown in Fig. 4.1. All nodes are equipped with one

antenna. The two sources wish to communicate with each other in a half-duplex way. There

is no direct link between the sources and thus they can only exchange messages via relay

nodes. The SUs are allowed to share the same frequency spectrum with the PUs as long

as the interference to the PUs is limited to a predefined threshold. Both systems transmit

simultaneously in an underlay manner.

We consider in this work two transmission protocols, the first protocol is the 2-TS scheme,

and the second protocol is the 3-TS scheme [70]. In 2-TS, in the first time-slot (TS1), based

on the interference CSI from S1 to the pth PU, which suffers the most interference caused by

S1, S1 adjusts its transmit power under predefined threshold Q1
1 and broadcasts its message

to all relays. Simultaneously, in TS1, based on the interference CSI from S2 to the p̄th PU,

which suffers the most interference caused by S2 (the pth and p̄th PUs could be different or

the same), S2 adjusts its transmit power under predefined threshold Q2 and broadcasts its

message to all relays. In the second time-slot (TS2), ZFB is applied to null the interference

from the reliable relays Ls (that are allowed to participate) to the PUs so that the relays are

always able to transmit without interfering with the PUs.

Similarly, in TS1 of the 3-TS protocol, S1 adjusts its transmit power under a predefined

threshold Q1 and broadcasts its message to all relays. In TS2, S2 also transmits its message

to all relays under a tolerable threshold Q2. In the third time-slot (TS3), ZFB is applied to

null the interference from the reliable relays Ls to the PUs. Two ZFB weight vectors, namely

wzf1 and wzf2 , are optimized so as to maximize the received SNRs at S1 and S2, respectively,

while nulling the inflicted interference to the existing PUs.

All channel coefficients are assumed to be independent Rayleigh flat fading and quasi-

static, so that the channel gains remain unchanged during the transmission period. Let hs1,ri ,

1When the PUs are affected from the interference of both transceivers simultaneously, Q1 and Q2 could

be optimized to maximize the SU performance such that QoS at the PUs is ensured.
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fs2,ri denote the channel coefficients from the sources S1 and S2 to the ith relay, respectively,

which are modeled as zero mean, CSCG random variables with variance λs1,ri ,λs2,ri . Denote

hs1,p and hs2,p̄ as the interference channel coefficients from S1 and S2 to the pth and p̄th PUs,

and their channel power gains are |hs1,p|2 and |hs2,p̄|2, which are exponentially distributed with

parameter λs1,p and λs2,p̄, respectively. Let the ZFB matrix in the 2-TS protocol be wT
zf =

[w1, w2, ..., wLs ]. Also, let the ZFB vectors in the 3-TS protocol be wT
zf1

= [w11, w12, ..., w1Ls ]

used to direct the signal to S1 and wT
zf2

= [w21, w22, ...., w2Ls ] used to direct the signal to S2.

Let hT = [hr1,s, ..., hrLs ,s
] and fT = [fr1,s, ..., frLs ,s

] be the channel vectors between the relays

and S1 and S2, respectively. Let GT
rp = [gr,p1 , ...,gr,pM

] be the channel matrix between the

relays and all M PUs where gr,pm = [gr1,pm , ..., grLs ,pm
]. It is assumed that S1 and S2 have

perfect knowledge of their interference channel power gains, which can be acquired through

a spectrum-band manager that mediates between the primary and secondary users [46], [55],

[74], [75]. It is also assumed that the ith relay knows the CSI for the links (Ri − Sj). In the

underlying system model, full knowledge of the CSI h and f is assumed at S1 and S2 [71]. In

practice, this CSI can be obtained by the traditional channel training, estimation, and feed-

back mechanisms as in [53]. Also, the transceivers are assumed to have full knowledge of the

interference between Ls and PUs, i.e., Grp. We acknowledge that obtaining the interference

might be a challenging problem in practice. To this end, several protocols have been proposed

in [76]- [79], which allow secondary and primary users to collaborate and exchange information

such that the interference channel gains can be directly fed-back from the primary receiver

to the secondary network. In practice, for a primary licensee that allows the secondary to

access the spectrum band, presumably for a fee, certain cooperation between the primary

and secondary networks can be expected [52]. Exploiting the knowledge of the CSI at the

transceivers, wzf1 and wzf2 are designed at S1 and S2 and sent back to the relays by only

one of the transceivers via low date-rate feedback links, and that is applicable in slow fading

environments [54], [72]. We argue later that each relay (exploiting the knowledge of the

CSI between itself and both transceivers) can calculate its own optimal beamforming weight

based only on the information that are broadcasted to all relays by the two transceivers.2

2It is also assumed that the interference from the primary transmitter is treated as AWGN, which

accounts for the worst case scenario, but leads to tractable upper-bounds on the performance of the secondary
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4.3 Transmission Protocols

4.3.1 2-TS protocol

In this scheme, the sources communicate with each other over two time-slots. In the first

time slot, S1 and S2 broadcast their signals to the relays simultaneously. The received signal

at the ith relay in TS1 can be written as

y1ri =
√
P1hs1,rixs1 +

√
P2fs2,rixs2 + ni1, (4.1)

where P1 and P2 are the S1 and S2 transmit powers, respectively, xs1 and xs2 are the in-

formation symbols of S1 and S2 with E[|xs1 |2]=E[|xs2 |2] = 1 and ni1 denotes the zero-mean

CSCG noise at the ith relay with variance σ2 in TS1.

In the second time slot, the relays that received the signal reliably weight the received signals

and forward them to the two sources. The weighted transmitted signal in a vector form is

xR = Diag(wzf )y
1
r , (4.2)

where y1
r is the relays received signals in a vector form. The received signal at S2 is given as

y2S2
=

√
P1Brf

†Diag(wzf )hxs1 +
√

P2Brf
†Diag(wzf )fxs2 +Brf

†Diag(wzf )n1 + ns2 ,(4.3)

where ns2 denotes the zero-mean CSCG noise at S2 with variance σ2, and Br is the normal-

ization constant designed to ensure that the total transmit power at the relays is constrained,

and they are given as [70]

Br =

√√√√ Pr

P1 ‖Wzfh‖2 + P2 ‖Wzf f‖2 + Trace
(
WzfW

†
zf

)
σ2

, (4.4)

system [79], and is justified in the following cases: 1) the interference is represented in terms of AWGN when

the primary transmitter’s signal is generated by random Gaussian codebooks [7], [79]; and 2) as a practical

scenario, consider a heterogeneous network in which the primary transmitter is a macro base station and the

secondary receiver could be a femto base station. When both base stations are far away from each other,

which is mostly the case, they do not impose interference on each other [80]. It is worth noting that this

assumption is widely used in the literature (see for example [46], [74], [79]).
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where Wzf = Diag(wzf ) and Pr is the total transmit power at the relays.

As the two transceivers have perfect knowledge of h, f and Grp [71], the transceivers can use

this knowledge to determine the self-interference signal. Note that the second term in (4.3)

depends on the signal transmitted by S2 during the first time slot. Also, the weight vector

wzf is calculated at this transceiver [54], [72]. Furthermore, Br is known at both transceivers.

Therefore, the second term in (4.3) is known at S2. Hence, this self-interference term can be

removed and the received signal at S2 becomes

y2S2
=

√
P1Brf

†Diag(wzf )hxs1 +Brf
†Diag(wzf )n1 + ns2 . (4.5)

The combined received SNR at S2 in the 2-TS protocol is given as

γ2-TS
eq =

P1B
2
r ||f †Diag(wzf )h||2

B2
r ||f †Diag(wzf )||2σ2 + σ2

. (4.6)

Similarly, the total received SNR at S1 is obtained with the notations interchanged. Hereafter,

since the analysis is the same for S1 and S2, we consider only S2.

4.3.2 3-TS protocol

As mentioned above, the communication process occurs over three time-slots. In TS1, S1

broadcasts its signal xs1 to all relays, then the received signal at the ith relay is given as

y1ri =
√
P1hs1,rixs1 + ni1, (4.7)

In TS2, S2 broadcasts its signal xs2 to all relays, then the received signal at the ith relay is

y2ri =
√
P2fs2,rixs2 + ni2, (4.8)

where ni2 denotes zero-mean CSCG noise at the ith relay with variance σ2 during TS2.

In TS3, the relays that received the signal reliably combine linearly the weighted received

signals from TS1 and TS2 and forward the sum to both transceivers, e.g., the ith relay

forwards (wi,2y
1
ri
+ wi,1y

2
ri
) to both S1 and S2. As such the received signal at S2 in a vector

form

y3S2
=

√
P2B̄r

√
(1− α)fHDiag(wzf1)fxs2 +

√
P1B̄r

√
αfHDiag(wzf2)hxs1

+ B̄r

√
αfHDiag(wzf2)n1 + B̄r

√
(1− α)fHDiag(wzf1)n2 + ns2 , (4.9)
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where B̄r is the normalization constant designed to ensure that the total transmit power at

the relays is constrained and they are given as [70]

B̄r =

√
Pr

Trace ((1− α)(wzf1hHhwH
zf1)) + Trace (α(wzf2fHfwH

zf2)) + σ2
, (4.10)

and α is the power allocation parameter used to allocate the available power at the relays

with 0 < α < 1.3 As S1 and S2 know the CSI and their transmitted signal, the self-

interference term (first term) can be perfectly subtracted before further processing of the

received signals.4

y3S2
=

√
P1B̄r

√
αfHDiag(wzf2)hxs1

+ B̄r

√
αfHDiag(wzf2)n2 + ns2 . (4.11)

Then the total received SNR at S2 in the 3-TS protocol is given as

γ3-TS
eq =

P1B̄
2
rα||fHDiag(wzf2)h||2

B̄2
rα||fHwzf2||2σ2 + σ2

. (4.12)

4.4 ZFB Weights Design

Our objective here is to maximize the received SNRs at the two transceivers in order to

enhance the performance of the secondary system while limiting the interference reflected on

the PUs. To be able to apply ZFB, the general assumption that the number of relays must

be greater than the number of primary receivers is considered, hence, Ls > M .

4.4.1 2-TS protocol

According to the ZFB principles, the transmit weight vectors wzf1 , wzf2 are chosen to lie

in the orthogonal space of GH
rp such that |gH

r,pi
wzf1 | = 0 and |gH

r,pi
wzf2 | = 0 , ∀i = 1, ..,M

3α is chosen to satisfy the minimum average error probability at the two secondary receivers. Since

the optimization problem is very complicated to get an optimal solution in closed-form, it can be solved

numerically. When α is optimized, the secondary system performance should perform better than when it is

fixed (more details in the section VII).
4wzf1 is designed to direct the signal to S1 as will be explained in the next section. The term

|fHDiag(wzf1)|2 results in a negligible gain. This is verified through simulations.
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and |hHwzf1 |, |fHwzf2 | are maximized. So the problem formulation for finding the optimal

weight vectors is divided into two parts as follows.

max
wzf1

|hHwzf1 |

s.t.: |gH
r,pi

wzf1 | = 0, ∀i = 1, ..,M

‖wzf1‖ = 1.

(4.13)

max
wzf2

|fHwzf2 |

s.t.: |gH
r,pi

wzf2 | = 0, ∀i = 1, ..,M

‖wzf2‖ = 1.

(4.14)

By applying a standard Lagrangian multiplier method, the weight vectors that satisfy the

above optimization methods are given as

wzf1 =
Ξ⊥h

‖Ξ⊥h‖ , (4.15)

and

wzf2 =
Ξ⊥f

‖Ξ⊥f‖ , (4.16)

where Ξ⊥ =
(
I−Grp(G

†
rpGrp)

−1G†
rp

)
is the projection idempotent matrix with rank (Ls −

M). The rank of the matrix is approved from the following Lemma in the projection matrix

theory [82].

Lemma 1 : Let G be an n×k matrix with full column rank k, k < n, then the nonzero matrix

G(G†G)−1G† is an idempotent symmetric matrix and its orthogonal projection matrix is

I−G(G†G)−1G† with rank (n− k) [82, Theorems 4.21, 4.22].

It can be observed from the rank of the matrix that the cooperative ZBF beamformer becomes

effective only when Ls > M . Otherwise, the interference from secondary relays to primary

receivers cannot be mitigated. The case when Ls ≤ M can be handled using conventional

schemes by limiting the interference via transmit power control methods, e.g., [73], [74].

In the 2-TS protocol, since each relay knows the CSI of the channels between itself and

both secondary sources and between itself and the primary receivers, the ZFB vector wzf

is made up by the diagonal of the product of the two ZFB vectors wzf1 (used to direct the
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signal to S1) and wzf2 (used to direct the signal to S2) which is represented as [36]- [37] and

references therein

wzf = Diag(wzf1w
T
zf2

). (4.17)

Proof. Let HUL = [h, f ] with dimension space Ls × 2, and HDL = [f ,h]T with dimension

space 2×Ls. First, construct the subspace Ξ
⊥ such as Ξ⊥ =

(
I−Grp(G

†
rpGrp)

−1G†
rp

)
with

Ls × Ls dimension. Second, project the CR channels to the space Ξ⊥, utilizing that Ξ⊥ is

idempotent matrix matrix, i.e., Ξ⊥ = (Ξ⊥)2, then HDLΞ
⊥HUL = HDLΞ

⊥Ξ⊥HUL. Third,

perform ZFB to the CRs within the subspace orthogonal to the PU channel with the power

constraint

Wzf = (HDLΞ
⊥)T

⎡
⎢⎣ 1

‖Ξ⊥h‖ 0

0 1

‖Ξ⊥f‖

⎤
⎥⎦ (Ξ⊥HUL)

T . This results in Wzf= Diag (wzf1w
T
zf2

) and

wzf = Diag(Wzf ).

It is worth noting that the weights matrix is diagonal, which guarantees that the relays

transmit only their own received signal and there is no data exchange among the relays.

Thus, the algorithm works in a distributed manner.

4.4.2 3-TS protocol

The ZFB vectors in 3-TS protocol are simply chosen to be wzf1 and wzf2 given by (4.15)

and (4.16) in the first and second time-slot, respectively. In the third time-slot, the weighted

received signals are combined linearly with certain power allocation values as described pre-

viously.

Remark: By having a closer look at the closed-form solutions of the optimal weight vec-

tors in (4.15) and (4.16), we propose a distributed implementation instead of the centralized

one mentioned before. From (4.15) and (4.16), to design wzf1 and wzf2 at the relays, each

relay needs the global constants 1

‖Ξ⊥h‖ and 1

‖Ξ⊥f‖ and also the interference matrix, i.e. Ξ⊥,

which are broadcasted by either S1 or S2. Upon receiving the broadcast messages from S1 or

S2, each ith relay node determines the optimal w1i and w2i weights from its local information

of hri,s1 and fri,s2 . As such, the beamforming computation is calculated in a distributed

manner.
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4.5 End-to-end SNR analysis

4.5.1 First Order Statistics of γ2-TS
eq

In this model, the secondary source can utilize the PU’s spectrum as long as the interference

it generates at the PUs remains below the interference threshold Qj, ∀j = 1, 2. For that

reason, Pj is constrained as Pj = min
{

Qj

|hsj ,p|2
, Psj

}
where Psj is the maximum transmission

power of Sj.

So the received SNR γsj ,ri at the ith relay is given as

γsj ,ri =

⎧⎨
⎩

Psj |fsj ,ri |2
σ2 , Psj <

Qj

|hsj ,p|2
Qj |fsj ,ri |2
σ2|hsj ,p|2

, Psj ≥ Qj

|hsj ,p|2
, (4.18)

where σ2 is the noise variance at each relay. We focus on the analysis of the second case(
Psj ≥ Qj

|hsj ,p|2
)
as it is more effective and restrictive than the first case

(
Psj <

Qj

|hsj ,p|2
)
. It

determines the effect of the peak power constraint in the first time-slot on the performance

of the secondary system while the system in the first case becomes a non-cognitive system.

So the transmit powers P1 and P2 are constrained as P1 ≤ Q1

|hs1,p|2
and P2 ≤ Q2

|hs2,p|2
.

Substituting (4.4), and (4.17) into (4.6), and after simple manipulations, the equivalent SNR

at S2 can be written in the general form of γ2-TS
eq =

γ1,2TS γ3,2TS

γ1,2TS+γ2,2TS+γ3,2TS+1
as:

γ2-TS
eq =

P1

σ2

∥∥Ξ⊥h
∥∥2 Pr

σ2

∥∥Ξ⊥f
∥∥2

P1

σ2 ‖Ξ⊥h‖2 + P2

σ2 ‖Ξ⊥f‖2 + Pr

σ2 ‖Ξ⊥f‖2 + 1
. (4.19)

Considering the peak constraint on the received power at the most affected primary user, we

substitute P1 and P2 into (4.19). Then γ2-TS
eq becomes

γ2-TS
eq =

γq1
‖Ξ⊥h‖2

|hs1,p|2
γr

∥∥Ξ⊥f
∥∥2

γq1
‖Ξ⊥h‖2

|hs1,p|2
+ γq2

‖Ξ⊥f‖2

|hs2,p|2
+ γr ‖Ξ⊥f‖2 + 1

, (4.20)

where γr =
Pr

σ2 , γq1 =
Q1

σ2 and γq2 =
Q2

σ2 .

We first find the statistics of the new random variables defined above. Then, we compute the

CDF and MGF of γ2-TS
eq , which will be used in the the derivation of the performance metrics.

To continue, let γ1,2TS = γq1
‖Ξ⊥h‖2

|hs1,p|2
, γ2,2TS = γq2

‖Ξ⊥f‖2

|hs2,p|2
and γ3,2TS = γr

∥∥Ξ⊥f
∥∥2
.
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Lemma 4.5.1 ((PDFs of γ1,2TS and γ2,2TS)). Let each entry of h and f be i.i.d. CN ∼
(0, 1), then

∥∥Ξ⊥h
∥∥2

and
∥∥Ξ⊥f

∥∥2
are chi squared random variables with 2(Ls −M) degrees

of freedom. Given that |hs1,p|2 and |hs2,p̄|2 are exponential random variables, the PDFs of

fγ1,2TS
(γ) and fγ2,2TS

(γ) are given respectively by:

fγi,2TS
(γ) =

λsi,p(Ls −M + 1)γLs−M

γLs−M
qi

( γ
γqi

+ λsi,p)
Ls−M+2

, ∀i = 1, 2. (4.21)

Lemma 4.5.2 ((CDF of γ3,2TS)). Let each entry of f be i.i.d. CN ∼ (0, 1), then
∥∥Ξ⊥f

∥∥2

is a chi squared random variable with 2(Ls −M) degrees of freedom [57, Theorem 2 Ch.1].

The CDF of γ3,2TS can be expressed as

Fγ3,2TS
(γ) = 1−

Γ
(
Ls −M, γ

γ r

)
(Ls −M − 1)!

, γ ≥ 0. (4.22)

4.5.2 First Order Statistics of γ3-TS
eq

Substituting (4.10), (4.15) and (4.16) into (4.12), and after simple manipulations, the equiv-

alent SNR at S2 can be written in the general form of γ3-TS
eq =

γ1,3TS γ3,3TS

γ1,3TS+γ2,3TS+γ3,3TS+1
as:

γ3-TS
eq =

P1

σ2 ‖h‖2 αPr

σ2

∥∥Ξ⊥f
∥∥2

P1

σ2 ‖h‖2 + P2

σ2 ‖f‖2 + αPr

σ2 ‖Ξ⊥f‖2 + 1
. (4.23)

Again, considering the peak constraint on the received power at the most affected primary

user, γ3-TS
eq becomes

γ3-TS
eq =

γq1
‖h‖2

|hs1,p|2
γr1

∥∥Ξ⊥f
∥∥2

γq1
‖h‖2

|hs1,p|2
+ γq2

‖f‖2
|hs2,p|2

+ γr1 ‖Ξ⊥f‖2 + 1
, (4.24)

where γr1 =
αPr

σ2 .

Remark: We notice in (4.23) that the 3-TS protocol results in a different received SNRs

at S1 and S2, depending on the power allocation parameter α. However, for the 2-TS protocol,

equal power allocation is used since the sum of the two signals at the relay(s) is weighted

by the same vector. This gives an advantage to the 3-TS protocol since it benefits from

allocating different transmit powers to the sources.

To proceed, let γ1,3TS = γq1
‖h‖2

|hs1,p|2
, γ2,3TS = γq2

‖f‖2
|hs2,p|2

and γ3,3TS = γr1
∥∥Ξ⊥f

∥∥2
.
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Lemma 4.5.3 ((PDFs of γ1,3TS and γ2,3TS)). Let each entry of h and f be i.i.d. CN ∼ (0, 1),

then ‖h‖2 and ‖f‖2 are chi squared random variables with 2Ls degrees of freedom, Given that

|hs1,p|2 and |hs2,p|2 are exponential random variables, the PDFs of fγ1,3TS
(γ) and fγ2,3TS

(γ)

are given respectively by:

fγi,3TS
(γ) =

λsi,pLs(γ)
Ls−1

(γqi)
Ls( γ

γqi
+ λsi,p)

Ls+1
, i = 1, 2. (4.25)

According to Lemma 4.5.3, the CDF of γ3,3TS is

Fγ3,3TS
(γ) = 1−

Γ
(
Ls −M, γ

γ r1

)
(Ls −M − 1)!

, γ ≥ 0. (4.26)

In the subsequent sections, we consider the statistics of the random variable γiTS
eq defined by

γiTS
eq =

γ1,iTS γ3,iTS

γ1,iTS+γ2,iTS+γ3,iTS
, i = 2, 3, which can be considered as a tractable tight upper bound

to the actual equivalent SNR.

4.6 Outage Probability Analysis

In this section, we derive the outage probability for both 2-TS and 3-TS. As previously

mentioned, the interference CSI between S1 and the pth PU, i.e., hs1,p is unknown at S2,

and hs2,p̄ is also unknown at S1. Due to this randomness, the end-to-end received SNR at

each transceiver in (4.20) and (4.24) is still a random variable and there is no guarantee of

zero-outage.

4.6.1 2-TS protocol

An outage event occurs when γ2-TS
eq falls below a certain threshold γth, which can be charac-

terized mathematically as follows.

P 2-TS
out = Pr(γ2-TS

eq < γth) = Fγ2-TS
eq

(γth). (4.27)
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Theorem 4.6.1. A closed-form expression for the outage probability in the 2-TS protocol for

a two-way AF relaying in spectrum-sharing system is given by

P 2-TS
out = 1− b̂

Ls−M−1∑
m=0

m∑
k=0

k∑
r=0

(γth)
k−r

m!

(
m

k

)(
k

r

)
â

r
2 e−

γth
γr

2
−2Ls+2M−2−r

2√
2π

√
âγth
γr

(
γth
γr

)m− 3r
2

×
Ls−M∑
p=0

(
Ls −M

p

)
γLs−M−p
th

N∑
s=0

1

s!

(−γ2
th

γr
+

γthâ

γr

)s
2Ls−M+1(γth + a)μ

2πΓ(Ls −M + 2)

× G2,6
6,4

(
4γ2

r (γth + â)2

(âγth)2

∣∣∣Δ(2,1−αo),Δ(1,1−br)

Δ(2,(Ls+1)−αo),Δ(1,1−ar)

)
, (4.28)

where â = λs2,pγq2 , b̂ = (Ls −M + 1)Γ(r + Ls −M + 1), ar = (1
4
− 1

4
(−2Ls + 2M − 2−

r), 3
4
− 1

4
(−2Ls + 2M − 2 − r)), br = (1

2
+ 1

4
(1 − r), 1

2
− 1

4
(1 − r), 1

4
(1 − r), −1

4
(1 − r)),

μo = p−k+ 3r
2
−s−Ls+M− 3

2
, αo = μo+Ls−M+2,Δ(i, a) = a

i
, a+1

i
, ..., a−i+1

i
and G.,.

.,.

(
.
∣∣.)

is the Meijer’s G-function defined in [56].

Proof. To derive the outage probability of γ2-TS
eq , conditioned on γ1,2TS and γ2,2TS, we first

express the CDF of γ2-TS
eq as

Fγ2-TS
eq

(γth) =

∫ ∞

0

Pr

(
γ3,2TS <

γth(y + z)

y − γth

)
fγ1,2TS

(y)fγ2,2TS
(z)dydz. (4.29)

Using variable change, w = y − γth, and after some algebraic manipulations, we have

Fγ2-TS
eq

(γth) = 1−
∫ ∞

0

Pr

(
γ3,2TS ≥ γth(w + γth + z)

w

)
× fγ1,2TS

(w + γth)fγ2,2TS
(z)dwdz. (4.30)

Substituting in the complementary of the CDF of γ3,2TS and the PDF of γ1,2TS from (4.22)

and (4.21), respectively, we obtain

F̄γ3,2TS
(γ) =

1

(Ls −M − 1)!
Γ

(
Ls −M,

γth(w + γth + z)

γrw

)
, (4.31)

where F̄γ3,2TS
(γ) denotes the complementary of the CDF of γ3,2TS. Before proceeding in

the derivation, (4.31) is expressed in another mathematical form using [56, Eq. 8.352.2]

and [56, Eq. 1.111] as follows.

F̄γ3,2TS
(γ) = e−

γth(w+γth+z)

γrw

Ls−M−1∑
m=0

m∑
k=0

k∑
r=0

1

m!

(
m

k

)(
k

r

)

×
(
γth
γr

)m−k+r (
γ2
th

wγr

)k−r ( z

w

)r

. (4.32)
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Then substituting (4.32) into (4.30) and after some mathematical manipulations, we have

Fγ2-TS
eq

(γth) = 1−
Ls−M−1∑

m=0

m∑
k=0

k∑
r=0

1

m!

(
γth
γr

)m−k (
m

k

)

×
(
k

r

)
e−

γth
γr

∫ ∞

0

(
γ2
th

wγr

)k−r

fγ1,2TS
(w + γth)

×
(∫ ∞

0

(
γthz

wγr

)r

e−
zγth
wγr fγ2,2TS

(z)dz

)
︸ ︷︷ ︸

I1

dw. (4.33)

The inner integral I1 can be solved using the variable change, u = z + λs2,pγq2 , leading to

I1 =

∫ ∞

λs2,pγq2

â Ls

(
γth
wγr

)r

e−
γth
wγr

(u−â) (u− â)r+Ls−M

(u)Ls−M+2
du, (4.34)

Using [56, eq. 3.383.4], I1 results in

I1 = â
r
2 b̂

(
γth
wγr

)−r/2

e
âγth
2wγr W−2Ls+2M−2−r

2
, 1−r

2

(
âγth
wγr

)
, (4.35)

where W.,.(.) is the Whittaker function [56].

Returning to the main expression in (4.33), after substituting the results in (4.35) with further

simplifications, we obtain

Fγ2-TS
eq

(γth) = 1−
Ls−M−1∑

m=0

m∑
k=0

k∑
r=0

(γth)
k−r

m!

(
m

k

)(
k

r

)
b̂e−

γth
γr

(
γth
γr1

)m− 3r
2

â
r
2

×
∫ ∞

0

(
1

w

)k− 3r
2

e−
γ2th
wγr

+
âγth
2wγr W−2Ls+2M−2−r

2
, 1−r

2

(
âγth
wγr

)
fγ1,2TS

(w + γth)dw.︸ ︷︷ ︸
I2

(4.36)

To the best of our knowledge, the integral I2 in (4.36) has no closed-form solution. To

solve I2, we first represent the exponential term using Taylor series representation [56, eq.

1.211.1], apply the binomial theorem [56, eq. 1.11.1] for the term (w+ γth)
Ls−M and express

the Whittaker function in terms of Meijer’s G-function using [56, eq. 9.34.9] and [56, eq.
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9.31.2], which after many manipulations results in

Fγ2-TS
eq

(γth) = 1−
Ls−M−1∑

m=0

m∑
k=0

k∑
r=0

(γth)
k−r

m!

(
m

k

)(
k

r

)

× b̂ â
r
2 e−

γth
γr

2
−2Ls+2M−2−r

2√
2π

√
âγth
γr

(
γth
γr

)m− 3r
2

×
Ls−M∑
p=0

(
Ls −M

p

)
γLs−M−p
th

N∑
s=0

1

s!

(−γ2
th

γr
+

γthâ

γr

)s

×
∫ ∞

0

(
wp−k+ 3r

2
−s−1/2

(w + γth + â)Ls−M+2

(
G0,4

4,2

(
4γ2

rw
2

(âγth)2

∣∣∣1−br

1−ar

)))
dw︸ ︷︷ ︸

I3

. (4.37)

The integral I3 in (4.37) is solved using [63, eq. 2.24.2.4, vol. 3], then after few simplifications,

the outage probability in the 2-TS protocol is expressed as in (4.28), thus completing the

proof.

We remark that the Taylor series in the outage expression is expressed in the form of

a finite sum where only six terms are needed in the summation over index s to obtain the

accuracy to the degree of seven decimals as will be explained in the numerical results.

4.6.2 3-TS protocol

Similarly, for this scheme, an outage event occurs when γ3-TS
eq falls below a certain threshold

γth. As such, P
3-TS
out can be expressed as

P 3-TS
out = Pr(γ3-TS

eq < γth) = Fγ3-TS
eq

(γth). (4.38)

Theorem 4.6.2. A closed-form expression for the outage probability in the 3-TS protocol for

a two-way AF relaying based distributed ZFB in spectrum-sharing system is given by

P 3-TS
out = 1− b

Ls−M−1∑
m=0

m∑
k=0

k∑
r=0

(γth)
k−r

m!

(
m

k

)(
k

r

)
a

r+1
2 e

− γth
γr1

2
−2Ls−r

2√
2π

(
γth
γr1

)m− 3r+1
2

×
Ls−1∑
p=0

(
Ls − 1

p

)
γLs−1−p
th

N∑
s=0

1

s!

(−γ2
th + γtha

γr1

)s
2Ls(γth + a)μ1

2πΓ(Ls + 1)

× G2,6
6,4

(
4γ2

r1
(γth + a)2

(aγth)2

∣∣∣Δ(2,1−α1),Δ(1,1−br1 )

Δ(2,(Ls+1)−α1),Δ(1,1−ar1 )

)
, (4.39)
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where μ1 = p− k + 3r
2
− s− Ls − 1

2
and α1 = μ1 + Ls + 1, ar1 = (1

4
− 1

4
(−2Ls − r), 3

4
−

1
4
(−2Ls − r)), br1 = (1

2
+ 1

4
(1− r), 1

2
− 1

4
(1− r), 1

4
(1− r), −1

4
(1− r)).

Proof. To derive the outage probability expression in the 3-TS protocol, we follow the same

steps as performed in the case of the 2-TS protocol. This yields the expression in (4.39).

Although we have multiple summations, all of them are finite and easy to compute numeri-

cally.

4.6.3 Asymptotic outage probability

Although the expressions in (4.28) and (4.39) enable numerical evaluation of the exact sys-

tem outage performance, they do not provide useful insights on the effect of key parameters

(e.g., the number of secondary relays, the number of PUs, etc.) that influence the system

performance. To get more insights, we now introduce asymptotic outage probability expres-

sions, i.e., γqi → ∞, for the 2-TS and 3-TS transmission protocols. The obtained asymptotic

expressions are useful in analyzing the average error probability at high SNR in the next

section.

Corollary 4.6.3. The asymptotic outage probability at the secondary source in the 2-TS and

3-TS protocols for a two-way AF relaying based distributed ZFB in spectrum-sharing system

is given by

P τ -TS
out∞ ≈

(
(Ls −M + 1)γLs−M+1

th

λLs−M+1
si,p

+
c γLs−M

th

Γ(Ls −M + 1)

)(
1

γqi

)Ls−M

+ o(γ2
th), (4.40)

where τ = 2, 3, i = 1, 2, respectively, c = (αγr)
Ls−M+2 where α = 1 for 2-TS and o(γ2

th)

stands for higher-order terms.

Proof. The technique developed in [81] can be used to find asymptotic behavior of P τ -TS
out

at high SNR. First, we find the approximate CDFs of the total received SNR at Sj, γ
τ−TS
eq .

Recalling (4.20) and (4.24), we make use of the infinite series representation of the incomplete
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Gamma function as in [56, Eq. 8.354.2]

Γ(θ, x) = Γ(θ)−
∞∑
n=0

(−1)nxθ+n

n!(θ + n)
. (4.41)

which leads to

Γ(θ, x)
x→0≈ Γ(θ)− x

θ
. (4.42)

Therefore, using the mutual independence between hs1,ri , fs2,ri (i = 1, ..., Ls), hs1,p, hs2,p and

gri,pm , (m = 1, ...,M) and by using Taylor’s series, the approximate CDF of γτ−TS
eq , denoted

by F τ -TS
γeq∞

(γ), can be written as

F τ -TS
γeq∞

(γ) ≈
(
γLs−M+1

λLs−M+1
si,p

+
c γLs−M

Γ(Ls −M + 1)

)(
1

γqi

)Ls−M

+ o(γ). (4.43)

Finally, by computing F τ -TS
γeq∞

(γ)|γ=γth
, we get (4.40), thus completes the proof.

It can be observed from (4.40) that the diversity order is Ls −M . This means that the

diversity gain increases linearly with the number of the secondary relays. Furthermore, as

the number of the primary receivers increases, the outage probability increases. Meanwhile,

as the value of Q increases, the outage probability decreases.

4.7 Average Error Probability Analysis

In this section, we derive expressions for the end-to-end of average error probability perfor-

mance for both 2-TS and 3-TS.

4.7.1 2-TS protocol

Theorem 4.7.1. A closed-form expression for the average error probability in the 2-TS

protocol for a two-way AF relaying based distributed ZFB in spectrum-sharing system is given

by

P 2-TS
e =

1

2
− 1

2
√
π
δ̄

M−Ls−2∑
m=0

1

cmm!

(
1

A

)v+ 3
4

G4,1
4,4

(
b2

A

∣∣∣−v− 1
4
,0, 1

2
,−v+ 1

4

Ls−M,0,0,−Ls+M

)
, (4.44)
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where δ̄ = δ(M − Ls − 2)!, δ = 4(Ls−M+1)γ
−(Ls−M)
r

cLs−M+1(Γ(Ls−M))2
, v = 2Ls − 2M + m + 3

4
, A = 1 (for

BPSK), c = λs1,pγq1 and b = 2√
γr
.

Proof. In order to obtain the average error probability for the secondary system, the MGF

based approach will be used in this paper. Let (γ2-TS
eq )−1 = γ−1

1,2TS +
γ2,2TS

γ1,2TS γ3,2TS
+ γ−1

3,2TS =

X1 + X2 + X3 where X1 = γ−1
1,2TS, X2 =

γ2,2TS

γ1,2TS γ3,2TS
and X3 = γ−1

3,2TS. As (γ2TS
eq )−1 is

the sum of three independent random variables, the MGF of the (γ2-TS
eq )−1, denoted by

φ(γ2-TS
eq )−1(s), results simply from the product of the three MGFs of X1, X2 and X3, denoted

as φX1(s), φX2(s) and φX3(s), respectively. The MGF of random variable X with PDF fX(x)

is defined as

φX(s) =

∫ ∞

0

e−sxfX(x)dx, (4.45)

We first need to find the PDFs of X1, X2 and X3. For the PDF of X1, we derive it in the

same way we did in (4.25), which after a few mathematical manipulations, is obtained as

fX1(x) =
λs1,p(Ls −M + 1)

(γq1)
Ls−M+1(λs1,px+ 1

γq1
)Ls−M+2

. (4.46)

Without loss of generality, we assume here that both of the sources have the same maximum

transmission powers, i.e., Ps1 = Ps2 . Considering that X2 = 1

γr‖Ξ⊥h‖2 , which is an inverse

chi-square random variable with 2(Ls −M) degrees of freedom, the PDF of X2 is given as

fX2(x) =
e

−1
γr x

(γr)Ls−M(Ls −M − 1)!xLs−M+1
. (4.47)

Similarly, the PDF of X3 is the PDF of the inverse chi-square random variable, which also

leads to the following expression

fX3(x) =
e

−1
γr x

(γr)Ls−M(Ls −M − 1)!xLs−M+1
. (4.48)

Substituting (4.46) into (4.45), and using [56, 3.382.4], the MGF for X1 is

φX1(s) =
Ls −M + 1

cLs−M+1
sLs−M+1e

s
cΓ

(
−Ls +M − 1,

s

c

)
. (4.49)

Similarly, substituting (4.47) and (4.48) into (4.45), and using [56, 3.471.9], the MGFs for

X2 and X3 are

φXj
(s) =

2(γr)
−(Ls−M)

Γ(Ls −M)
(γrs)

Ls−M
2 KLs−M

(
2

√
s

γr

)
, ∀ j = 2, 3, (4.50)
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where Kv(.) is the modified Bessel function [56].

Now, we can easily find the MGF of (γ2-TS
eq )−1 as the product of φX1(s), φX2(s) and φX3(s),

which is given as

φ(γ2-TS
eq )−1(s) = δs2Ls−2M+1e

s
cΓ

(
−Ls +M − 1,

s

c

)(
KLs−M

(
2

√
s

γr

))2

. (4.51)

By representing the incomplete Gama function into another mathematical form using [56,

3.352.2], (4.51) simplifies to

φ(γ2-TS
eq )−1(s) = δ(M − Ls − 2)!

M−Ls−2∑
m=0

1

cmm!
s2Ls−2M+1+m

(
KLs−M

(
2

√
s

γr

))2

.(4.52)

We utilize the following formula to compute the MGF of the γ2-TS
eq exploiting the MGF of

(γ2-TS
eq )−1 [64, Eq. 18]

φγ2-TS
eq

(s) = 1− 2
√
s

∫ ∞

0

J1(2β
√
s)φ(γ2-TS

eq )−1(β2)dβ, (4.53)

where J1(.) is the Bessel function of the first kind [56]. Despite seeming difficult, this formula

can still be used to study the performance of the average error probability based on the

relationship that exists between the MGF and the symbol error rate [62]. Utilizing the MGF-

based form, the average error probability of coherent binary signaling is given by [62, Eq.

9.15]

P 2-TS
e =

1

π

∫ π/2

0

φγ2-TS
eq

(
A

sin2ϕ

)
dϕ, (4.54)

where A = 1 for BPSK. Substituting (4.53) into (4.54) and after some manipulations, the

formula of the error probability becomes

P 2-TS
e =

1

2
− 2

π

∫ ∞

0

φ(γ2-TS
eq )−1(β2)

∫ π
2

0

√
A

sin2ϕ
J1

(√
4β2A

sin2ϕ

)
dϕdβ. (4.55)

The inner integral of (4.55) can be solved by using the variable change and equation [63, eq.

2.12.4.15] which results in the value sin(2β
√
A)

2β
. So the error probability can be evaluated

according to the following formula

P 2-TS
e =

1

2
− 2

π

∫ ∞

0

φ(γ2-TS
eq )−1(β2)

sin(2β
√
A)

2β
dβ︸ ︷︷ ︸

I4

, (4.56)
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where φ(γ2-TS
eq )−1 is the MGF of the inverse SNR given in (4.52).

We put I4 in the following format

I4(ν, μ, a1, λ1, λ2, b1, b2) =

∫ ∞

0

sνJμ(a
√
s)Kλ1(b1

√
s)Kλ2(b2

√
s)ds. (4.57)

To continue, we make use of the identity

sin(2β
√
A) =

√
πβ

√
A J 1

2
(
√

4β2
√
A). (4.58)

By incorporating (4.52) and (4.58) into (4.56), the format of I4 in (4.56) becomes as in (4.57),

that is,

I4 =

∫ ∞

0

δ(M − Ls − 2)!

√
π
√
A

2

M−Ls−2∑
m=0

1

cmm!
β2(z) J 1

2
(
√

4β2
√
A)

(
KLs−M

(
2

√
β2

γr

))2

dβ.

(4.59)

where z = 2Ls − 2M +m+ 3
4
. By solving I4 in (4.59) using [83], a closed-form expression

for the BER in the 2-TS protocol is shown as in (4.44). This completes the proof.

4.7.2 3-TS protocol

Following the same steps used in the 2-TS protocol, the MGF based approach is used to

obtain the average error probability expression in the 3-TS protocol. Let (γ3-TS
eq )−1 = γ−1

1,3TS+

γ2,3TS

γ1,3TS γ3,3TS
+ γ−1

3,3TS = Y1 + Y2 + Y3 where Y1 = γ−1
1,2TS, Y2 =

γ2,2TS

γ1,2TS γ3,2TS
and Y3 = γ−1

3,2TS.

As (γ3-TS
eq )−1 is the sum of three independent random variables, the MGF of the (γ3-TS

eq )−1,

denoted by φ(γ3-TS
eq )−1(s), is φ(γ3-TS

eq )−1(s) = Y1 × Y2 × Y3.

For the PDF of Y1, we derive it in the same way as applied in (4.46), which after a few

mathematical manipulations, is obtained as

fY1(x) =
λs1,pLs

(γq1)
Ls(λs1,px+ 1

γq1
)Ls+1

. (4.60)

Considering the same maximum power constraints, Y2 = ‖f‖2
γr1‖Ξ⊥f‖2‖h‖2

, which is a ratio

between a chi-square random variable and a product of two chi-square random variables.

The PDF of Y2 is obtained using [84, eq. 22] which after few mathematical manipulations
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results in

fY2(x) = (
1

γr1
)
(2Ls−M−1)

2
x

−(2Ls−M+1)
2

(Γ(Ls))2Γ(Ls −M)

× G1,2
2,1

(
γr1x

∣∣∣(1+M)/2,(1−M)/2

(4Ls−M−1)/2

)
. (4.61)

The PDF of Y3 is the same as the one in (4.48). Substituting (4.60) into (4.45), and using [56,

3.382.4], the MGF for Y1 is

φY1(s) =
Ls

cLs
sLse

s
cΓ(Ls,

s

c
). (4.62)

Similarly, substituting (4.61) into (4.45) and representing the exponential part in terms of

Meiger’s G-function using [65, eq. 11] as e−sx = G1,0
0,1

(
sx

∣∣∣−
0

)
, φY2(s) is expressed as

φY2(s) =

∫ ∞

0

(γr1)
−( 2Ls−M−1

2
) x

−(2Ls−M+1)
2

(Γ(Ls))2Γ(Ls −M)
(4.63)

× G1,2
2,1

(
γr1x

∣∣∣(1+M)/2,(1−M)/2

(4Ls−M−1)/2

)
G1,0

0,1

(
sx

∣∣∣−
0

)
dx.

Knowing that the integral of the product of two Meijer’s G-functions and a power term results

also in a Meijer’s G-function [65, eq. 21], φY2(s) simplifies to

φY2(s) =
1

(Γ(Ls))2Γ(Ls −M)
G3,1

1,3

(
s

γr1

∣∣∣1−Ls

0,Ls−M,Ls

)
. (4.64)

The MGF for Y3 is the same as the one in (4.50). We can now easily find the MGF φ(γ3-TS
eq )−1

as

φ(γ3-TS
eq )−1(s) = δ1s

3Ls−M
2 e

s
cΓ(Ls,

s

c
)KLs−M

(
2

√
s

γr1

)

× G3,1
1,3

(
s

γr1

∣∣∣1−Ls

0,Ls−M,Ls

)
, (4.65)

where δ1 =
2Ls(γr1 )

−Ls−M
2

cLs (Γ(Ls))2
.

Again, utilizing the relationship that exists between the MGF and symbol error rate [62], the

average error probability in the 3-TS protocol can be evaluated according to the following

formula

P 3-TS
e =

1

2
− 2

π

∫ ∞

0

φ(γ3TS
eq )−1(β2)

sin(2β
√
A)

2β
dβ, (4.66)
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where φ(γ3-TS
eq )−1 is the MGF of the inverse SNR given in (4.65). Unfortunately, the integral

in (4.66) is difficult to evaluate. Therefore, we tackle it using the Gauss-Laguerre quadrature

numerical integration as follows [66]:

P 3-TS
e ≈ 1

2
− 2

π

J∑
j=1

wjf(A, xj), (4.67)

where J is the number of interpolation points, xj are the jth zeros of the Laguerre polynomial

Ln(x), wj are the associated weights given by

wj =
(n!)2xj

(n+ 1)2Ln+1(xj)2
(4.68)

and

f(A, xj) = exφ(γ3TS
eq )−1(x2)

sin(2x
√
A)

2x
. (4.69)

The approximate BER expression in (4.67) gives high accuracy results, which will be clear

in the subsequent numerical results section.

Remark: Using φ(γ2-TS
eq )−1(s) and φ(γ3-TS

eq )−1(s) derived in (4.51) and (4.65) respectively,

and with the help of the formula in (4.53), the average error probability can be evaluated for

different modulation schemes such as M-ary phase shift keying (M-PSK) and M-QAM [62].

For example, the average SER for M-PSK can be obtained as [56, Eq. 9.15]

P τ -TS
e =

1

π

∫ (M−1)π/M

0

φγτ-TS
eq

(
A

sin2ϕ

)
dϕ, (4.70)

where A = sin2( π
M
) and τ = 2, 3. Furthermore, (4.55) can be upper bounded by a simple

form as in [56, Eq. 9.27]

P τ -TS
e ≤ (1− 1/M)φγτ-TS

eq
(A) (4.71)

The equivalent average bit error probability for M-ary PSK assuming Gray coding is well

approximated as [60, (5.2.62)]

P τ -TS
b ≈ P τ -TS

e

log2M
. (4.72)

4.7.3 Asymptotic average bit error probability

To gain key insights, we consider the average bit error probability at high SNR.
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Corollary 4.7.2. The asymptotic average bit error probability at the secondary source Sj in

the 2-TS and 3-TS protocols for a two-way AF relaying based distributed ZFB in spectrum-

sharing system is obtained by

P τ -TS
e ≈ a

√
b

2
√
π

(
Γ(Ls −M + 3

2
)

c λLs−M+1
si,p

bLs−M+ 3
2

+
c Γ(Ls −M + 1

2
)

Γ(Ls −M + 1)bLs−M+ 1
2

)(
1

γqi

)Ls−M

, (4.73)

where τ = 2, 3, i = 1, 2, c = (αγr)
Ls−M+2 where α = 1 for 2-TS and (a, b) values depend

on the modulation scheme.

Proof. The asymptotic error probability can be given through

P τ -TS
e∞ ≈ a

√
b

2
√
π

∫ ∞

0

e−bu

√
u
F τ -TS
γeq∞

(u)du. (4.74)

where F τ -TS
γeq∞

(u) is the approximate CDF as γqi → ∞. Utilizing (4.43) combined with Corol-

lary 4.6.3 and after doing the integration, we get (4.73). This concludes the proof.

Similar to the asymptotic outage probability case, (4.73) suggests the same diversity gain

Ls − M with similar conclusions. It is worth noting that this diversity gain is achieved in

the regime where there is a constraint on Q, not on Psj . However, if Psj is limited, an error

floor will occur and hence the diversity gain approaches zero at high SNRs.

4.7.4 Power allocation at the relays

In this section, the design of the power allocation parameter α at the secondary relays is

investigated. The objective is to pick α such that the minimum average error probability at

the two secondary receivers is achieved. Specifically, α is chosen according to the optimization

problem:

αopt = arg min
α

(
P 3-TS,S2
e (α) + P 3-TS,S1

e (α)
)

subject to 0 < α < 1

(4.75)

where P 3-TS,S2
e and P 3-TS,S1

e are the average error probability at S2 and S1, respectively and

can be obtained from (4.56). Obtaining a closed-form expression for the solution to (4.75)

is not easy. As an alternative, it can be solved numerically as we will show later. Obviously
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the sum average error probability is minimized when αopt is used, and this yields better

performance compared to the case when α is fixed.

To get more insight on the impact of α, we exploit the asymptotic error expression in

(4.73) to find the behavior of α if different transmit powers from the sources are assumed.

Corollary 4.7.3. For the 3-TS protocol, the power allocation parameter which minimizes

the sum of of the average error probability at both transceivers at high SNR is given by

α =

(
(γq1)

Ls−MΓ(Ls −M + 3
2
)PLs−m+2

r

λLs−M+1
s2,p

Γ(Ls −M + 1
2
)(γq2)

Ls−M + λLs−M+1
s1,p

Γ(Ls −M + 1
2
)(γq1)

Ls−MPLs−m+2
r

) 1
Ls−M+1

(4.76)

Proof. By suming the average error probability at both transceivers from (4.73) and taking

the derivative with respect to α and then solve for α, we get (4.76).

We observe that for a fixed total transmit power at the transceivers and relays, α gradually

increases with Q1, suggesting that more power is allocated for the transceiver with a higher

transmit power. We stress here the fact that the value of α in (4.76) is not the exact solution

to (4.75). However, (4.76) gives a good indication on the impact of the power allocation on

the system performance in the 3-TS protocol, as shown in Fig. 8.

4.8 Numerical Results and Discussion

In this section, we investigate the performance of the derived results through numerical

examples and simulations. Unless otherwise stated, the distance between the sources equals

d. Let dSj ,Ri
denote the distance from Sj to the ith relay, and hence, dS1,Ri

= d − dS2,Ri
.

We assume that the relays are located on a straight line vertical to the distance between

the two sources, however, the results and conclusions of this paper extend to any setting.

Furthermore, the path loss exponents is set to four. The channel mean power for the links

from PUs to the secondary nodes is defined by the locations, as λri,p = (
√

d2x + d2y)
−4, where

(dx, dy) are the coordinates of the PUs. We also assume that λs1,p = λs2,p̄ = 1. It is also

assumed that the range of the power transmission of S1 and S2 is limited according to the

peak power constraints that were mentioned in the system model.
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4.8.1 Effects of ZFB, number of relays and number of PUs on the

performance
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Figure 4.2: Outage probability vs. Q1 (dB) for the 2-TS protocol for Ls= 6, 8, 10 and M=1,

2

Figs. 4.2 and 4.3 show the outage performance of S2 versus Q1 for Ls = 6, 8, 10, M = 1, 2

at γth = 1 dB, γq2 = −2 dB, γr = 10 dB and γr1 = 5 dB. As observed from the figures,

as the value of Q1 increases, the outage performance improves substantially. Moreover, by

increasing the number of relays with ZFB, we observe significant improvements in the outage

performance. This is attributed to the combined cooperative diversity and beamforming

which enhances the total received SNR at the receiver. Clearly, as the number of existing

PUs increases from one to two, the outage performance becomes worse because the secondary

sources have to adapt their transmit powers according to the most affected PU.

Figs. 4.4 and 4.5 illustrate the average bit error probability performance versus Q1 =

Q2 = Q for Ls= 6, 8, 10 and M = 1, 2, 3, γr = γr1 = 5 dB at γth = 1dB. It is obvious that

the average bit error probability performance improves substantially as the number of relays

increases and Q becomes looser. With beamforming and increasing the number of relays, the
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Figure 4.5: Average bit error probability vs. Q (dB) for the 3-TS protocol for Ls=6, 8, 10

and M=2, 3.

gain becomes more. The larger the number of existing PUs, the worse the error probability,

as expected.

4.8.2 Comparison between 2-TS and 3-TS

For fair comparison, we fix the total transmit power at the relays, i.e. Pr and the total

available power at both transceivers, i.e., Ps1 + Ps2 . Hence, for 4-TS protocol, we use Pr/2

in the second and fourth time-slot to keep the total power the same.

In Fig. 4.6, the outage probability for the 2-TS, 3-TS and 4-TS protocols is investigated.

We use γr1 = 0.5γr, Ls = 7, 8, M = 4 at two different SNR thresholds γth = 1, 3 dB. It can

be readily seen that the outage performance in the 3-TS protocol performs better than that

of the 2-TS and 4-TS protocols for the same values of Ls, M and γth. This offers a good

trade-off between the system performance and bandwidth efficiency. It is also clear from the

figure that as γth goes from one to three, the curves shift up implying worse performance.

For a fair comparison in the average bit error probability curves, we use two different
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modulation schemes to maintain the same spectral efficiency. We use quadrature phase

shift keying (QPSK), 8-PSK and 16-PSK modulation schemes for the 2-TS, 3-TS and 4-TS

transmission protocols, respectively.

Fig. 4.7 shows a plot for the average bit error probability versus Q2 of both 2-TS, 3-TS

and 4-TS for varying values of Q1, Ls = 6, 8 and M = 4. The analytical results are based on

(4.72). For the 3-TS protocol, we use the optimum values of α according to (4.75) obtained

only by simulations which minimize the average error probability at both transceivers. We

notice that when the values of Q2 increases from 0 to 10, the 3-TS protocol performs better

than the 2-TS protocol when Q1 = 1.8Q2 and also when Q1 = 0.5Q2. This is due to

the reason that, in 3-TS, the different transmit powers at transceivers S1 and S2 lead to

a different power weightining at the relays. The transceiver with a higher transmit power

will be weighted more at the relay than the transceiver with a lower transmit power. This

is not the case in the 2-TS and 4-TS where the received signals from both transceivers are

weighted equally and thus can not make use of the different transmit power to improve the

system performance [70]. This highlights a good advantage that the 3-TS is effective when
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Figure 4.7: Average bit error probability vs. Q (dB) for the 2-TS with (QPSK) 3-TS with

(8-PSK) and 4-TS with (16-PSK) protocols, Ls=8 and M= 4.

the transmit powers at the transceivers are different. This is a practical scenario since in

underly cognitive radio networks, the transceivers powers vary, depending on the interference

constraints.

Fig. 4.8 shows the asymptotic average bit error probability performance of the 2-TS and

3-TS protocol versus Q assuming γr = 10, Ls = 10, M = 2, 3 at γth = 1 dBs. We see

a good match between the asymptotic results based on (4.73) and the simulation results.

Observations and conclusions similar to the ones made for the other figures hold for this

figure. Based on the analytical results in (4.73), it is obvious that the diversity gain of both

schemes at the given parameters is same.

In Fig. 4.9, we plot the optimal values of α for the 3-TS protocol as function of Q2 for

different values of Q1. As explained in the analytical section, the value of α increases or

decreases with Q1. The signal broadcasted by the transceiver with a higher transmit power

will be weighted more at the relays than the signal broadcasted by the transceiver with

lower transmit power. Meanwhile, in the 2-TS protocol, the received signals at the relays are

weighted equally. Note that the curves are not matching at high values of Q2 because one
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curve results from simulations whereas the other is obtained analytically at high values of

Q2. However, they have the same trend.

4.8.3 Comparison between the sub-optimal ZFB beamforming scheme

and the optimal beamforming scheme

In Fig. 4.10, the performance of the achievable sum-rate for the 2-TS and 3-TS protocols

employing the ZFB scheme is compared (the achievable sum-rate curve is generated by sim-

ulations, where over 50,000 channel realizations were generated and averaged) with the one

that employed optimal beamforming scheme, e.g., [75]. The optimization problem for the

system in [75] is to maximize the sum-rate of both transceivers subject to power constraints.

The system is a two-way multi-antenna relay channel that transmits over two time-slots. For

comparison, we assume that the total power available at the relay/s is the same, the number

of antennas in [75] is equal to the number of relays Ls = 4 in our system and M = 1, 2. It is

observed that there is a 1-dB gap between the performance of the adopted ZFB scheme and
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the optimal beamforming scheme. However, our proposed scheme offers a good performance

at lower complexity in addition to being practically implementable if compared to the op-

timal scheme. The figure also clarifies that 2-TS is better than the 3-TS protocol in terms

of bandwidth efficiency, which is expected. Although adding one more time-slot in the 3-TS

protocol enhances the performance in terms of outage and error probabilities, the bandwidth

efficiency of 2-TS protocol is still better.

To compare the complexity between the proposed scheme and the optimal scheme, we

note that the ZFB vector has a small fixed complexity, requiring only one matrix inversion Ξ⊥

and one matrix multiplication to obtain the beamforming weights. However, in the optimal

scheme in [75], an iterative numerical optimization technique is used which converges within

20-30 iterations. Within each of these iterations, a number of matrix multiplications, matrix

inversions, and vector 2-norm calculations for each user are needed to find the solution. So

the computational complexity of the two schemes is not comparable.
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4.8.4 Relays positioning

We can consider different relay positions by suitably scaling the average transmit SNR at

the secondary transceivers and relays. In particular, if dS1 is the distance between source S1

and the ith relay, and dS2 the distance between source S2 and the ith relay, then the average

transmit SNRs, which consider the relay positions, can be written as

γ̄q1 =
γq1
dnS1

, γ̄q2 =
γq2
dnS2

, γ̄r =
γr
dnS2

, γ̄r1 =
γr1
dnS2

, (4.77)

where n is the path loss exponent.

For comparison, we fix the distance between sources S1 and S2, denoted by d, such that

d = dS1 + dS2 .

Fig. 4.11 illustrates the outage performance in the 2-TS and 3-TS protocols versus dS1

for Ls = 7, M = 4 at γth = 3 dB and n = 3. Both of the protocols performs better in the low

dS1 values and becomes worse for higher values. So the best range for dS1 is dS1 < 0.4. The

figure also shows that the 3-TS protocol performs better than 2-TS protocol as the distance

becomes higher.

In Fig. 4.12, the average error probability performance versus dS1 for Ls = 6, M = 4 at
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γth = 3 dB and n = 3 for both 2-TS and 3-TS protocols is evaluated. For low values of dS1 ,

the 2-TS protocol outperform the 3-TS protocol but for moderate to higher values of dS1 ,

the 3-TS protocol performs better. This happens due to the same reasons mentioned before.

4.9 Conclusion

We investigated a cooperative two-way AF relaying system model in a spectrum sharing

environment. The proposed system limits the interference to the primary users using a

distributed ZFB approach and peak interference power constraints. The beamforming weights

were optimized to maximize the received SNR at both secondary transceivers and to null the

interference inflicted on the primary users. We considered two transmission protocols over

two time-slots and three time-slots. It is often expected that the three time-slot protocol is

subordinate to the two time-slot protocol due to the loss in the data rate. Such a comparison,

however, ignores the fact the 3-TS protocol benefits from one additional degree of freedom

per relay. To clarify the potential advantages of 3-TS and 2-TS transmission protocols and

study the performance tradeoffs of both of them in spectrum sharing systems, we investigated

the performance of the secondary system by deriving closed-form expressions for the outage

and average error probabilities. We compared the performances of the two protocols in terms

of outage probability, average error probability and average sum-rate. When compared to

the performance of the optimal beamforming scheme, the adopted sub-optimal ZFB scheme

performance is somehow close to the optimality in terms of average sum-rate performance.

Our numerical results showed that the distributed ZFB method enhances the outage and error

probability performances by increasing number of participating relays in addition to limiting

interference to PUs. In addition, our results showed that the 3-TS protocol outperforms

the 2-TS protocol in certain scenarios, which was clear in the outage and error probabilities

performance. As a result, the 3-TS protocol offers a good compromise between bandwidth

efficiency and system performance. As an extension, adaptive 2-TS/3-TS system could be

adopted to enhance both bandwidth and performance.



Chapter 5

Two-Way DF Relay Cognitive Networks under

Primary-Secondary Mutual Interference and Beam-

forming

5.1 Introduction

In Chapter 4, two-way AF relaying in spectrum-sharing systems was studied to further im-

prove the spectrum efficiency and enhance the secondary system performance. In this chapter,

we adopt collaborative distributed beamforming in two-way DF selective relay CR network.

We consider a three TS underlay spectrum-sharing two-way relay network comprising two

secondary transceivers communicating with each other via a number of secondary DF relays

in the presence a number of PUs. In the first and second TSs, the first and second transceivers

broadcast their signals to all available relays, respectively. In the third TS, only the relays

that receive the signals (from both transceivers) reliably are used for relaying and beamform-

ing. Specifically, the selected relays combine the two received signals using physical layer

network coding (XORing or superposition) and employ distributed beamforming to keep the

reflected interference at the PU-RXs to a predefined threshold in addition to improving the

performance of the secondary system.

In this chapter, we aim to address three main issues: 1) which two-way relaying strategy

should be chosen to achieve two-way communication between the two transceivers; 2) how

to design the optimal beamforming weights at the secondary relays in order to maximize the

received SNRs at the destinations while the interference to the PU-RXs is constrained to a

tolerable threshold; and 3) how to allocate the power at the relays in an efficient way. To

96
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this end, we consider two-way relaying strategies: DF-XOR and DF-superposition [85]- [87].

For each relaying strategy, we adopt the sub-optimal ZFB vectors as a special case of optimal

beamforming for tractability at the secondary relays. To analyze the system performance

and compare between the relaying strategies, we present an analytical framework for each

relaying strategy under the effect of the PU-TXs’ CCIs. In particular, we derive closed-

form expressions for the E2E outage probability, BER and achievable sum-rates. To get

more insight, we derive asymptotic expressions of the outage and BER performance at high

SNRs. We also compare the proposed relaying strategies with the three time-slot AF relaying

strategy reported in Chapter 4. The analytical and simulation results show that DF-XOR

outperforms DF-superposition and AF when fixed power allocation is used at the relays.

However, when optimal power allocation is used at the relays, DF-superposition performs

similar to DF-XOR while the former outperforms AF. This is attributed to the different

weighting of the received signals at the relays where the transceiver with a higher transmit

power is weighted with a higher weight as compared to the one with a lower transmit power.

The results also demonstrate the efficacy of combining beamforming and cooperative diversity

for compensating for the secondary performance loss due to the CCI.

The rest of this chapter is organized as follows. Section 5.2 describes the system and

channel models. Optimal beamfrming and ZFB weight design is described in Section 5.3.

Section 5.4 introduces the end-to-end performance analysis. Numerical results are presented

in Section 5.5. Section 5.6 concludes the chapter.

5.2 System and Channel Models

5.2.1 System Model

We consider a two-way relaying system that is composed of two secondary transceivers Sj,

j = 1, 2 and a set of L DF secondary relays denoted by Ri for i = 1, 2, ..., L coexisting in the

same spectrum band with a primary system consisting of a cluster of M PU-TXs- N PU-RXs

pairs as shown in Fig. 5.1. All nodes are equipped with one antenna. The two SUs wish to

exchange information through the secondary relays. It is assumed that there is no direct link
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Figure 5.1: Spectrum-sharing system with two-way DF relaying.

between the two SUs. The relay nodes operate in the half-duplex mode and they use the time

division broadcast (TDBC) protocol during three time-slots (TSi), i = 1, 2, 3 [71]. In TS1,

based on the interference CSI from S1 to the nth PU-RX, which suffers the most interference

caused by S1 (the strongest interference channel), S1 adjusts its transmit power under a

predefined threshold Q1 and broadcasts its message to all relays.1 Similarly, in TS2, based on

the interference CSI from S2 to the n̄th PU-RX, which suffers the most interference caused by

S2 (the nth and n̄th PU-RXs could be different or the same), S2 adjusts its transmit power

under a predefined threshold Q2 and broadcasts its message to all relays. In TS3, distributed

beamforming employing ZFB is applied to null the interference from the selected potential

relays Ls (that are eligible to participate) to the N PU-RXs so that the relays are always

able to transmit without interfering with the PU-RXs.2

All channel coefficients are assumed to be independent Rayleigh flat fading such that

|hsj ,ri |2, |fsj ,p|2, |fri,n|2, |gm,sj |2, |gm,ri,1|2 and |gm,ri,2|2 are exponential distributed random vari-

ables with parameters λsj ,ri , λsj ,p, λri,n, λm,sj , λm,ri,1 and λm,ri,2 respectively. Let the ZFB vec-

tors wT
zf1

= [w11, w12, ..., w1Ls ] used to direct the signal to S1 and wT
zf2

= [w21, w22, ...., w2Ls ]

used to direct the signal to S2 and Wzf is Ls × Ls ZFB processing matrix. Let hT
r,sj

=

1It is assumed that S1 and S2 have perfect knowledge of their interference channel power gains, which

can be acquired through a spectrum-band manager that mediates between the primary and secondary users

[46], [74], [88]
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[hr1,sj , ..., hrLs ,sj
] be the channel vectors between the potential relays and Sj, j = 1, 2. Let

FT
rp = [fr,p1 , ..., fr,pN

] be the channel matrix between the relays and all N PU-RXs where

fr,pn = [fr1,n, ..., frLs ,n
].

In the underlying system model, we assume that the transceivers acting as transmitters

do not have any CSI, however, it is assumed that each transceiver as a receiver knows the

channels from the other transmitter to the relays and its own receiving channels. In other

words, each Sj knows hr,sj , j = 1, 2 [71]. In practice, this CSI can be obtained by traditional

channel training, estimation, and feed-back mechanisms (see for example [53] and references

therein.) Also, the transceivers are assumed to have full knowledge of the interference between

Ls and PUs, i.e., Frp. Exploiting the knowledge of the CSI at the transceivers, wzf1 and wzf2

are designed at S1 and S2 and sent back to the relays by only one of the transceivers via low

date-rate feedback links, and that is applicable in slow fading environments [54], [72].

5.2.2 Transmission Model

As mentioned earlier, the communication process occurs over three time-slots. In the first

time slot, TS1, S1 transmits and in the second time slot, TS2, S2 transmits. As such, when

Sj for j = 1, 2 transmit, the received signal at the ith relay is given as

yri,j =
√
Pjhsj ,rixsj +

M∑
m=1

√
Pint gm,ri,j x̂im,j + ni,j, (5.1)

where Pj is the transmit power of Sj , Pint is the interference power inflicted from the PU-

TX, xsj is the information symbol of Sj, x̂im,j is the mth PU-TX interfering symbol at the

ith relay and ni,j denotes the noise at the ith relay in the jth TS. We assume that the

transmitted symbols are equiprobable with unit energy. As the secondary relays adopt DF

relaying, they need to decode the signals in TS1 and TS2. Upon receiving both signals,

the set of relays, that can correctly decode both of xs1 and xs2 by using cyclic redundancy

codes, is referred as the decoding set C. Each relay in C performs certain processing and then

forwards simultaneously the combined signal in the third time-slot to both transceivers. In

2As we will see late, we derive the optimal beamforming weights where optimality is in the sense of

maximizing the SNRs at the destinations. However, we use ZFB in the analysis for tractability. Note that,

ZFB is a special case of the derived optimal weights.
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this work, we consider on DF-XOR and DF-Superposition in our analysis and compare their

performances with performance of three time-slot AF relaying.

5.2.3 XOR Relaying

In this strategy, each relay combines the received signals from TS1 and TS2 by adding the

decoded bit sequences using exclusive-OR addition. Let bsj denote the decoded bit sequence

from xsj , for j = 1, 2. By applying the XOR operation (⊕), the combined bit sequence results

in bs1,2 = bs1 ⊕ bs2 . Then the combined bit sequence is encoded, modulated and weighted

as Ls × 1 signal xs1,2 = Wzfbs1,2 . Thus the received signal at each Sj is given by

ysj ,3 =
√
Prh

H
r,sj

xs1,2 +
M∑

m=1

√
Pint gm,sj x̂jm,3 + nj,3, (5.2)

wher x̂jm,3 is the mth PU-TX interfering symbol at Sj and nj,3 denotes the noise at each Sj

in TS3. Each Sj can demodulate the received signal and then XOR it with its own transmit

bits to obtain the desired data.

Therefore, the corresponding total received SINR at Sj given C, denoted γ⊕
sj |C, is given by

γ⊕
sj |C =

Pr|hH
r,sj

xs1,2 |2∑M
m=1 Pint |gm,sj |2 + σ2

. (5.3)

5.2.4 Superposition Relaying

If the secondary relays adopt superposition relaying, each relay weights the received signals

(from both sources) and combines them linearly, i.e., xs1,2 =
√
α1wzf1xs1+

√
α2wzf2xs2 . Then

the received signal at each Sj is given by

ysj ,3 =
√
Prh

H
r,sj

(
√
α1wzf1xs1 +

√
α2wzf2xs2) +

M∑
m=1

√
Pint gm,sj x̂jm,3 + nj,3, (5.4)

where α1 and α2 are the power allocation parameters such that α2
1 + α2

2 = 1. As each Sj has

perfect knowledge of xsj , wzfj and hH
r,sj

, it subtracts the self-interference term and therefore

the resultant total received SINR at Sj given C, denoted γ+
sj |C, is given by

γ+
sj |C =

Prαj|hH
r,sj

wzfj |2∑M
m=1 Pint |gm,sj |2 + σ2

. (5.5)
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Remark: If the relay does not have any knowledge of the channels between itself and

the transceivers, it chooses α1 = α2 = 0.5. For the case when the ith relay has some channel

knowledge about hri,s1 and hri,s2 (it may learn it during the previous transmission from the

transceivers to the ith relay in slow fading environments), αj may be optimized such that

the sum-rate is maximized. This will be explored in the performance analysis section.

5.2.5 Mathematical Model and Size of C
In this underlay model, Sj can utilize the PU’s spectrum as long as the interference it

generates at the most affected PU-RX remains below the interference threshold Qj. For

that reason, Pj is constrained as Pj = min

{
Qj

max
n=1,...,N

|fsj ,n|2
, Psj

}
where Psj where Psj is the

maximum transmission power of Sj, for j = 1, 2. So the received SINR at the ith relay in

the k time-slot for k = 1, 2 is given as

γsj ,ri,k =

min

{
Qj

max
n=1,...,N

|fsj ,n|2
, Psj

}
|hsj ,ri |2∑M

m=1 Pint|gm,ri,k|2 + σ2
, (5.6)

Lemma 5.2.1. The CDF expression of the received SINR at the ith secondary relay in the

kth time-slot is derived as

Fγsj ,ri,k
(x) = 1− e−

λsj,riσ
2x

Ps FT (
Qj

Ps

)

(
λsj ,riPintx

λm,ri,kPs

+ 1

)−M

− ψ
QjNλsj ,n

λsj ,riPint x

N−1∑
n=1

(
N − 1

n

)
(−1)n

× e−
Qj
Ps

λsj ,n(n+1)

[
(−1)κ−1βκeβμEi[−βμ] +

κ∑
a=1

Γ(a)(−β)κ−aμ−a)
)]

, (5.7)

where FT (
Qj

Ps
) = (1− e

λsj,nQj

Ps )N ,ψ = e−
λsj,riσ

2x

Ps
λM
m,ri,k

Γ(M)
, κ = M − 1, β = σ2

Pint
+

(n+1)λsj ,nQj

λsj ,riPint x
,

μ = λm,ri,k +
λsj ,riPint x

Psj
and Ei[ .] is the exponential integral defined in [56].

Proof. See Appendix B.1.

We define C to be the set of relays which perfectly decode both signals received in TS1

and TS2, which implies that there is no outage at these relays. This translates to the fact

that the mutual information between each Sj and the ith relay is above a specified target

value. In this case, the potential ith relay is only required to meet the decoding constraint
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given as [7]

Pr [Ri ∈ C] = Pr

[
1

3
log2(1 + γsj ,ri,k) ≥

Rth

2

]
, i = 1, .., L (5.8)

where (1/3) is from the message transmission in three time-slots and Rth denotes the min-

imum target rate below which outage occurs. By using the the Binomial distribution, the

probability that the size of C equals Ls, denoted by, Pr [|C| = Ls] becomes

Pr [|C| = Ls] =

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls , (5.9)

where Poff denotes the probability that the relay does not decode correctly both signals and

keeps silent in TS3. Let Po1 and Po2 be the outage probabilities at any relay for a signal

transmitted from S1 and S2, respectively, then Poff is computed as

Poff = 1− (1− Po1)(1− Po2), (5.10)

where Poj for j = 1, 2 can be computed from (5.7) as

Poj = Fγsj ,ri,k
(γth), (5.11)

where γth = 2
3
2
Rth − 1 is the SINR threshold at the ith relay in the kth time-slot.

5.3 Optimal Beamforming Weights Design

Our objective here is to maximize the received SNRs at the two transceivers in order to

enhance the performance of the secondary system while limiting the interference to the PU

receivers to a tolerable level. Mathematically, the problem formulations for finding the opti-

mal weight vector are described as follows.

max
vopt1 ,Pr

Pv|hH
r,s1

vopt1 |2

s.t.: |fHr,pi
vopt1 |2 ≤ Qi/Pr, ∀i = 1, ..., N

‖vopt1‖2 = 1, Pr ≤ Pv.

(5.12)

max
vopt2 ,Pr

Pv|hH
r,s2

vopt2 |2

s.t.: |fHr,pi
vopt2 |2 ≤ Qi/Pr, ∀i = 1, ..., N

‖vopt2‖2 = 1, Pr ≤ Pv.

(5.13)
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To solve the above problems, we first find the optimal beamforming vectors voptj for j = 1, 2

and then the relays transmit power Pv is found so that the interference constraint is satisfied.

We decompose voptj as a linear combination of two orthonormal vectors, namely, voptj =

αvjwzfj + βvjwoj
, where αvj and βvj are complex valued weights with |αvj |2 + |βvj |2 = 1 to

keep
∥∥voptj

∥∥2
= 1.

For the zero-interference constraint case, i.e. Qi = 0 for all i = 1, ..., N , the optimal

beamforming vectors are the ZFB vectors, i.e., voptj = wzfj . According to the ZFB princi-

ples, wzf1 , wzf2 are chosen to lie in the orthogonal space of FH
rp such that |fHr,pi

wzf1 | = 0 and

|fHr,pi
wzf2 | = 0 , ∀i = 1, ..., N and |hH

r,s1
wzf1 |, |hH

r,s2
wzf2 | are maximized. By applying a stan-

dard Lagrangian multiplier method, the weight vectors that satisfy the above optimization

methods are given as

wzf1 =
Ξ⊥hr,s1

‖Ξ⊥hr,s1‖
, wzf2 =

Ξ⊥hr,s2

‖Ξ⊥hr,s2‖
, (5.14)

where Ξ⊥ =
(
I− Frp(F

†
rpFrp)

−1F†
rp

)
is the projection idempotent matrix with rank (Ls −

N). It can be observed from the rank of the matrix that the cooperative ZBF beamformer

becomes effective only when Ls > N .

For the non-zero interference constraint, the secondary relays can increase their transmit

power in their own direction, i.e. hr,sj . Generally, in this case, the beamforming vector is not

in the null space of Frp and since wH
zfj
woj

= 0, we have

woj
=

hr,sj −wH
zfj
hr,sjwzfj√

1− |wH
zfj
hr,sj |2

. (5.15)

By finding wzfj and woj
, the optimal weights are derived as |βvj | ≤

√
Qi

Pv ||fr,pi
||2|fHr,pi

woj
|2 ,

αvj =
wH

zfj
hr,sj

|wH
zfj

hr,sj
|
√

1− β2
vj

and Pv ≤ Pr. To elaborate, a geometric explanation of voptj is given

in Fig. 5.2 where by rotating voptj from the ZFB vector wzfj toward the MRT beamformer
hr,sj

||hr,sj
|| , the secondary relays can maximize the SNR received at the secondary destination

at the expense of increasing the interference to the PU while still respecting a predefined

threshold Qi. In the case of MRT, voptj =
hr,sj

||hr,sj
|| , and therefore the interference becomes

inactive (non-cognitive case). In overall, the optimal beamforming vector is given as

voptj =
hr,sj −wH

zfj
hr,sjwzfj√

1− |wH
zfj
hr,sj |2

+
Ξ⊥hr,sj∥∥Ξ⊥hr,sj

∥∥ . (5.16)
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Motivated by simplicity and low complexity of ZFB, we only consider wzfj for j = 1, 2

Figure 5.2: Geometric explanation of voptj .

because it enables us to obtain closed-form expressions and get insights on the asymptotic

performance of the underlying system.

5.3.1 XOR Relaying

Since each relay knows its weight coefficients, the ZFB matrixWzf is made up by the diagonal

of the product of the two ZFB vectorswzf1 andwzf2 which is represented as (see [54], [72], [75]

and references therein)

Wzf = Diag(wzf1w
T
zf2

). (5.17)

It is worth noting that the weights matrix is diagonal, which guarantees that the relays

transmit only their own received signal and there is no data exchange among the relays.

Thus, the algorithm works in a distributed manner.

5.3.2 Superposition Relaying

The ZFB vectors in superposition relaying are simply chosen to be wzf1 and wzf2 given by

(5.14) in the first and second time-slot, respectively. In the third time-slot, the weighted

received signals are combined linearly with certain power allocation values as described pre-

viously.
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5.4 Performance Analysis

In this section, we examine the performance of the proposed relaying strategies in terms of

the outage probability, BER and achievable sum-rates metrics in the presence of CCIs. As

we will see, the derived expressions are cumbersome, and therefore, to get more insights, we

derive asymptotic expressions for the outage and BER performance.

5.4.1 Statistics of the Total Received SINR

After finding Wzf in the XOR relaying strategy, we substitute (5.17) into (5.3) to get the

total received SINR at Sj given C

γ⊕
sj |C =

Pr||Ξ⊥hr,sj ||2∑M
m=1 Pint|gm,sj |2 + σ2

. (5.18)

Similarly, in superposition relaying, substituting (5.14) into (5.5), the total received SINR at

Sj given C is given by

γ+
sj |C =

Prαj||Ξ⊥hr,sj ||2∑M
m=1 Pint |gm,sj |2 + σ2

. (5.19)

To analyze the system, we firstly need to obtain the PDF and CDF of the unconditional total

received SINR, i.e., γ∗
sj
, where (∗) refers to (+ or ⊕).

Lemma 5.4.1. The CDF expression of the total received SINR at Sj is given by substituting

the values of αj = 1 for DF-XOR and 0 < αj < 1 for superposition relaying in the following

expression

Fγ∗
sj
(x) =

N∑
Ls=0

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls +
L∑

Ls=N+1

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls

×
(
1− λM

m,sj

Γ(M)

Ls−N−1∑
i=0

i∑
k=0

(
k

i

)
P k
int(σ

2)i−ke
− σ2 x

αjPr
(M − 1 + k)! xi

(λm,sj +
Pint x
αjPr

)M+k

)
. (5.20)

Proof. See appendix B.2.

The PDF of γ∗
sj
, denoted by, fγ∗

sj
(γ) is simply obtained by differentiating (5.20). For an
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Figure 5.3: PDF of the end-to-end received SIR at Sj, fγ∗
sj
(γ).

interference-limited scenario, i.e., σ2 = 0, the PDF is given as

fγ∗
sj
(x) =

N∑
Ls=0

(
L

Ls

)
PL−Ls
off (1− Poff)

Lsδ(x) +
L∑

Ls=N+1

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls

× Γ[Ls −N +M ]

⎛
⎜⎝ ζ xLs−N−1(

x
αjPr

+
λm,sj

Pint

)Ls−N+M

⎞
⎟⎠ , (5.21)

where ζ =
(λm,sj )

M

Γ(ϕ)Γ(M)PM
int(αjPr)ϕ

, and δ( .) is the Dirac function that refers to received SIR when

the relays are inactive. It is plotted in Fig. 5.3 for various values of Pint. It clarifies the effect

of reducing the interference power from PU-TXs on improving the total received SINR at Sj.

As Pint decreases, the curve shifts towards the right-side, which means that the probability

to have a better received SINR for a certain channel condition becomes higher.

In the subsequent sections, we exploit the statistics of the received SINR at both transceivers

to investigate the performance of the outage probability, the E2E BER and the achievable

sum-rate metrics.
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5.4.2 Outage Probability

An outage event occurs when the total received SINR falls below a certain threshold γth and

is expressed as Pout∗j = Pr(γ∗
sj
< γth). By using (5.20), the user outage probability of Sj in a

closed-form can be written as

Pout∗j = Fγ∗
sj
(γth). (5.22)

To get more insight on the key parameters, e.g., M,N,L etc., we derive an approximate

expression for the outage probability that shows the behavior of the system at high SINRs.

Corollary 5.4.2. An asymptotic outage probability expression is given by substituting the

values of αj = 1 for DF-XOR and 0 < αj < 1 for superposition relaying in the following

expression

P∞
out∗j

=
N∑

Ls=0

(
L

Ls

)
P̃L−Ls
off (1− P̃off)

Ls +
L∑

Ls=N+1

(
L

Ls

)
P̃L−Ls
off (1− P̃off)

LsFγ∗
sj |C

(γth),(5.23)

where P̃off

Psj→∞
≈

((∑N−1
n=0

(
N−1
n

) (−1)n

(n+1)2

)
λsj ,riMNPint

λsj ,pλm,ri,k
Qj

+

(
1− e

− Qj
λsj,pPsj

)N (
λsj ,riMPint

λm,ri,k
Psj

))
γth

and Fγ∗
sj |C

(γth) is given in (B.7).

Proof. See appendix B.3.

As can be observed from (5.23), when the peak interference threshold Qj is fixed and the

maximum transmit power Psj is constrained, the outage performance exhibits an error-floor

at the high SINR. As a conclusion, the diversity order is zero at high SINR and therefore the

secondary network is more applicable for low Psj values.

5.4.3 E2E BER

We analyze the BER performance due to errors occurring at Sj assuming that all participating

relays have accurately decoded and regenerated the message. This probability could be

evaluated using the following identity

Perr∗j =
a
√
b

2
√
π

∫ ∞

0

e−bu

√
u
Fγ∗

sj
(u)du. (5.24)
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Since Perrj depends on the modulation scheme, many expressions can be used. For example,

BPSK is obtained by setting (a, b) = (1, 1), whereas quadrature phase-shift keying (QPSK)

is attained by setting (a, b) = (2, 1/2).

Theorem 5.4.3. A closed-form expression for a two-way DF relaying strategy with ZFB

based is given by substituting the values of αj = 1 and 0 < αj < 1 with DF-XOR and

superposition relaying, respectively.

Perr∗j =
a

2

N∑
Ls=0

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls +
L∑

Ls=N+1

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls

×
(
a

2
− ηΦ

Γ(M + k)

(
Pint

αjPr

)−(M+k) (
σ2

αjPr

+ b

)−β

G1,2
2,1

(
Pint

bαjPr + λm,sjσ
2

∣∣∣1,1−β

M+k

))
,

(5.25)

where η =
(
Pint
αjPr

)−(M+k)

Γ(M+k)
, β = i−M−k+0.5 and Φ = a

√
b

2
√
π

λM
m,sj

Γ(M)

∑Ls−N−1
i=0

∑i
k=0

(
k
i

)
P k
int(σ

2)i−k(M−
1 + k)!.

Proof. See Appendix B.4.

Although the expressions in (5.25) enable numerical evaluation of the exact E2E BER

performance, it may not provide useful insights on the effect of key parameters (e.g., the

number of secondary relays, the number of PUs, etc.) that influence the system performance.

To get more insights, we now introduce an asymptotic BER expression, i.e., Psj → ∞, for

the DF-XOR and DF-Superposition relaying strategies.

Corollary 5.4.4. An asymptotic BER expression is given by substituting the values of αj = 1

for DF-XOR and 0 < αj < 1 for superposition relaying in the following expression

P∞
err∗j

=
a

2

N∑
Ls=0

(
L

Ls

)
P̃L−Ls
off (1− P̃off)

Ls +
L∑

Ls=N+1

(
L

Ls

)
P̃L−Ls
off (1− P̃off)

Ls I2, (5.26)

where I2 is evaluated in (B.23).

Proof. Similar to the proof of Corollary 1.

Similar to the asymptotic outage probability case, (5.26) suggests a zero diversity gain

with similar conclusions. It is worth noting that diversity gain of (L−N) is achieved in the

low Qj regime. However, if Psj is limited, an error floor will occur and hence the diversity

gain approaches zero at high SINRs [89].



109

5.4.4 Achievable Sum-Rate

The achievable sum-rate is a substantial performance metric for wireless communications

systems because it determines the maximum achievable transmission rate under which the

system may adequately function. Specifically, for two-way relaying systems, the achievable

sum-rate can be expressed as [70], [71]

Rsum =
1

3
E[log2(1 + γ∗

s1
)]︸ ︷︷ ︸

R1

+
1

3
E[log2(1 + γ∗

s2
)]︸ ︷︷ ︸

R2

. (5.27)

Theorem 5.4.5. A closed-form expression for the unconditional achievable rate at Sj in an

interference-limited scenario is given by substituting the values of αj = 1 and 0 < αj < 1 for

DF-XOR and superposition relaying, respectively.

Rj =
L∑

Ls=N+1

(
L

Ls

)
PL−Ls
off (1− Poff)

LsψG3,2
3,3

(
Pint

λm,sjαjPr

∣∣∣1,M,1+M

Ls−N+M,M,M

)
, (5.28)

where ψ = log2(e)
3

(−1)−M−1(αjPr)M

Γ(ϕ)Γ(M)PM
int

. By substituting (5.28) into (5.27), we get a closed form

expression of the achievable sum-rate of the system.

Proof. See Appendix B.5.

It can be seen from (5.28) that when the number of the relays is less than the number of

primary receivers, i.e., Ls < N , the first term of the sum-rate expression disappears and the

reason is that the relays are inactive.

5.5 Numerical Results and Discussion

In this section, we investigate the performance of the derived results through numerical

examples and simulations. Unless otherwise stated, let dSj ,Ri
denote the distance from Sj to

the ith relay, and hence, dS1,Ri
= 1− dS2,Ri

. Furthermore, the path loss exponents is set to

four. We assume that the relays are located on a straight line vertical to the distance between

the two sources, however, the results and conclusions of this paper extend to any setting.

We furthermore assume that the primary system forms a cluster where PU-TXs are closely

located to each others and as all PU-RXs. The distance between the transceivers equals one.
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We also assume that λs1,p = λs2,p = 1, λm,s1 = λm,s2 = 5, λsj ,ri = 1 ,λm,ri,1 = λm,ri,2 = 1. We

also set Pr = 5 dB, the outage threshold as γth = 1 dB and Q1 = Q2 = Q. We compare the

two DF relaying strategies with a three time-slot AF relaying strategy proposed in Chapter

4. For a fair comparison, we assume that the total available power at the two transceivers

and the relays, i.e., Psj + Pr , ∀j = 1, 2, is kept the same for the various relaying strategies.

Also, we use α1 = α2 = 0.5 for a fixed power allocation strategy and we use (5.29) when the

optimal power allocation strategy is used. We consider BPSK modulation scheme, however,

the derived expressions are general for any higher modulation scheme.
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Figure 5.4: Outage probability vs. Q (dB) for M = N = 2, 3, L = 10 and different Pint

values.

5.5.1 Fixed Power Allocation Parameters

Fig. 5.4 shows the outage performance of Sj versus Q for L = 10, M = N = 2, 3 and

different values of Pint = 0, 4dB. As observed from the figure, as the value of Q increases, the

outage performance improves substantially for all curves. Clearly, as the number of existing

PU-TX increases from two to three, the outage performance becomes worse as this will

increase the sum of the CCIs that severely affects the received signals at the transceivers.

Also, the figure shows the impact of CCIs on the outage performance. As Pint increases,
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it degrades the system performance significantly. However, a compensation of this loss in

performance is gained by the use of beamforming with cooperative diversity. Comparing

between the three strategies, it is seen that the performance of the DF-XOR outperforms

the DF-superposition and AF. The reason is that, for the case of the DF-superposition, Ri

transmits xs1,2 =
√
α1wzf1xs1 +

√
α2wzf2xs2 . One of the terms is actually self-interference to

Sj, and hence, the power used to transmit this term is wasted. However, when DF-XOR is

used, Ri transmits xs1,2 = Wzfbs1,2 and no transmission power is wasted to transmit self-

interferences. In the case of AF relaying, the relays do not decode the signals and simply

amplify both the signal and the noise which leads to the worst performance.

In Fig. 5.5, a plot of the asymptotic outage probability is shown versus Psj for both

relaying strategies. It shows a good agreement between the exact and asymptotic analytical

curves at high SNRs. As predicted by the previous analysis, an error floor occurs at high

values of Psj which indicates that the CR networks are only applicable in the low Psj region.

In Fig. 5.6, a comparison between employing the optimal beamforming vector in (5.16)

(simulations only) and ZFB vectors in (5.14) in terms of outage performance is investigated.

For the same transmit powers, number of relays and PUs, the results show that there is only
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a little difference in the system performance when employing the optimal beamformer versus

the ZFB as Q becomes higher. However, the complexity of ZFB is less since it involves only

projection to the null space of the interference channel matrix without designing the weights

parameters αvj and βvj .

Fig. 5.7 illustrates the E2E BER performance versus Q for L= 6, 8 and M = N = 2.

It is obvious that the BER performance improves substantially as the number of relays

increases and Q becomes looser. This is attributed to the combined cooperative diversity

and beamforming which enhances the total received SNR at the receiver. In addition, it is

observed from the BER and outage figures that there is an error floor in the high Q region

and the curves result in zero-diversity. This error flooring is due to the limitations on the

secondary transmit powers and co-channel interferences. Similar to the outage performance

observations, the DF-XOR outperforms both DF-Superposition and AF strategies due to the

same reasons mentioned earlier.

Fig. 5.8 shows the E2E BER performance versus L forM = N = 1, 2 at fixed Pint = −1.25

dB. As the number of available relays increases, all relaying strategies’ performance improves.

This is due to the reason that the probability to get more potential relays that succeed to
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decode both signals increases, i.e., Ls becomes higher, hence, more participating relays in the

beamforming and relaying process. It is also seen that as the number of PU-RXs increases

from one to two, the BER performance degrades. Since increasing the number of PU-RXs

makes the probability to avoid the interference on all PU-RXs decreases which forces the

secondary transceivers to transmit with lower power.
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In Fig. 5.9, the achievable sum-rate performance of the secondary system is illustrated

for several values of Pint at the same values of L = 6 and M = N = 2. The CCIs effect

degrades the performance when it is increased from 0 to 3 dBs for all relaying strategies. It
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can be observed that DF-XOR sum-rates performance is the best meanwhile all of the curves

saturate at high values of Qj due to the interference constraints.

Fig. 5.10 shows the achievable sum-rate performance of the secondary system versus Q

for L= 6 and M = N = 2 and different values of Pint and fixed λsj ,p. Again, the same

observations as in the previous figures are repeated. Besides, it is clear that the achievable

sum-rate increases with λsj ,p increasing from one to five. The reason is that as λsj ,p increases,

the quality of the channel between Sj and PU-RX becomes worse, which reduces the co-

channel interference between Sj and PU-RX. However, when λsj ,p reaches a certain value,

the achievable sum-rate curve saturates due to the constraints on Psj and Qj.

5.5.2 Optimal Power Allocation Parameters

Fig. 5.11 compares the E2E BER performance of the DF-XOR and superposition relaying

versus Q when the power allocation parameter α1, α2 is either fixed or optimized. The power

allocation numbers are optimized such that the achievable sum-rates at the transceivers is
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maximized. Specifically, α is chosen according to the optimization problem:

αopt = arg max
α1,α2

(R1(α1) +R2(α2))

subject to 0 < α1, α2 < 1

(5.29)

where R1(α1) and R2(α2) can be obtained from (5.28). Obtaining a closed-form expression

for the solution to (5.29) is not easy. As an alternative, it can be solved numerically. As previ-

ously mentioned in the performance analysis section, when α1, α2 are optimized to maximize

the achievable sum-rates, the BER performance becomes better than when α1 = α2 = 0.5,

i.e., fixed. It can be observed that, when the power allocation parameters are optimized,

the DF-superposition curve performs closely as in the DF-XOR case. This is due to the

reason that the transceiver with the higher transmit power is weighted at the relays more

than the one with lower transmit power providing that the two transceivers are transmitting

at different power.

5.6 Conclusion

We investigated a cooperative two-way DF selective relaying based distributed ZFB spectrum-

sharing system in the presence of multiple PU-RXs. Two different relaying strategies were

considered and the corresponding optimal weights vectors were designed. The beamforming

weights were optimized to maximize the received SNR at both secondary transceivers while

the interference inflicted on the primary users is kept to a predefined threshold. For each re-

laying strategy, we analyzed the performance of the secondary system by deriving closed form

expressions for the outage probability, BER and achievable sum-rates. Our numerical results

showed that the combination of the distributed ZFB and the cooperative diversity enhances

the secondary link performance by compensating the performance loss due to CCIs. More-

over, the results showed that the DF-XOR outperformed DF-superposition and AF relaying

strategies when equal power allocation is assumed at the relays while the DF-superposition

performance is closer to the DF-XOR when the weightining at the relays is different.



Chapter 6

Distributed Beamforming with Limited Feed-

back

6.1 Introduction

In all works mentioned in the previous chapters, we assume perfect CSI availability of the

interference channels between the secondary transmitters and primary receivers, which is

an ideal assumption. In this chapter, we consider partial CSI knowledge at the secondary

transmitters. In particular, we address the availability of partial CSI via a finite rate feedback

from the primary receiver to the secondary transmitter, where the primary receiver quantizes

its vector channel to one of 2B codebook size and conveys back the corresponding index

for some positive integer B. This feedback is used to get information regarding only the

channel direction, known as channel direction information (CDI), and not the channel quality

information (CQI).

In general, the optimal beamforming tools require the secondary transmitters to obtain

the instantaneous CSI of their interference channels to the PUs, which requires the PU’s

cooperation. Most of the beamforming designs assumed that the SUs either have prior CSI

of the interference channels to the PUs or monitor the PUs continuously, which may be

impractical. Assuming perfect CSI of the interference channels, an optimal beamforming

design was proposed in [36] for maximizing the SU throughput while respecting a set of

interference power constraints at the PUs. The authors in [90] relaxed the perfect CSI

assumption, where a SU transmitter estimates the required CSI by making use of channel

reciprocity and continuously observing the PU transmission. However, the estimation errors

117
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are unavoidable and cause residual interference to the PU receivers. This problem was

tackled in [91] by optimizing the optimal beamformer to cope with the estimation uncertainty.

Besides beamforming, power control techniques can be used to mitigate the interference to

the PUs by exploiting the primary-links CSI, however, such CSI is even more difficult for

SUs to obtain than that of the SUs-to-PUs interference channels [92], [93].

For traditional multi-antenna wireless systems, CSI feedback from the receiver to the

transmitter enables the latter to do precoding, which enhances the system throughput [94].

However, CSI feedback can incur heavy overhead. This motivates scientists to work on

designing feedback quantization algorithms, called limited feedback [95]. There exists a

considerable literature on limited feedback, where CSI quantizers are designed based on

different principles such as Lloyd’s algorithm [96] and line packing [97]. However, the limited

feedback case is rarely studied in the CRNs.

In [98], limited feedback was considered in a multi-antenna downlink CR system. The

authors in [98] tried to minimize the outage probability of the SU system while satisfying

the QoS requirement of the PU. In [99], the same problem was addressed using a different

approach, whereby the objective is to maximize the SU link gain while limiting the interfer-

ence inflicted to the PU. In the same context, the authors in [100] proposed a framework of

limited cooperative ZFB for multiuser multiple-input single-output (MISO) CRNs to cancel

the inter-network and intra-network interferences. In particular, the authors investigated the

feedback utility function in order to derive the transmission mode and feedback amount.

In this chapter, we focus on a dual-hop DF cooperative spectrum-sharing system with

limited feedback from an existing PU. In particular, the secondary relays communicate with

the PU using a quantized CSI so that the relays exploit this information to apply the beam-

forming process. If perfect CSI is assumed, the interference to the PUs using the ZFB will

be nullified. However, since the CSI feedback is limited only to the quantized channel di-

rection information, the secondary relays can not transmit with zero interference due to the

quantization error of the CDI, and the residual interference increases with the increase of

the secondary transmit power. Therefore, the secondary relays transmit power should be

adjusted to meet the PU interference constraint. In this regard, we derive an upper bound

for the secondary relays transmit power that meets the PU interference constraint. We also



119

Figure 6.1: Spectrum-Sharing System with Dual-hop Relaying.

derive the statistics of the end-to-end SINR employing the ZFB with limited feedback. To

investigate the effect of the quantized CSI on the secondary system performance, we derive

closed-form expressions for the outage probability and the BER assuming that the secondary

receivers (relays and destination) are affected by the PU’s interference power. as expected,

our results show that the performance improves as the number of feedback bits increases.

6.2 System and Channel Models

We consider a dual-hop relaying system that is composed of a pair of secondary source S and

destination D and a set of L DF secondary relays denoted by Ri for i = 1, ..., L coexisting

in the same spectrum band with a primary system which consists of a primary transmitter

(PU-TX) and a primary receiver (PU-RX) pair as shown in Fig. 6.1. It is similar to the

system model described in Chapter 3, Section 3.2.

All channel coefficients are assumed to be independent Rayleigh flat fading such that

|hs,ri |2, |fs,p|2, |fri,p|2, |gp,d|2 and |gp,ri |2 are exponential distributed random variables with pa-

rameters λsri , λsp, λrip, λpd and λpri respectively. All the noise is assumed to be AWGN with

zero-mean and variance σ2. Let the ZFB vector ŵT
zf = [w1, w2, ..., wLs ] used to direct the

signal to D. Let hT
r,d = [hr1,d, ..., hrLs ,d

] be the channel vector between the potential relays

and D. Let fr,p = [fr1,p, ..., frLs ,p
] be the channel vector between the potential relays and the
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PU-RX.

6.2.1 Quantized CSI Feedback Model

At the beginning of the second time-slot, the primary and secondary receivers convey the cor-

responding CSI to the secondary relays based on quantization codebooks. All the codebooks

are designed in advance and stored at the relays and receivers. LetFr,p = {f̂r,p1
, f̂r,p2

, ..., f̂r,p
2B
}

be a codebook of size 2B at the primary receiver, which is a collection of unit norm vectors.

Then the optimal quantization codeword selection criterion can be expressed as [101]

i = arg max
1≤j≤2B

|f̂Hr,pj
f̃r,p|2, (6.1)

where f̃r,p = fr,p
||fr,p|| is the channel direction vector. Specifically, index i is conveyed by the

primary receiver and f̂r,pi
is recovered at the secondary relays and is used in lieu of the

instantaneous CSI of the interference channel. Similarly, let Hr,d = {ĥr,d1 , ĥr,d2 , ..., ĥr,d
2C
} be

a quantization codebook of size 2C at the secondary receiver, which is also a collection of

unit norm vectors. Same process of codeword selection, index conveyance and CSI recovery

is used, where ĥr,di is recovered at the relays in lieu of the instantaneous CSI of the relaying

channels between the relays and the receiver.

6.2.2 Transmission Protocol

In this dual-hop system, the communication process occurs over two TSs. In TS1, S broad-

casts its signal to all L relays, then the received signal at the ith relay is given as

yri =
√
Phs,rixs +

√
Pint gp,ri x̂ip + ni1, (6.2)

where P is the source’s transmit power, Pint is the interference power from PU-TXs, xs is the

information symbol of S, x̂ip is the PU-TX interfering symbol at the ith relay and ni1 denotes

the noise at the ith relay in TS1. We assume that the transmitted symbols are equiprobable

with unit energy.

In TS2, the decoding set C, which consists of the relays that can correctly decode xs by us-

ing cyclic redundancy codes, transmits the decoded signals to the destination simultaneously
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by using beamforming. In particular, each relay weights the decoded signal and forwards it

to the destination. Thus the received signal at D is given by

yd =
√
Prh

H
r,dx̂s +

√
Pint gp,d x̂pd + n2, (6.3)

where x̂s = wzfxs is the weighted vector, x̂md is the PU-TX interfering symbol at D and n2

is the noise at D in the second time-slot. Therefore, the corresponding total received SINR

at D given C, denoted by γd|C, is given as

γd|C =
Pr|hH

r,dŵzf |2
Pint |gp,d|2 + σ2

. (6.4)

6.2.3 Mathematical Model and Size of C
In this system model, P is constrained as P = min

{
Q

|fs,p|2 , Ps

}
where Ps is the maximum

transmission power of S. So the received SINR, γs,ri at the ith relay is given as

γs,ri =
min

{
Q

|fs,p|2 , Ps

}
|hs,ri |2

Pint|gp,ri |2 + σ2
. (6.5)

Next, we derive the CDF of γs,ri = U
PintV+σ2 , where U = min

{
Q

|fs,p|2 , Ps

}
|hs,ri |2 and V =

|gp,ri |2. By using the definition of CDF of γs,ri , we find

Fγs,ri
(x) =

∫ ∞

0

Pr(U < (Pint y + σ2)x)fV (y)dy. (6.6)

The CDF of U is obtained with the help of (3.3) as,

FU(x) = 1 + e−
λsrix

Ps

⎛
⎝ e−

λspQ

Ps

λspQ

λsrix
+ 1

− 1

⎞
⎠ . (6.7)

Substituting (6.7) into (6.6), and after several algebraic manipulations, (6.6) is equivalently

expressed as

Fγs,ri
(x) = 1 + e−

λsriσ
2x

Ps

∫ ∞

0

e−(
λsriσ

2x

Ps
+λmri )y

×
⎡
⎣(e−λspQ

Ps − 1)−
λspQ

λsri
e−

λspQ

Ps

xPint y + σ2x+ λspQ

λsri

⎤
⎦ dy.

(6.8)
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After easy simplifications, and with the help of [56, Eqs. (3.351.3), (3.353.5)], the CDF of

γs,ri is derived as

Fγs,ri
(x) = 1 + e−

λsriσ
2x

Ps

[
(e−

λspQ

Ps − 1)
λsriPintx

Ps
+ λpri

− (
λspQe−

λspQ

Ps

λsri

)(−1)eβμEi[−βμ]

]
, (6.9)

where β = σ2

Pint
+ λsnQ

λsriPintx
, μ = λmri +

λsriPintx

Ps
and Ei[ .] is the exponential integral defined

in [56].

As mentioned in Chapter 3, we define C to be the set of relays which perfectly decode the

signals received in the first time-slot, then, the probability Pr [|C| = Ls] becomes

Pr [|C| = Ls] =

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls , (6.10)

where Poff denotes the probability that the relay does not decode correctly the received signal

and keeps silent in the second time-slot. Then Poff is computed as

Poff = Fγs,ri
(γth), (6.11)

where γth = 22Rmin − 1 is the SINR threshold.

6.2.4 ZFB Weights Design

Recalling the optimization problem (3.7) from Chapter 3, the ZFB vector is given as

ŵzf =
Ξ⊥ĥr,d∥∥∥Ξ⊥ĥr,d

∥∥∥ , (6.12)

where Ξ⊥ =
(
I− f̂rp(̂f

H

rpf̂rp)
−1f̂Hrp

)
is the projection idempotent matrix with rank (Ls−1). It

is worthwhile to mention that, in ZFB, CDI feedback is sufficient for obtaining beamforming

vectors and there is no need for the CQI [102].

6.3 Performance Analysis

6.3.1 End-to-End SINR statistics

Because of the quantization error due to the partial CSI, the secondary relays cannot transmit

with zero interference. In this case, the relays should reduce the transmit power and meet the
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interference constraint. Since the instantaneous interference CSI cannot be exactly estimated

because of the partial CSI, we consider the average interference constraint instead of the

the peak interference constraint [99], [100]. If Q̄av is the maximum average threshold, the

interference constraint is given by

Q̄ = E[Q] ≤ Q̄av. (6.13)

By using ZFB based on limited feedback information from the PU, the relationship between

the residual Q̄, the transmit power, and the feedback amount is given by the following Lemma.

Lemma 6.3.1. Given Pr and B, the residual Q̄ at the PU after ZFB is tightly upper bounded

by PrLs

Ls−1
2−

B
Ls−1 .

Proof. Following the theory of random vector quantization (RVQ) [101], the relationship

between the true and quantized channel direction vectors can be expressed as

f̃r,p =
√
1− af̂r,p +

√
afo, (6.14)

where f̂r,p is the quantization codeword based on (6.1), a = sin2(∠(f̃r,p, f̂r,p)) is the magnitude

of the quantization error, and fo is the unit norm vector isotropically distributed in the

nullspace of f̂r,p, and is independent of a.

The interference term |f̃Hr,pŵzf |2 is derived as

|f̃Hr,pŵzf |2 = |√1− af̂Hr,pŵzf +
√
afHo ŵzf |2

= a|fHo ŵzf |2, (6.15)

where (6.15) follows from the fact the ŵzf is in the nullspace of f̂r,p, i.e., |f̂Hr,pŵzf | = 0. Due

to the independence between the channel magnitude and the channel direction, Q̄ is reduced

to

Q̄ = E[||fr,p||2]E[a]E[|fHo ŵzf |2]. (6.16)

Hence, in order to obtain Q̄, we need to compute the three expectation terms.

For the first expectation, since ||fr,p||2 is a Chi-square distributed χ2 with 2Ls degrees of

freedom, we have E[||fr,p||2] = Ls. For the second expectation, for an arbitrary quantization
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codeword f̂r,pj
, (1 − |f̃Hr,pj

f̂r,p|2) is a Beta distributed as β(Ls − 1, 1) [101]. So that, a =

1 − |f̃Hr,pf̂r,p|2 is the minimum of 2B independent β(Ls − 1, 1) random variable, and thus its

expectation is tightly upper bounded as E[a] < 2−
B

Ls−1 . For the third expectation, since fo

and ŵzf are i.i.d. isotropic vectors in the (Ls − 1) dimensional nullspace of f̂r,p, E[|fHo ŵzf |2]
is β(1, Ls − 2) distributed [101], with expectation equals to 1

Ls−1
. As a result, we have

Q̄ < Pr Ls

Ls−1
2−

B
Ls−1 .

According to Lemma 6.3.1, given Q̄av and feedback B, in order to meet the interference

constraint, Pr has an upper bound as

Pr ≤ (Ls − 1)Q̄av

Ls

2
B

Ls−1 (6.17)

Before analyzing the system performance, we need to know the PDF and CDF of the received

SINR at the secondary destination, which is upper bounded by

γd|C ≤
(Ls−1)Q̄av

Ls
2

B
Ls−1 |hH

r,dŵzf |2
Pint |gp,d|2 + σ2

≤
(Ls−1)Q̄av

Ls
2

B
Ls−1 ||hr,d||2|h̃H

r,dŵzf |2
Pint |gp,d|2 + σ2

�
(Ls−1)Q̄av

Ls
2

B
Ls−1 ||hr,d||2β(1, Ls − 1)

Pint |gp,d|2 + σ2
(6.18)

� χ2
2

δPint |gp,d|2 + δσ2
(6.19)

where δ = Ls

(Ls−1)Q̄av
2−

B
Ls−1 , and (6.18) and (6.19) hold as analyzed in (6.16).

Next, we derive the CDF of γd|C = U
δPintV+δσ2 , where U ∼ χ2

2 and V is an exponential random

variable. By using the definition of CDF, we find

Fγd|C(x) =

∫ ∞

0

Pr(U < (Pint δ y + δ σ2)x)fV (y)dy

=

∫ ∞

0

(1− e−δ x(σ2+Pint y))e−λpd ydy

= 1− e−δσ2x

∫ ∞

0

e−(δ Pint x+λpd)ydy

= 1− e−δσ2x

δ Pint x+ λpd

(6.20)

which is plotted in Fig. 6.2, where it shows the impact of increasing the feedback amount on

enhancing the performance.
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Figure 6.2: Fγd|C(x) vs. x for L=5 and M = 1 and different values of B.

To compute the unconditional CDF denoted as Fγd(γ), we use the total probability the-

orem to get

Fγd(x) =
1∑

Ls=0

(
L

Ls

)
PL−Ls
off (1− Poff)

Ls +
L∑

Ls=2

(
L

Ls

)
PL−Ls
off (1− Poff)

LsFγd|C(x), (6.21)

where Fγd|C(x) is substituted from (6.20). In the subsequent section, we make use of Fγd(x)

to derive closed-form expressions for the outage and E2E BER performance.

6.3.2 Outage Probability

An outage event occurs when the total received SINR falls below a certain threshold γth and

is expressed as Pout = Pr(γd < γth). By using (6.21), the outage probability of the secondary

system in a closed-form can be written as

Pout = Fγd(γth). (6.22)

6.3.3 E2E BER

We analyze the BER performance due to errors occurring atD assuming that all participating

relays have accurately decoded and regenerated the message. The BER could be evaluated
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using the following identity

Pe =
a
√
b

2
√
π

∫ ∞

0

e−bx

√
x
Fγd(x)dx (6.23)

In this Chapter, we consider BPSK for which (a, b) = (1, 1).

Pe =
a
√
b

2
√
π

⎛
⎜⎜⎜⎝A

∫ ∞

0

e−bx

√
x
dx︸ ︷︷ ︸

I1

+B

∫ ∞

0

e−bx

√
x
Fγd|C(x)dx︸ ︷︷ ︸
I2

⎞
⎟⎟⎟⎠ (6.24)

where A =
∑N

Ls=0

(
L
Ls

)
PL−Ls
off (1 − Poff)

Ls and B =
∑L

Ls=N+1

(
L
Ls

)
PL−Ls
off (1 − Poff)

Ls . I1 is

evaluated with the help of [56, (3.361.2)]. Next, to compute I2, we represent the integrands

of I2 in terms of Meijer’s G-functions using [65, Eq. 10, 11], which are given, respectively, as

(δ Pint x+ λbd)
−1 = ηx−1G1,1

1,1

(
δPint x

λpd

∣∣∣1
1

)
, (6.25)

where η = (δPint)
−1.

e−(b+δσ2)x = G1,0
0,1

((
b+ δσ2

)
x
∣∣∣−
0

)
. (6.26)

Thus, I2 can be expressed as

I2 = 0.5− η

∫ ∞

0

x−1.5G1,1
1,1

(
δPint x

λpd

∣∣∣1
1

)
G1,0

0,1

((
b+ δσ2

)
x
∣∣∣−
0

)
dx. (6.27)

Now, I2 is in the form of a product of a power term and two Meijer’s G-function, which can

be solved using [65, Eq. 21] as

I2 = 0.5− η
(
b+ δσ2

)−0.5
G1,2

2,1

(
δPint

bλpd + λpdσ2δ

∣∣∣1,1.5
1

)
. (6.28)

By incorporating the results of I1 and I2 into (6.24), a closed-form expression for the uncon-

ditional E2E BER at D is given as

Pe = 0.5A+B
[
0.5− η

(
b+ δσ2

)−0.5
G1,2

2,1

(
δPint

bλpd + λpdσ2δ

∣∣∣1,1.5
1

)]
. (6.29)
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6.4 Numerical Results and Discussion

In this section, we present numerical results to validate our derived expressions in Section 6.3.

Without loss of generality, we assume that the relays are located on a straight line vertical

to the distance between the source and destination. The distance between them equals

one. Unless otherwise stated, we also assume that λsp = λrip = 1, λsri = λrid = 1, ∀i and
λpri = λpd = 1, ∀i. We use C = 25 bits for the relays-destination channels to focus on the

effect of the quantized interference CSI channel.
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Figure 6.3: Outage probability vs. Ps (dB) for different values of B.

Fig. 6.3 shows the outage performance versus Ps for L = 8, M = 1 under different values

of B for Pint =-10 dB. As observed from the figure, as the value of Ps increases, the outage

performance improves substantially. Also, the figure shows the impact of the number of

the quantized CSI feedback bits on the outage performance. As B increases, the system

performance improves. However, a compensation of this loss in performance is gained by the

use of beamforming. A floor in the outage performance curve is noticed which is due to the

interference level constraint.

Fig. 6.4 illustrates the BER performance versus Ps for L= 8 and M = 1. Similar ob-

servation is obtained as that in Fig. 6.3. It is seen that as Q̄av and B increase, the BER
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performance improves. We also observe the large performance gap between the perfect CSI

curve and the quantized CSI curves due to the limited feedback. In addition, it is observed

from the figure that BER curves saturate at high Ps region and an error floor occurs which

results in zero-diversity.
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Figure 6.4: BER vs. Ps (dB) for different values of B.

6.5 Conclusion

We investigated in this chapter the system model described in Chapter 3 with a quantized

CSI assumption for the interference channel between the secondary relays and the primary

receiver. We derived a tight upper bound for the residual interference received at the primary

receiver due to the partial CSI at the relays. From this upper bound, we derived the upper

bound end-to-end received SINR at the secondary destination. To study the impact of the

limited feedback, we analyzed the system performance by deriving the outage and BER per-

formance at different number of feedback bits and compared it with perfect CSI. Obviously,

the results show the effect of increasing the number of the feedback bits on enhancing the

system performance.
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Conclusions and Future Work

7.1 Conclusions

Spectrum-sharing systems are being investigated to solve the problems resulting from the

bandwidth scarcity and the spectrum usage inefficiency by exploiting the existing licensed

spectrum opportunistically. Wireless systems, equipped with the substantial capabilities of

CR, will provide an ultimate spectrum-aware communication model in wireless networks. In

this thesis, we have tackled a major thrust of research in the CR area, namely, distributed

beamforming in cooperative spectrum sharing systems. We have made significant contribu-

tions, which is evident from the track record of publications that resulted from this research.

Below, we briefly summarize those accomplishments.

We investigated the possibility of combining beamforming and cooperative communica-

tions for spectrum-sharing systems. The rationale behind this is that beamforming can be

very efficient in nulling the interference inflected in the primary system while the secondary

system is using the primary spectrum. We examined a network setting in which there are two

secondary nodes that wish to communicate with each other through a number of secondary

relays. The secondary nodes are assumed to be far away from each other and hence there

is no direct link between them. At the same time, both systems share the same spectrum,

but the primary system imposes certain restrictions on the amount of interference that the

secondary system can cause. In this case, the secondary relay nodes that receive the source

signal participate in the cooperation process. These relays form a distributed spatial array,

which is used to beamform the signal of interest towards the intended destination, while

making sure there is no signal transmitted in the direction of the primary receivers. This

129
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technique has proved very efficient in enabling the secondary system to co-exist with the

primary system without causing much harm to the primary system.

In Chapter 3, we considered different relaying schemes, including DF and AF. In both

cases, we derived optimal beamforming vectors and sub-optimal ZFB vectors at the relays.

Then, we developed an analytical framework for the developed techniques of the secondary

system performance. It was shown that coupling distributed beamforming and cooperative

communications can be very efficient in sharing the available spectrum with the primary

system and enhancing the secondary system performance.

Furthermore, we examined the system performance when there are multiple primary

receivers are present in the system. This makes the system requirement much more stringent

since all the primary receivers must be accommodated in terms of interference. We were

able to incorporate this assumption in our system model. The results we obtained were very

favorable.

While we considered in Chapter 3 one-way communications, whereby only one secondary

source sends information to the other source, in Chapters 4 and 5, we considered two-way

communications, in which the relays will have to either AF or DF the received signals. The

challenge in this scenario stems from the fact that there is no obvious way as to how to

perform beamforming to the received signals. That is, will beamforming be applied to the

two signals individually or combined? Which technique is optimal? In this work, we answered

these questions as follows.

First, in Chapter 4, we considered two-way AF relaying scheme over two, three, and

four time-slot protocols. Our results showed that when beamforming is applied to each

individual signal and then combined in the three time-slot protocol, the performance is

better since the received signals are not weighted equally. The signal transmitted with

higher power is weighted more than the other one. In particular, our results showed that the

three time-slot protocol outperforms the two time-slot protocol and four time-slot protocol

in certain scenarios where it offers a good compromise between bandwidth efficiency and

system performance.

In Chapter 5, we extended the two-way relaying system to the DF scheme, where two prac-

tical two-way relaying strategies are investigated, namely, DF-XORing and DF-superposition.
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The former is based on bit-wise level XORing of the detected signals at the relays, whereas

the latter is based on symbol-wise level addition at the relays. The numerical results showed

that, when the the received signals at the relays are weighted equally, the DF-XOR always

outperforms both DF-superposition and AF relaying.

All previous chapters assumed perfect CSI knowledge at the secondary relays to perform

beamforming. In Chapter 6, we considered partial CSI of the interference channel between

the relays and PUs. We used only CDI to obtain the ZFB weights. Due to the limited

feedback, a residual interference occurs at the primary receivers. In this case, we derived an

upper bound for the transmit power of the secondary relays. We also investigated the impact

of the limited number of feedback bits on the secondary system performance and compared

it with the perfect CSI case.

7.2 Future Work

Since beamforming needs perfect CSI between between the secondary and primary systems

to fully null the interference inflicted at the primary receivers, more practical CSI knowledge

should be assumed, including quantized CSI and statistical CSI. In our research, we focused

on perfect CSI. A direct extension to our work is to consider the limited feedback and par-

tial CSI. Complete analytical framework for cooperative spectrum-sharing systems assuming

limited feedback is not addressed yet. Also, estimation errors and feedback delay are not

considered.

Single antenna nodes are assumed in our system models, however, MIMO systems are of

high interest in the nowadays wireless applications. Extension of the precoding methods to

MIMO-cognitive systems is a another future direction of research. In addition, multi-user

MIMO and massive MIMO systems can be considered as system models for future work.

Beamforming is an alternative technology that can be used in physical-layer secrecy.

Recently, some work on cooperative relaying is done as a good means to add artificial noise

in order to enhance physical-layer security. Combining beamforming and cooperative relaying

in CR as tools to enhance the physical-layer secrecy is a recent branch in nowadays academic

research.
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We used in this thesis single carrier transmission, another future direction is the multi-

carrier OFDM CR systems, where combination of bemforming and relaying in such systems,

to our knowledge, are not tackled yet. In addition, other fading models, such as frequency

and time selective fading channels can be assumed. We also assumed Rayleigh channels and

this can be extended to other general fading channels such as Nakagami channels.
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Appendix A

Proofs of Chapter 3

A.1 Proof of Lemma 3.2.1

Let X = |hs,ri |2, Y = |fs,p|2, Z = Pint|gm,ri |2 + σ2, then the CDF of γs,ri conditioned on Z is

given as

Fγs,ri |Z(γ) = Pr

(
QX

Y
< Zγ, Y ≥ Q

Ps

)
︸ ︷︷ ︸

I1(Z)

+ Pr

(
PsX < Zγ, Y <

Q

Ps

)
︸ ︷︷ ︸

I2(Z)

;

I1(Z) =

∫ ∞

ϑ

fY (y)

∫ Zγ
Q

y

0

fX(x)dxdy

=

∫ ∞

ϑ

fY (y)FX(
Zγ

Q
y)dy, (A.1)

where ϑ = Q
Ps
.

Substituting for the PDF of Y and CDF of X, we derive I1(Z) as

I1(Z) = 1− FY (ϑ)− λye
−(λxZγ

Q
+λy)ϑ

(λxZγ
Q

+ λy)
, (A.2)

where λx = λs,ri and λy = λs,p. Next, due to the statistical independence between X and Y ,

the second integral I2(Z) is evaluated as

I2(Z) = FY (ϑ)FX(
γ

Ps

Z). (A.3)
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The unconditional CDF of γs,ri is derived by averaging (A.1) and (A.2) over the PDF of Z

as follows

Fγs,ri
(γ) = EZ

{
Fγs,ri |Z(γ)

}
= I3 + I4,

where I3 = EZ {I1(Z)} and I4 = EZ {I2(Z)}. To proceed, we need the PDF of Z which is

given by

fZ(z) =
λze

λzσ
2

pint

Pint

e
− λzz

Pint u(z − σ2), (A.4)

where λz = λm,ri and u(.) is the unit-step function. Incorporating (A.4) into (A.1), I3 is

derived as

I3 = 1− FY (ϑ)− λyλze
λzσ

2
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. (A.5)

Utilizing [56, Eq. 3.352.2], I31 can be computed as follows.

I31 =
e
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λm,riσ
2
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, (A.6)

where
Qλs,pλm,ri

λs,riPint
. Similarly, to evaluate I4, we average over I2(Z) with respect to Z which

results in

I4 = FY (ϑ)(
λm,rie

λm,riσ
2
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)
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−λm,riσ
2
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Substituting (A.6) into (A.5) and adding with (A.7) results in (3.2), which concludes the

proof.



147

A.2 Proof of Theorem 3.4.2

First, we represent the Gauss-hypergeometric function in (3.17) and also the exponential

function in (3.30) in terms of Meijer’s G-functions using [65, Eq. 10, 11], which are given,

respectively, as

2F1

(
ϕ+ 1, ϕ;ϕ+ 1;− Pintu

λm,dPr

)
=

ϕPint u

Γ(Ls)Pr

×G1,2
2,2

(
− Pint u

λm,dPr

∣∣∣−Ls,−ϕ

−1,−(ϕ+1)

)
;

e−bu = G1,0
0,1

(
bu|−0

)
. (A.8)

Thus, integrating the second term of (3.17) yields

J1 = � ε

∫ ∞

0

(
uϕ+ 1

2G1,2
2,2

(
− Pintu

λm,dPr

∣∣∣−Ls,−ϕ

−1,−(ϕ+1)

)
× G1,0

0,1

(
bu|−0

))
du, (A.9)

where ϕ = Ls − 1, � = a
√
b

2
√
π

λm,d

PintΓ(ϕ)P
ϕ
r
, ε = ϕPint

Γ(Ls)Pr
.

By exploiting the integral of the product of a power term and two Meijer’s G-function in [65,

Eq. 21], (A.9) results in

J1 = � ε

(
λm,dPr

Pint

)ν

G3,1
2,3

(
−ν b λm,dPr

Pint

∣∣∣ 1
2
−ϕ, 1

2

0,1− 1
2
,− 1

2

)
,

(A.10)

where ν = ϕ+ 3
2
. Therefore, adding (A.10) with the integration of the first term of (3.17), a

closed-form expression for the unconditional BER at SD is given as in (3.31). Thus the proof

is completed.

A.3 Proof of Lemma 3.5.2

Let γ1 = (γq‖hsr‖2
|hs,p|2 ) = X

Y
. As we mentioned above, ‖hsr‖2 is a chi-square random variable with

2Ls degrees of freedom, and |hs,p|2 is an exponential random variable. We use the integral
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formula from [58, Eq. 6.60] to find the PDF of fγ1(γ) as follows

fγ1(γ) =

∫ ∞

y=0

yf‖hsr‖2(yγ)f|hs,p|2(y)dy (A.11)

=
λs,p(γ)

Ls−1

(γq)Ls(Ls − 1)!

∫ ∞

y=0

yLse(−yγ/γq)e−λs,pydy.

The last integral can be determined using [56, Eq. 3.326.1], resulting in (3.48).

To find the CDF, we integrate the PDF as follows

Fγ1(γ) =

∫ γ

0

f ‖hsr‖2
|hs,p|2

(x)dx

=
λs,pLs

(γq)Ls

∫ γ

0

(x)Ls−1

( x
γq

+ λs,p)Ls+1
dx. (A.12)

We use [56, Eq. 3.194.1] to solve the above integral which gives (3.49). This completes the

proof.

A.4 Proof of Theorem 3.5.3

In the following, we derive the exact form for the CDF of the equivalent SNR in the form

γeq =
γ1γ2
γ1+γ2

. By using the definition of CDF FAF
γeq1

(γ) = F
(

γ1γ2
γ1+γ2

≤ γ
)
, and invoking (3.14),

(3.46) and (3.47), FAF
γeq1

(γ) can be expressed as

FAF
γeq1

(γ) =

∫ ∞

0

Pr

[
γ1γ2

γ1 + γ2
≤ γ|γ2

]
fγ2(γ2)dγ2

=

∫ γ

0

Pr

[
γ1 ≥ γγ2

γ2 − γ
|γ2

]
fγ2(γ2)dγ2

+

∫ ∞

γ

Pr

[
γ1 ≤ γγ2

γ2 − γ
|γ2

]
fγ2(γ2)dγ2

= I1(γ) + I2(γ), (A.13)

where

I1(γ) =

∫ γ

0

fγ2(γ2)dγ2

= Fγ2(γ), (A.14)
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and

I2(γ) =

∫ ∞

γ

Fγ1

(
γγ2

γ2 − γ

)
fγ2(γ2)dγ2. (A.15)

Then, substituting (3.47) and (3.14) into (A.15), I2(γ) becomes

I2(γ) =

∫ ∞

γ

(
1− Γ(Ls,

γ
γ2−γ

γ2
γs
)

(Ls − 1)!

)
fγ2(γ2)dγ2

=

∫ ∞

γ

fγ2(γ2)dγ2 −
∫ ∞

γ

Γ
(
Ls,

γ
γ2−γ

γ2
γs

)
(Ls − 1)!

×fγ2(γ2)dγ2

= 1−
∫ γ

0

fγ2(γ2)dγ2 −
∫ ∞

γ

Γ
(
Ls,

γ
γ2−γ

γ2
γs

)
fγ2(γ2)

(Ls − 1)!
dγ2.

(A.16)

Then substituting (A.14) and (A.16) into (A.13) yields

FAF
γeq1

(γ) = 1−
∫ ∞

γ

Γ
(
Ls,

γ
γ2−γ

γ2
γs

)
(Ls − 1)!

fγ2(γ2)dγ2︸ ︷︷ ︸
I3

.

(A.17)

By using the variable change u = γ2 − γ, the integral I3 can be written as

I3 = a

∫ ∞

0

Γ

(
Ls, coγ +

coγ
2

u

)
(u+ γ)Ls−2e−

u+γ
γr

(Ls − 2)!(γr)Ls−1
du,

(A.18)

where a = 1

(Ls−2)!(Ls−1)!γLs−1
r

and co = 1/γs.

By using [56, Eq. 8.352.2] and [56, Eq. 1.111], the incomplete gamma function of the integral

in (A.18) can be expressed as

Γ(Ls − 1, coγ +
coγ

2

u
) = (Ls− 2)!e

(
−coγ− coγ

2

u

)

×
Ls−2∑
k=0

k∑
v=0

1

k!

(
k

v

)
(coγ)

k−v

× (coγ
2)v

1

(u)v
. (A.19)
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By using [56, Eq. 1.111] again for the term (u+ γ)Ls−2, I3 can be expressed as

I3 = a (Ls− 2)!e(−
γ
γs

)
Ls−2∑
n=0

Ls−1∑
k=0

k∑
v=0

1

k!

(
k

v

)(
Ls − 2

n

)

× (co)
k

∫ ∞

0

e

(
− γ2

γsu

)
(u)n−ve−

u
γr du

× (γ)Ls−2−n(γ)k+ve−
γ
γr . (A.20)

The inner integral of I3 can be solved by exploiting [56, Eq. 3.471.9], resulting in

I3 = a (Ls− 2)!e(−
γ
γs

)
Ls−2∑
n=0

Ls−1∑
k=0

k∑
v=0

1

k!

(
k

v

)(
Ls − 2

n

)

× (γ)Ls−2−n(γ)k+ve−
γ
γr 2(γr)

n−v+1
2 (

1

γs
)k+

n−v+1
2

× (γ)n−v+1 Kn−v+1

(
2

√
γ2

γsγr

)
. (A.21)

With the help of (A.17) and (A.21) and after some mathematical manipulations, we get the

exact CDF expression of the equivalent SNR FAF
γeq1

(γ) as in (3.52).

A.5 Proof of Theorem 3.5.4

Following the same approach as in the Proof of Theorem 3.5.3 and after some mathematical

manipulations, we obtain the exact CDF expression of the equivalent SNR FAF
γeq2

(γ) as given

in (3.53).



Appendix B

Proofs of Chapter 5

B.1 Proof of Lemma 5.2.1

We derive the CDF of γsj ,ri,k = U
PintV+σ2 , where U = min

{
Qj

|fsj ,p|2
, Ps

}
|hsj ,ri |2 and V =∑M

m=1 |gm,ri |2. By using the definition of CDF of γsj ,ri,k, we find

Fγsj ,ri,k
(x) =

∫ ∞

0

Pr(U < (Pint y + σ2)x)fV (y)dy. (B.1)

Since V is the sum of M exponential random variables with parameter λm,ri , it presents a

chi-square random variable with 2M degrees of freedom and its PDF is given by

fV (y) =
λM
m,ri

yM−1e−λm,riy

Γ(M)
. (B.2)

The CDF of U is given as follows,

FU(x) = 1− FT

(
Qj

Ps

)
−Nλsj ,n

N−1∑
n=1

(
N − 1

n

)
(−1)n

e
−Qj

Ps

(
λsj ,n(n+1)+

λsj,rix

Qj

)

(
λsj ,n(n+ 1) +

λsj ,rix

Qj

)
+ FT

(
Qj

Ps

)(
1− e

λsj,rix

Ps

)
, (B.3)

where FT

(
Qj

Ps

)
= F max

n=1,...,N
|fsj ,n|2

(
Qj

Ps

)
=

(
1− e

λsj,nQj

Ps

)N

. Substituting (B.2) and (B.3) into

(B.1), and after several algebraic manipulations, (B.1) is equivalently expressed as

Fγsj ,ri,k
(x) = 1− ψ

∫ ∞

0

⎡
⎣ψ̂ 1

xPint y + σ2x+
(n+1)λsj ,nQj

λsj ,ri

− FT

(
Qj

Ps

)⎤
⎦

× yM−1e−(
λsj,riPintx

Ps
+λm,ri,k

)ydy, (B.4)
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where ψ = e−
λsj,riσ

2x

Ps
λM
m,ri,k

Γ(M)
and ψ̂ =

Qj

λsj ,ri
Nλsj ,n

∑N−1
n=1

(
N−1
n

)
(−1)ne−

Qj
Ps

λsj ,n(n+1). After sim-

ple manipulations, and with the help of [56, Eqs. (3.351.3), (3.353.5)], Fγsj ,ri,k
(x) is derived

as (5.7), which concludes the proof.

B.2 Proof of Lemma 5.4.1

To analyze the system performance, we first need to obtain the CDF of γ∗
sj |C. Let U1 =

Pr||Ξ⊥hr,d||2 and V1 =
∑M

m=1 |gm,sj |2, by following the same previous approach, we need the

CDF of U1and the PDF of V1 which can be obtained from (3.3) and (B.2), respectively. We

find the conditional CDF of γ∗
sj |C as

Fγ∗
sj |C

(x) =

∫ ∞

0

ψ1γ
(
τ, (Pint y+σ2)x

αPr

)
yκe−λm,sj y

Γ(Ls −N − 1)
dy, (B.5)

where ψ1 =
λM
m,sj

Γ(M)
and τ = Ls −N . By representing the incomplete Gamma function into an-

other form utilizing the identities [56, Eqs. (8.352.1), (1.11)], and after several mathematical

manipulations, the integral in (B.5) is expressed as

Fγ∗
sj |C

(x) = 1− ψ1e
− σ2 x

αjPr

Ls−N−1∑
i=0

i∑
k=0

(
k

i

)
P k
int(σ

2)i−kxi

×
∫ ∞

0

yM−1+ke
−(λm,sj+

Pintx

αjPr
)y
dy. (B.6)

With the help of [56, (3.3351.3)], Fγ∗
sj |C

(x) is given as

Fγ∗
sj |C

(x) = 1− ψ1

Ls−N−1∑
i=0

i∑
k=0

(
k

i

)
P k
int(σ

2)i−k

× e
− σ2 x

αjPr
(M − 1 + k)!xi

(λm,sj +
Pintx
αjPr

)M+k
. (B.7)

To compute the unconditional CDF denoted as Fγ∗
sj |C

(x), we use the total probability

theorem to get (5.20), which completes the proof.
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B.3 Proof of Corollary 5.4.2

From (5.6), let X = |hsj ,ri |2, Y = max
n=1,...,N

|fsj ,n|2, Z =
∑M

m=1 Pint|gm,ri |2, and σ2 = 0, then the

CDF of γsj ,ri,k conditioned on Z is given as

Fγsj ,ri,k|Z(γ) = Pr

(
QjX

Y
< Zγ, Y ≥ Qj

Psj

)
︸ ︷︷ ︸

I1(Z)

+Pr

(
PsjX < Zγ, Y <

Qj

Psj

)
︸ ︷︷ ︸

I2(Z)

.

I1(Z) =

∫ ∞

ϑ

fY (y)FX(
Zγ

Qj

y)dy, (B.8)

where ϑ =
Qj

Psj
and fY (y) = λyN

∑N−1
n=0

(
N−1
n

)
(−1)ne−(n+1)λyy.

We approximate the CDF of X by applying the Taylor series expansion, i.e., FX(x) = 1 −
e−(λxx) is approximated as FX(x)

x→0≈ λxx. Using that, we have

FX

(
Zγ

Qj

y

)
Psj→∞
≈ λxZγ

Qj

y. (B.9)

Using the variable change of y =
(

Qj

Psj
u
)
, we obtain

I1(Z)
Psj→∞
≈ NγλxZ

λyQj

(
N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)2

)
e
−λy(n+1)Qj

Psj

(
λy(n+ 1)Qj

Psj

+ 1

)
.(B.10)

With further simplification of (B.10) as Psj → ∞, it yields

I1(Z)
Psj→∞
≈ γλxZ

λyQj

(
N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)2

)
. (B.11)

Next, due to the statistical independency between X and Y , the second integral I2(Z) is

evaluated as

I2(Z) = FY (ϑ)FX(
γ

Psj

Z). (B.12)

Also, I2(Z) is approximated as

I2(Z)
Psj→∞
≈ FY (ϑ)

(
γ

Psj

Z

)
. (B.13)

The unconditional CDF of γsj ,ri,k is derived by averaging I1(Z) and I2(Z) over the PDF of

Z as follows

Fγsj ,ri,k
(γ) = EZ

{
Fγsj ,ri,k|Z(γ)

}
= I3 + I4,
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where I3 = EZ {I1(Z)} and I4 = EZ {I2(Z)}. To proceed, we need the PDF of Z. Because Z

is the sum of M exponential random variables with parameter Pint, it presents a chi-square

random variable with PDF given by

fZ(z) =
λM
z zM−1e

− λzz
Pint

Γ(M)PM
int

. (B.14)

Next, averaging I1(Z) and I2(Z) over the PDF of Z, I3 and I4 are approximated, respectively,

as

I3
Psj→∞
≈

(
λxMNPint

λyλzQj

)
γ

(
N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)2

)
. (B.15)

I4
Psj→∞
≈ FY (ϑ)

(
λxMPint

λzPsj

)
γ. (B.16)

Adding (B.15) and (B.16) together, we get the asymptotic expression of the CDF of γsj ,ri,k

as follows

Fγsj ,ri,k
(γ)

Psj→∞
≈

(
λxMNPint

λyλzQj

)
γ

(
N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)2

)
+ FY (ϑ)

(
λxMPint

λzPsj

)
γ.

(B.17)

Computing (B.17) at γ = γth, we get

P̃off

Psj→∞
≈

((
N−1∑
n=0

(
N − 1

n

)
(−1)n

(n+ 1)2

)
λsj ,riMNPint

λsj ,pλm,ri,kQj

+

(
1− e

− Qj
λsj,pPsj

)N (
λsj ,riMPint

λm,ri,kPsj

))
γth.

(B.18)

By substituting (B.18) into (5.22), we get (5.23). This completes the proof.

B.4 Proof of Theorem 5.4.3

We divide (5.24) into two integrals as follows

Perr∗j =
a
√
b

2
√
π

⎛
⎜⎜⎜⎝A

∫ ∞

0

e−bx

√
x
dx︸ ︷︷ ︸

I1

+B

∫ ∞

0

e−bx

√
x
Fγ∗

sj |C
(x)dx︸ ︷︷ ︸

I2

⎞
⎟⎟⎟⎠ , (B.19)
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where A =
∑N

Ls=0

(
L
Ls

)
PL−Ls
off (1 − Poff)

Ls and B =
∑L

Ls=N+1

(
L
Ls

)
PL−Ls
off (1 − Poff)

Ls . I1 is

evaluated with the help of [56, (3.361.2)]. Next, to compute I2, we represent the integrands

of I2 in terms of Meijer’s G-functions using [65, Eq. 10, 11], which are given, respectively, as(
λm,sj +

Pintx

αjPr

)−ν

= ηx−νG1,1
1,1

(
Pint x

λmdαjPr

∣∣∣1
ν

)
, (B.20)

where η =
(
Pint
αjPr

)−(M+k)

Γ(M+k)
and ν = (M + k).

e
−(b+ σ2

αjPr
)x

= G1,0
0,1

((
b+

σ2

αjPr

)
x
∣∣∣−
0

)
. (B.21)

Thus, I2 yields as

I2 =
a

2
− ηΦ

∫ ∞

0

x−M−k+i− 1
2G1,1

1,1

(
Pint x

λm,sjPr

∣∣∣1
M+k

)

× G1,0
0,1

((
b+

σ2

αjPr

)
x
∣∣∣−
0

)
dx, (B.22)

where Φ = a
√
b

2
√
π

λM
m,sj

Γ(M)

∑Ls−N−1
i=0

∑i
k=0

(
k
i

)
P k
int(σ

2)i−k(M − 1 + k)!. Exploiting that the integral

of the product of a power term and two Meijer’s G-function [65, Eq. 21], I2 results in

I2 =
a

2
− ηΦ

Γ(M + k)

(
Pint

αjPr

)−(M+k) (
σ2

αjPr

+ b

)−β

× G1,2
2,1

(
Pint

bαjPr + λm,sjσ
2

∣∣∣1,1−β

M+k

)
, (B.23)

where β = i−M−k+0.5. By incorporating the results of I1 and I2 into (B.19), a closed-form

expression for the unconditional E2E BER at Sj is given in (5.25), which completes the proof.

B.5 Proof of Theorem 5.4.5

First, we obtain the conditional achievable rate for Sj by averaging over the conditional PDF

in (5.21) which yields in

Rj|C =
ζ Γ(ϕ+M)

3

∫ ∞

0

xϕ−1(
x

αjPr
+

λm,sj

Pint

)ϕ+M
log2(1 + x)dx, (B.24)

where ϕ = Ls − N . Again, expressing the integrand terms in terms of Meijer G-functions

which are respectively, given as [65, Eqs. 7, 10, 11]

log2(1 + x) = log2(e) G1,2
2,2

(
x
∣∣∣1,1
1,0

)
. (B.25)
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and

xϕ−1

(
x

αjPr

+
λm,sj

Pint

)−(ϕ+M)

= xϕ−1

(
x

αjPr

)−(ϕ+M)

Γ(ϕ+M)
G1,1

1,1

(
Pint x

λm,sjαjPr

∣∣∣1
(ϕ+M)

)
.

(B.26)

Incorporating (B.25) and (B.26) into (B.24), thus yielding

Rj|C = ψ

∫ ∞

0

x−M−1G1,1
1,1

(
Pint x

λm,sjPr

∣∣∣1
ϕ+M

)
G1,2

2,2

(
x
∣∣∣1,1
1,0

)
dx,

(B.27)

where ψ = log2(e)
3

(−1)−M−1(αjPr)M

Γ(ϕ)Γ(M)PM
int

. Again, using [65, Eq. 21], (B.27) results in

Rj|C = ψG3,2
3,3

(
Pint

λm,sjαjPr

∣∣∣1,M,1+M

Ls,M,M

)
. (B.28)

Thus, the unconditional closed-form expression is found as in (5.28), which completes the

proof.


