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# Abstract <br> Relaying Strategies for Cooperative Systems 

Xuehua Zhang, PhD.
Concordia University, 2014

In this thesis, we investigate several relaying strategies for cooperative networks with the aim of finding techniques to improve the performance of such networks. The objective here is to increase the spectral efficiency while achieving full diversity. Therefore, we focus on two-way relaying and relay assignment since they are both efficient ways in improving the spectral efficiency of cooperative networks. Specifically, we propose efficient relay strategies to cope with the asymmetric data rates in two-way relay channels and address practical issues in relay assignment.

In the first part of the thesis, we consider two decode-and-forward (DF) relaying schemes for two-way relaying channels where the two sources may have different rate requirements. One scheme combines hierarchical zero padding and network coding (HZPNC) at the relay. The novelty of this scheme lies in the way the two signals (that have different lengths) are network-coded at the relay. The other scheme is referred to as opportunistic user selection (OUS) where the user with a better end-to-end channel quality is given priority for transmission. We analyze both schemes where we derive closed form expressions for the end-to-end (E2E) bit error rate (BER). Since the two schemes offer a trade-off between performance and throughput, we analyze and compare both schemes in terms of channel access probability and average throughput. We show that HZPNC offers better throughput and fairness for both users, whereas OUS offers better performance. We also compare the performance of HZPNC with existing schemes including the original zero padding, nesting constellation modulation and superposition modulation. We demonstrate through examples the superiority of the proposed HZPNC scheme in terms of performance and/or reduced complexity.

In the second part of the thesis, we consider a hybrid relaying scheme for two-way relay channels. As per the proposed scheme, if the E2E signal-to-noise ratio (SNR) of both
users is above a specified threshold, both sources transmit over orthogonal channels and the relay node uses hierarchical modulation and network coding to relay the combined signals to both sources in the third time slot. Otherwise, the user with the better E2E SNR transmits, while the other user remains silent. The advantage of the proposed scheme is that it compromises between throughput and reliability. That is, when both users transmit, the throughput improves. Whereas when the better user transmits, multiuser diversity is achieved. Assuming asymmetric channels, we derive exact closed-form expressions for the E2E BER, access probability and throughput for this scheme and compare its performance to that of existing schemes. We also investigate the asymptotic performance of the proposed scheme at high SNRs where we derive the achievable diversity order of both users. We show through analytical and simulation results that the proposed scheme improves 1) the overall system throughput, 2) fairness between the two users, and 3) the transmission reliability. This all comes while achieving diversity two for both users, which is the maximal diversity.

In the third part of the thesis, we study relay assignment with limited feedback. In networks with many multiple source-destination pairs, it is normally difficult for destinations to acquire the channel state information (CSI) of the entire network without feedback. To this end, we design a practical limited feedback strategy in conjunction with two relay assignment schemes, i.e., fullset selection and subset selection, which are based on maximizing the minimum E2E SNR among all pairs. In this strategy, each destination acquires its SNR, quantizes it, and feeds it back to the relays. The relays then construct the E2E SNR table and select the relay assignment permutation from all possible relay assignment permutations or only a subset of these permutations. We analyze the performance of these schemes over independent Rayleigh fading channels in terms of the worst E2E SNR. We derive closed-form expressions for the E2E BER and investigate the asymptotic performance at high SNR. We show that relay assignment with quantized CSI can achieve the same first-order diversity as that of the full CSI case, but there is a second-order diversity loss. We also demonstrate that increasing the quantization levels yields performance that is close to that of having full knowledge of the CSI.
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## Chapter 1

## Introduction

### 1.1 Cooperative Communication

It is well known that diversity is a powerful technique in combating channel fading. Cooperative diversity is a kind of spatial diversity that can be obtained by exploiting the distributed antennas belonging to each node in a wireless network [1]-[3]. A typical three node cooperative diversity relaying model comprising a source node $S$, a destination node $D$, and a relay node $R$ (where $R$ helps the communication between $S$ and $D$ ) and the corresponding time division protocol are illustrated in Fig. 1.1.


Figure 1.1: Cooperative diversity relaying and the corresponding time-division protocol.

Due to the half-duplex constraint, the relay can not transmit and receive at the same time. Therefore, the relay normally uses different time slots for transmission and reception as shown in Fig. 1.1. In the frst time slot, the source transmits to the destination. Owing to the broadcast nature of wireless communications, the relay can also overhear the transmission. Then in the second time slot, the relay forwards the received signal to the destination. After the two time slots, the destination obtains two copies of the same signal sent over two independent channels. By employing appropriate detection schemes such as maximum likelihood (ML), maximum ratio combining (MRC) or selection combining, diversity can be achieved.

The relaying schemes are normally classif ed as amplify-and-forward (AF), in which the relay can simply retransmit, or forward, the noisy analog signal received from the source, and decode-and-forward (DF), in which the relay decodes each symbol transmitted by the source, and then forwards its encoded symbol to the destination. The capacity of AF relaying is given as [4]

$$
\begin{equation*}
C_{A F}=\frac{W}{2} \log _{2}\left(1+\gamma_{S D}+\frac{\gamma_{S R} \gamma_{R D}}{\gamma_{S R}+\gamma_{R D}+1}\right), \tag{1.1}
\end{equation*}
$$

where $W$ is the bandwidth and $\gamma_{S R}, \gamma_{R D}$, and $\gamma_{S D}$ are the instantaneous signal-to-noise ratio (SNR) for the links $S \rightarrow R, R \rightarrow D$ and $S \rightarrow D$, respectively. While for DF, the capacity is given as [5]

$$
\begin{equation*}
C_{D F}=\frac{W}{2} \min \left\{\log _{2}\left(1+\gamma_{S R}\right), \log _{2}\left(1+\gamma_{R D}+\gamma_{S D}\right)\right\} \tag{1.2}
\end{equation*}
$$

If only the direct path is used, the capacity of direct transmission is given as

$$
\begin{equation*}
C_{D}=W \log _{2}\left(1+\gamma_{S D}\right) . \tag{1.3}
\end{equation*}
$$

Comparing (1.1) and (1.2) with (1.3), it is observed that the capacity of cooperative communications is not always greater than that of direct transmission. This is attributed to the fact that cooperative communications needs two time slots to complete one transmission, whereas direct transmission only needs one time slot. Thus, one of the challenges in cooperative communications
is to reduce the spectral loss caused by this half-duplex constraint. Various solutions have been proposed to solve this problem. One of them is relay selection where only one of the best relays or a subset of the relays are selected to transmit. Recently, a signif cant attention has been given to network coding (NC) (see [6], [7]) since it can also reduce the required time slots for transmission by allowing the relay to help multiple transmissions at the same time.

### 1.2 Two-way Relaying

The concept of NC was frst proposed by Ahlswede, et. al. in [8] as a routing method in lossless wireline networks. The key idea of NC is that the relay linearly combines the received data from different sources instead of sending them individually, resulting in an improved bandwidth eff ciency. In wireless communications, NC comes naturally due to the broadcast nature of wireless medium where multiple destinations can receive the same signal at the same time. The authors in [9] adapt NC to relay networks.

A variety of NC schemes have been proposed and studied in the literature for different network settings [10]-[26]. Among all the works in this feld, much attention has been given to half-duplex two-way relaying [13]-[26], in which two users communicate with each other through one relay, as it is a basic building block in most wireless networks. The f rst version of two-way relay channels is introduced by Shannon in [13] an information theoretical context and recently investigated extensively in the context of wireless relaying networks. For traditional cooperative communications, users transmit to each other one at a time as shown in Fig. 1.2. Therefore, four time slots are required to complete a new transmission.

If NC is used, the relay applies NC to the signals received from the two users and broadcasts the resulted signal to both nodes. As a consequence, one time slot is saved. Various NC protocols have been proposed for this two-way relay channel. All proposed protocols can be classif ed into


Figure 1.2: Traditional cooperative communications.
two types: three time slot schemes [9] and two time slot schemes (i.e., analog network coding [14]-[16] and physical-layer network coding [17]-[20]) which are illustrated in Figs. 1.3 and 1.4, respectively. The difference between two time slot schemes and three time slot schemes comes from whether or not the two users transmit simultaneously.


Figure 1.3: Three time slot NC scheme.

Three-time-slot NC combined with threshold-based relaying to control error propagation with MRC and ML are studied in [21], [22] and [23], respectively. In [24], the authors address the problem of relay assignment for cooperative networks comprising multiple bidirectional transmitting pairs. The problem of relay selection is addressed in [25].

While for two-time-slot NC schemes, the two users transmit simultaneously in the frst time slot as shown in Fig. 1.4. A two-time-slot DF NC scheme is proposed in [17] and [26] as physicallayer network coding (PNC) where the additive nature of simultaneously arriving electromagnetic waves is exploited and the relay only decodes the received sum of the signals and maps it to a corresponding zero or one. Analog network coding (ANC), which is another two-time-slot NC


Figure 1.4: Two time slot NC scheme.
scheme, is proposed in [14]. Unlike PNC, the relays in this scheme just amplify and forward the mixed signal to the destination without decoding it.

### 1.3 Relay Selection

An active research area in cooperative communications is selection diversity, which aims at utilizing the system/network resources in a more eff cient way [27]-[36]. Specif cally, in the presence of multiple relays, only one or a subset of the relays are selected to cooperate, while maintaining full diversity.

Relay selection based on the exact end-to-end (E2E) SNR is studied in [27] and it is shown that this scheme achieves full diversity. A relay selection scheme based on the max-min criterion for both AF and DF is proposed in [28] and [29]. The diversity-multiplexing trade-off is shown to be the same as that of the space-time coding scheme proposed in [30]. According to whether relay selection is performed before or after actual data transmission, this selection scheme can be classif ed into two main relay selection methods: proactive and reactive opportunistic relaying. In proactive opportunistic relaying, relay selection is based solely on the quality of the subchannels, which takes place before the source actually transmits its signal. Specif cally, the relays are ordered according to their respective weakest subchannels, i.e., bottlenecks, and the one exhibiting the best bottleneck is chosen. In reactive opportunistic relaying, on the other hand, relay selection is performed after the source transmission over the frst hop. That is, the selected relay is the one
that has successfully decoded the source's message and whose relay-destination subchannel is the strongest. Both proactive and reactive opportunistic relaying are extensively studied in [31]-[36].

### 1.4 Problem Statement and Motivation

It is shown in the previous sections that one of the challenges in cooperative communications is how to reduce the spectral loss caused by half-duplex relaying. To remedy this, two-way relaying and relay selection/assignment have been introduced where the former attempts to improve the spectral eff ciency and the latter aims at improving the reliability. In this thesis, we focus on these two aspects and aim at developing eff cient ways of combining these two techniques, particularly for sources that have different data rate requirements.

### 1.4.1 Relaying Strategies for Two Way Relaying with Asymmetric Data Rates

In most of the work mentioned in Section 1.2 that deals with bidirectional transmission, it is normally assumed that the two transmitting nodes (or users) have the same rate. In many practical scenarios, however (such as having different quality of service ( QoS ) requirements, different available traff c and so on), the two users may not have the same transmission rate. In light of this, the immediate question that comes to mind is how the relay nodes can cope with this data rate asymmetry without sacrif cing the bandwidth eff ciency. This is one of the problems that we address in this thesis.

### 1.4.2 Relay Assignment in Multiple Source-Destination Cooperative Networks with Limited Feedback

It is shown in Section 1.3 that relay selection for one pair and multiple relays has been extensively studied. Recently, relay assignment where multiple simultaneously transmitting pairs
compete for the same pool of relays has also attracted much attention. Most of the existing works on relay assignment assume that there is a central controller in the network that knows the channel state information (CSI) of all the links. However, for a network with multiple source-destination pairs, from a practical point of view, none of the nodes can acquire the CSI of the entire network without feedback. Therefore, it is crucial to design a practical limited feedback strategy in conjunction with relay assignment, which is considered in this thesis.

### 1.5 Thesis Contributions

The main contributions of the thesis are summarized as follows.

### 1.5.1 Relaying Strategies for Two Way Relaying with Asymmetric Data Rates

- We propose a hierarchical zero padding network coding (HZPNC) scheme in [37] to cope with the data rate mismatch problem at the relay. This involves employing hierarchical modulation by the user with the higher data rate and at the relay, while padding zeros at specif c positions of the shorter bit sequence at the relay. The proposed scheme outperforms other existing schemes such as the original zero padding scheme, nesting constellation modulation and superposition modulation in terms of the bit error rate (BER) performance and/or complexity.
- We analyze the opportunistic user selection (OUS) scheme in [37] with DF relaying, assuming asymmetric data rates, and compare its performance to that of the HZPNC scheme in terms of BER performance, access probability and throughput.
- We derive the probability density function (PDF) of the SNR for each hop with asymmetric channels for the OUS scheme. We derive closed-form expressions for the E2E BER perfor-
mance for HZPNC, OUS, and the original zero padding. We also derive expressions for the access probability and throughput for the HZPNC and OUS schemes.
- We propose hybrid network coding and opportunistic user selection (HNCOUS) scheme in [38] which offers a better performance compared to that of OUS in terms of E2E BER, access probability and throughput. In addition, our proposed HNCOUS scheme has almost the same access probability and throughput as that of HZPNC at high SNR.
- We derive the PDF of the instantaneous SNR for OUS and HZPNC. These PDFs are needed to derive the E2E BER performance of the proposed HNCOUS scheme.
- We derive exact closed-form expressions for the E2E BER performance for our proposed HNCOUS scheme over asymmetric channels for asymmetric data rates. We also derive expressions for the access probability and throughput for this scheme.
- We examine the asymptotic E2E BER performance of HNCOUS at high SNR for both users and determine the achievable diversity gain. It is shown that the proposed scheme achieves full diversity, which is the number of available users.


### 1.5.2 Relay Assignment in Multiple Source-Destination Cooperative Networks with Limited Feedback

- We present a limited feedback quantization strategy and investigate two relay assignment schemes that are based on the quantized CSI in [39] and [40]. That is, the relay assignment is performed based on quantized CSI instead of full CSI, which is a practical scenario.
- For both subset and fullset selection, we derive exact E2E BER expressions in terms of the worst E2E SNR among all pairs.
- We examine the asymptotic performance at high SNR in terms of the worst E2E SNR among all pairs. The optimal threshold function is identif ed and conf rmed by simulation results.
- We adopt a generalized diversity measure to determine the achievable diversity gain. It is shown that the presented relay assignment schemes can achieve diversity $(n,-(n-1))$ with quantized CSI and $(n, 0)$ with full CSI, where $n$ is the number of relays. So even with only quantized CSI, our relay assignment schemes achieve the f rst-order full diversity. However, we show that there is a second-order diversity loss.


### 1.6 Thesis outline

The remainder of this thesis is organized as follows.
Chapter 2 provides some relevant background and literature review on the topics pertaining to our proposed research.

In Chapter 3, we focus on proposing eff cient relaying strategies at the relay nodes to cope with asymmetric data rates in two-way relay channels. In particular, we propose two DF relaying schemes. One scheme combines HZPNC at the relay. The other scheme is referred to as OUS where the user with a better E2E channel quality is given priority for transmission.

Based on the results obtained in Chapter 3, in Chapter 4, we propose an HNCOUS scheme that aims at taking advantage of both OUS and HZPNC.

Chapter 5 is concerned with practical issues in relay assignment. In particular, we design a practical limited feedback quantization strategy in conjunction with relay assignment schemes.

In Chapter 6, we summarize the thesis and present some potential future works.

## Chapter 2

## Background and Literature Review

### 2.1 Existing Techniques for Two-way DF Relaying with Asymmetric Data Rates

When one user uses a higher modulation scheme than that of the other one in two-way relaying, the data sequence lengths received at the relay will be different. Since the data bit sequence lengths received at the relay are different, we cannot apply XOR network coding directly. Some approaches have been proposed to tackle this issue. They are listed as follows.

- Original zero padding: The simplest way to cope with this unmatched data sequence length problem at the relay nodes is zero padding whereby we append zeros to the end of the shorter data sequence to make the two data sequences have the same length. This zero padding process suggests that both users need to operate at the higher modulation scheme which will deteriorate the performance of the system.
- Nesting constellation modulation: The nesting constellation modulation scheme is proposed in [41], in which NC is reinterpreted as a mapping of modulation constellation. Then both
users only need to deal with their original intended modulation scheme. But this joint modulation/NC approach requires considerable changes to the de(modulator) design and increases the detection and demodulation complexity, making it unfavorable in practical implementation.
- Superposition modulation: Besides the above mentioned bit level NC schemes, i.e., original zero padding and nesting constellation modulation, rate mismatch can also be solved by symbol level network coding scheme, i.e. superposition modulation [42], in which the relay divides its power between the two decoded symbols and broadcasts the sum of the two symbols to the destinations. Since the power at the relay is not shared by the two symbols as the case of bit level network coding schemes, it will have a worse BER performance compared to that of bit level NC.


### 2.2 Hierarchical Modulation in Cooperative Systems

Hierarchical modulation offers different degrees of protection to the transmitted bits according to their relative importance. In [43], the authors derive an exact recursive BER expression for hierarchical M -ary quadrature amplitude modulation (M-QAM). Most of the work on hierarchical modulation focuses on point to point communication. However, with the development of cooperative communication techniques, some efforts have been made to study hierarchical modulation in the context of cooperative communications.

In [44], the authors frst study hierarchical modulation combined with cooperative communications, in which a multi-tier cooperative broadcasting strategy is presented and eff cient detection schemes are designed. A simple cooperative communication system model which consists of one source, one relay and one destination is considered in [45]. The authors focus on building up an analyzing model which is used to derive the exact closed form BER expression for this cooperative
communication system with hierarchical modulation. In [46], hierarchical modulation is used to at the source to improve the throughput of cooperative systems with distributed channel coding. Hierarchical modulation is employed at the relay in a multiuser cooperative system to improve the network throughput in [47].

In Fig. 2.1 below, we illustrate the $4 / 16$ hierarchical constellation, which we use in Chapters 3 and 4. The f lled circles represent the f ctitious quadrature phase shift keying (QPSK) symbols and the blank circles represent the actual transmitted 16-QAM symbols. The transmitted bit sequence consists of two subsequences, high priority (HP) bits and low priority (LP) bits. The HP bits are assigned to the positions of the fctitious QPSK symbols, while the LP bits are assigned to the remaining positions. In the f gure, $2 d_{1}$ is the distance between two f ctitious QPSK symbol points and $2 d_{2}$ is the distance between the actual transmitted 16-QAM constellation points within one quadrant. The constellation priority parameter is denoted by $d=d_{1} / d_{2}$.


Figure 2.1: 4/16-QAM hierarchical modulation.

### 2.3 Multiuser Diversity in Cooperative Systems

Multiuser diversity exists when there are multiple users that want to communicate and they experience independent fading. Thus, similar to other classical diversity techniques, multiuser diversity is also obtained by exploiting the multiple independent faded paths. The idea is to let the user with the best instantaneous SNR transmit.

To elaborate, we plot a downlink of a multiuser wireless system in Fig. 2.2, where a base station transmits to multiple users.


Figure 2.2: Downlink of a multiuser wireless system.

Let $S$ and $D_{k}(k=1,2, \ldots, K)$ denote the base station and $k$ th user, respectively. Thus

$$
\begin{equation*}
k^{*}=\arg \max _{k}\left\{\gamma_{S D_{k}}, k=1,2, \ldots, K\right\}, \tag{2.1}
\end{equation*}
$$

where $k^{*}$ represents the index of the selected user and $\gamma_{S D_{k}}$ is the instantaneous SNR from the base station to the $k$ th user. It is clear from (2.1) that multiuser diversity is proportional to the number of
users. This is attributed to the fact that the more users available, the more chance to have a better channel quality for the best user.

Since the total uplink or downlink capacity can be maximized by selecting the user with the best E2E instantaneous SNR to transmit, multiuser diversity has been extensively studied for traditional networks [48], [49]. Although higher throughput can be achieved by picking the user with the best E2E instantaneous SNR to transmit, the performance improvement comes at the expense of failing to achieve fairness among users. That is, the users with the strongest channels on average will occupy the channel most of the time. In order to cope with the fairness issue, proportional fair scheduling is proposed and studied in [50]-[52]. The best user is selected as the one which has the best E2E instantaneous SNR compared to its own average SNR.

Recently, multiuser diversity has also been studied in conjunction with cooperative communication in order to improve the reliability of networks. Zhang et al. studied a multiuser diversity based cooperative network with one relay and multiple users in [53] which is extended to a general multiuser diversity based cooperative network with multiple users and multiple relays in [54] and [55]. It is shown that both cooperative and multiuser diversity can be achieved. By considering the correlation of effective SNRs of different source-relay pairs, Kim et al [56] investigate the effective diversity order of a downlink of $N$ users with $M$ relays. The authors show that the maximum diversity order of $M N+N$ can be only achieved under certain conditions.

Since bidirectional communication can also be viewed as a multiuser system where two users communicate with each other, the authors in [4] study the scheme that supports two sources opportunistically based on the E2E instantaneous SNR for AF relaying. In particular, only the source with the better E2E instantaneous SNR transmits at a time and the other one remains silent. Joint source and relay selection for this scheme is considered in [57]. It is shown that better reliability can be achieved.

### 2.4 Relay Assignment in Cooperative Systems

Most of the works in relay selection consider selecting the best relay, according to a certain criterion, to serve a pair of nodes in a network. Recently, relay assignment in a network setting where multiple simultaneously transmitting pairs compete for the same pool of relays has attracted a lot of attention [24], [58]-[64]. Some existing schemes are listed as follows.

- Random Selection: Relay assignment choice is randomly selected from all the assignment permutations. It is shown in [24] and [58] that the performance of this scheme is the same as the case of one pair with one relay. That is, the diversity of this scheme is one.
- Sequential Selection [24]: We frst pick one relay and one pair which have the largest value of E2E SNR, then we remove this pair and this relay. The same thing repeats until all pairs have their corresponding selected relays. As such, all pairs have an equal opportunity to be served by the best relay, the second best relay, etc., leading to equivalent performances among all of them. Furthermore, since the performance in dominated by the case when the pair is assigned last in the process, the overall diversity of this scheme is $n-m+1$, where $n$ is the number of the relays and $m$ is the number of pairs. That is, when the last pair is assigned a relay, only $n-m+1$ relays are left for assignment, hence the relays contribute only $n-m+1$ to the diversity.
- Max-min Capacity: In [62], the authors propose an assignment scheme, which is based on maximizing the minimum capacity among all pairs. The authors focus on reducing the complexity by developing a polynomial time algorithm, which has a linear complexity for each iteration.
- Max-min E2E SNR: In [24] and [60], we consider two relay assignment schemes, fullset and subset selection, which are based on maximizing the minimum E2E SNR among all
pairs. They are extended to the case of one relay helping multiple pairs in [61]. These two schemes can be viewed as an extension of the opportunistic proactive relaying scheme proposed in [28] and [29] to the case of multiple pairs. Fullset selection is also investigated in [62] and [63] with an effort to reduce the search complexity and investigate the performance analytically. Compared to fullset selection, subset selection signif cantly reduces the search complexity while achieving the same diversity order, which is the number of relays.
- Selection Cooperation: In [32], the authors extend the opportunistic reactive relaying scheme to a network setting. In this scheme, the relays are selected from the relays that have decoded the message correctly. Each destination picks the relay with the highest instantaneous relaydestination SNR independently. If one relay is selected by more than one destination, it divides its power among the pairs that it helps.
- Maximize Sum Rate: In [65], the authors examine the diversity of an assignment scheme, which is based on maximizing the sum rate among all pairs and show that the sum-rate scheme achieves full diversity if all of the E2E channels are independent.


### 2.5 Quantized CSI Strategies in Cooperative Systems

Most of the current work on cooperative communications assume that some central node has exact knowledge of the network-wide CSI. In many practical scenarios, however, only a quantized version of the CSI may be available via feedback. Therefore, it becomes essential to investigate the performance of cooperative networks under the assumption of quantized CSI.

The performance of cooperative networks with quantized CSI has been studied for several scenarios. As a general result, it is shown that the performance of cooperative communication with limited feedback is close to that of having full knowledge of the CSI with even a few number of feedback bits [66]-[71].

In [66], the authors investigate power control in a cooperative network with different forms of feedback and show that only a few bits of feedback can achieve most of the gains of full CSI. The authors in [67] study DF relaying with quantized feedback in terms of the outage exponent and show that signif cant performance gains can be achieved with even one bit of feedback. The performance of relay selection in dual-hop AF systems with full CSI and quantized CSI is studied in [68]. It is shown that the performance of relay selection with quantized CSI approaches that of perfect CSI with only a few feedback bits.

Beamforming with quantized feedback for one transmitting pair is investigated in [70] and [69]. It is shown that both maximal diversity and high array gain can be achieved with only a few feedback bits. It is generalized to interference networks with multiple transmitting pairs in [71].

### 2.6 Conclusions

In this chapter, we reviewed existing techniques for two-way DF relaying with asymmetric data rates and relay assignment. We have seen that some challenges still remain untackled, including the absence of eff cient techniques coping with two-way DF relaying with asymmetric data rates, and some issues facing the implementation of relay assignment schemes. This motivates us to propose eff cient relaying strategies in the following chapters to tackle these issues. We have also reviewed hierarchical modulation and multiuser diversity that are related to the work done in this thesis.

## Chapter 3

## Hierarchical Zero Padding Network Coding

## (HZPNC) and Opportunistic User Selection

## (OUS)

### 3.1 Introduction

In this chapter, we consider a cooperative network comprising two users and an intermediate relay node. The users are assumed to have different data rates. Without loss of generality, and for ease of presentation, we assume that one user uses 4-QAM and the other uses 16-QAM (we also consider 64-QAM later on.). The relay receives and decodes the bits received from both users in the frst two time-slots. ${ }^{1}$ In the third time-slot, the relay applies exclusive-or (XOR) to both bit streams and broadcasts the resulting bit stream to both nodes. Since the data sequence lengths received at the relay are different, we can not apply XOR network coding directly. In [41], the author try to solve the rate mismatch by reinterpreting network coding as a mapping of modulation constellation. However, this joint modulation/NC approach requires considerable changes to the

[^0]de(modulator) design and increases the detection and demodulation complexity. In contrast, one simple way, without increasing the complexity of demodulation, is to append zeros to the end of the shorter bit sequence to make the two bit sequences have the same length. This zero padding process suggests that both users need to operate at 16-QAM which will deteriorate the performance of the system.

To remedy the rate mismatch challenge without much performance degradation, we propose to use 4/16-QAM hierarchical modulation at both the source and relay. The 4/16-QAM hierarchical modulation consists of two different transmission priorities for the data stream, HP bits and LP bits. Specif cally, the bit stream corresponding to the user using $16-\mathrm{QAM}$ is divided into two substreams, high and low priority. At the relay, the HP substream is XORed with the 4-QAM stream coming from the second user, and the LP substream is unchanged. Therefore, the proposed NC scheme can be viewed as modif ed zero padding. The difference between the original zero padding and the proposed one is that the zeros are added at specif c positions in the latter case. At the destination of the user employing 4-QAM, it only needs to decode the high priority bits which corresponds to a f ctitious 4-QAM constellation instead of 16-QAM constellation. Compared to the original zero padding scheme, the complexity of the proposed scheme remains unchanged while the performance is improved. In addition, employing hierarchical modulation gives more freedom to adjust the E2E performance of the two users by adjusting the relative distances between the constellation points. We hereafter refer to the proposed scheme as HZPNC.

We point out that we are not the f rst to relate hierarchical modulation to network coding. In fact, the authors in [72] propose to use 4/16-QAM hierarchical modulation at the source to cope with the performance degradation caused by asymmetric relay channels. Comparing our work with [72], there are three main differences. Firstly, the problem we address here is how to cope with the data rate mismatch at the relay, while in [72], the authors address the problem of how to avoid performance degradation caused by asymmetric relay channels. Secondly, the scheme proposed
in [72] relies on the direct path to alleviate the problem of asymmetric relay channels, rendering that scheme inapplicable in the absence of the direct path. There is no such constraint for our scheme. Finally, since the direct path can not be utilized for MRC detection at the destination for the scheme proposed in [72], one user will only have diversity order one although the direct path is available. For our scheme, however, both users are expected to achieve diversity order two in case the direct path is available.

On another relevant aspect, two-way relay channels have been studied in the context of multiuser systems. Specif cally, in the presence of multiple users, only the user with the best E2E instantaneous SNR transmits and the rest remain silent until their channels improve. In [4] and [57], the authors study the performance of this scheme for AF relaying. It is shown that higher reliability is achieved. In this chapter, we extend this scheme to the DF relaying case, and we refer to it as OUS. The reason for considering OUS here is that it provides another solution to the data rate mismatch problem, which renders itself a competitor for the proposed HZPNC scheme. Obviously there is a sharp contrast between the two schemes. For instance, OUS is expected to achieve better performance compared to the HZPNC scheme due to the multiuser diversity. However, the performance improvement comes at the expense of using more time slots as compared to HZPNC, as well as failing to achieve fairness among users. We study the performance of both schemes over independent Rayleigh fading channels. We derive closed-form expressions for the exact E2E BER performance. We also study the access probability of OUS since it lacks fairness among users. A performance comparison between HZPNC and existing schemes such as zero padding, nesting constellation modulation [41] and superposition modulation [42] is given to demonstrate the superiority of the HZPNC scheme. We present several examples through which we validate the theoretical results.

The remainder of this chapter is organized as follows. The system model is presented in Section 3.2. In Section 3.3, the proposed HZPNC and OUS schemes are presented. We analyze the E2E

BER performance of the two proposed schemes in Section 3.4. We compare the HZPNC and OUS schemes in terms of access probability and throughput in Section 3.5. We present several numerical examples in Section 3.6, and Section 3.7 concludes this chapter.

### 3.2 System Model

We consider a bidirectional cooperative network with two users denoted by $S_{1}$ and $S_{2}$, and one relay denoted by $R$, where the users communicate with each other via the relay node over orthogonal subchannels. For simplicity, we assume that there is no direct path between the two users. Both users and the relay are equipped with a single antenna and operate in a half-duplex mode. The two users have different data rates. In particular, we assume that one user uses 4QAM and the other uses 16-QAM. (We also give results for the case when the second user uses 64-QAM.)

The network subchannels are assumed to experience independent slow and frequency nonselective Rayleigh fading. Let $h_{1 r}, h_{2 r}, h_{r 1}$ and $h_{r 2}$ denote the fading coeff cients for the following hops $S_{1} \rightarrow R, S_{2} \rightarrow R, R \rightarrow S_{1}$ and $R \rightarrow S_{2}$, respectively. Similarly, let $\gamma_{1 r}, \gamma_{2 r}, \gamma_{r 1}$ and $\gamma_{r 2}$ denote the instantaneous SNRs for the links $S_{1} \rightarrow R, S_{2} \rightarrow R, R \rightarrow S_{1}$ and $R \rightarrow S_{2}$, respectively. To make the presentation simpler, we denote the instantaneous SNRs over different links by $\gamma_{i m}$ for $i=1,2$ and $m=1,2$ where $\gamma_{11}=\gamma_{1 r}, \gamma_{12}=\gamma_{r 2}, \gamma_{21}=\gamma_{2 r}$ and $\gamma_{22}=\gamma_{r 1}$, i.e., index $i$ refers to the user and $m$ refers to which hop of that user. To this end, the pdf of $\gamma_{i m}$ is given as

$$
\begin{equation*}
f_{\gamma_{i m}}\left(\gamma_{i m}\right)=\frac{1}{\bar{\gamma}_{i m}} e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}} \tag{3.1}
\end{equation*}
$$

where $\bar{\gamma}_{i m}=\rho E\left[\left|h_{i m}\right|^{2}\right]$ is the average SNR for different links and $\rho=\frac{E_{b}}{N_{0}}$. For DF relaying, the E2E SNR of user $i$ is approximated as $\gamma_{i}=\min \left(\gamma_{i 1}, \gamma_{i 2}\right)$ [73], and its pdf is expressed as

$$
\begin{equation*}
f_{\gamma_{i}}\left(\gamma_{i}\right)=\frac{1}{\bar{\gamma}_{i}} e^{-\frac{1}{\bar{\gamma}_{i}} \gamma_{i}}, \tag{3.2}
\end{equation*}
$$

where $\bar{\gamma}_{i}=\frac{\bar{\gamma}_{i 1} \bar{\gamma}_{i 2}}{\bar{\gamma}_{i 1}+\bar{\gamma}_{i 2}}$. Thus the E2E SNR of $S_{i}$ in this part refers to $\gamma_{i}=\min \left(\gamma_{i 1}, \gamma_{i 2}\right)$.

### 3.3 Proposed Schemes

### 3.3.1 Hierarchical Zero Padding/Network Coding (HZPNC)

As mentioned above, this scheme involves using a 4/16-QAM hierarchical modulation, where one user uses 4-QAM and the other uses 16-QAM. Since the two user sequences received at the relay have different lengths, we use hierarchical zero padding with network coding. In the following subsections, we elaborate on how this scheme works.

## Hierarchical Zero Padding

Since we assume that the two users have different data rates, the length of the bit sequences received from the two users at the relay will be different. In order to clearly illustrate the network coding schemes at the relay, we assume that the detected bit sequences from $S_{1}$ and $S_{2}$ at the relay are $\widehat{b}_{1}=1101$ and $\widehat{b}_{2}=11101011$, respectively. Conventional zero padding involves appending zeros to the end of $\widehat{b}_{1}$ to make it have the same length as that of $\widehat{b}_{2}$. Thus, $\widehat{b}_{1}=11010000$. Consequently, $\hat{b}_{r}=\widehat{b}_{1} \oplus \widehat{b}_{2}=00111011$, which will then be modulated into a 16-QAM sequence and broadcasted to both users. In order to get their desired received data, both users need to decode these 16-QAM symbols.

For hierarchical zero padding, instead of adding zeros to the end of $\widehat{b}_{1}$, we append zeros to particular positions of $\widehat{b}_{1}$. Since 4/16-QAM hierarchical modulation is used at $S_{2}, \widehat{b}_{2}$ consists of HP bits ( $\hat{b}_{2}^{h}=1110$ ) and LP bits ( $\hat{b}_{2}^{l}=1011$ ). Note that the frst two bits of every symbol are HP bits. At the relay, $\widehat{b}_{1}$ is XORed with $\hat{b}_{2}^{h}$ and the resulting bits are placed on the position of HP bits
again. Then we get $\hat{b}_{r}^{h}=0011$. The LP bits $\left(\hat{b}_{2}^{l}=1011\right)$ remain unchanged and placed on the LP bit positions, that is, $\hat{b}_{r}^{l}=1011$. Then $\widehat{b}_{r}=\underline{0} \mathbf{0} 10 \underline{1} 111$ (the HP bits are underlined.) We can also understand this process in the following way. We treat the original bits of $\widehat{b}_{1}$ as HP bits, that is, $\hat{b}_{1}^{h}=1101$. We put zeros on the position of LP bits of $\widehat{b}_{1}$, that is, $\hat{b}_{1}^{l}=0000$. Then we get the new $\widehat{b}_{1}$ which is 11000100 . Then $\widehat{b}_{r}=\widehat{b}_{1} \oplus \widehat{b}_{2}=00101111 . \widehat{b}_{r}$ is then modulated by the 4/16-QAM modulation and broadcasted to the two users. We can see that we put zeros on specif c positions of $\widehat{b}_{1}$ to make it have the same length as $\widehat{b}_{2}$, hence the name hierarchical zero padding/network coding.

From the above description, the advantages of our proposed HZPNC scheme over original zero padding can be summarized as follows: 1) $S_{2}$ needs to only decode the f ctitious 4-QAM symbols instead of decoding the 16-QAM symbols; 2) the E2E BER performance of $S_{1}$ is only inf uenced by the BER of the HP bits from $S_{2}$, which has better BER than that of the LP bits; and 3) According to 1) and 2), our proposed HZPNC scheme will have better E2E BER performance than that of the original zero padding for $S_{1}$, and this comes at no additional complexity.

## Three time-slot DF Network Coding

Let $y_{1 r}$ and $y_{2 r}$ denote the signals received at the relay from $S_{1}$ and $S_{2}$, respectively (over two time-slots). These signals can be expressed as $y_{1 r}=\sqrt{2 \rho} h_{1 r} x_{1}+n_{1 r}$ and $y_{2 r}=\sqrt{4 \rho} h_{2 r} x_{2}+n_{2 r}$, where $x_{i}(i=1,2)$ denotes the transmitted signal from user $i$, and $n_{i r}$ are additive white complex Gaussian noise (AWGN) samples with zero mean and unit variance. The relay then uses ML detection to detect the two signals (arriving from the two users over two time-slots). That is,

$$
\begin{aligned}
& \hat{x}_{1}=\underset{x_{1} \in 4-Q A M}{\arg \min }\left|y_{1 r}-\sqrt{2 \rho} h_{1 r} x_{1}\right| \\
& \hat{x}_{2}=\underset{x_{2} \in 4 / 16-Q A M}{\arg \min }\left|y_{2 r}-\sqrt{4 \rho} h_{2 r} x_{2}\right| .
\end{aligned}
$$

The resulting sequences are network-coded and modulated by 4/16-QAM modulation. The modulated signal $x_{r}$ is broadcasted to both users in the third time-slot. The signals received at the two
users are expressed as $y_{r i}=\sqrt{4 \rho} h_{r i} x_{r}+n_{r i}(i=1,2)$. Then the received signals can be decoded at the destination using ML as

$$
\hat{x}_{r 1}=\underset{x_{r} \in 16-Q A M}{\arg \min }\left|y_{r 1}-\sqrt{4 \rho} h_{r 1} x_{r}\right|,
$$

and

$$
\hat{x}_{r 2}=\underset{x_{r} \in \text { fictitious } 4-Q A M}{\arg \min }\left|y_{r 2}-\sqrt{4 \rho} h_{r 2} x_{r}\right|,
$$

respectively. Note that the data of $S_{1}$ is embedded within the HP bits of $x_{r}$. As such, $S_{2}$ needs to only decode the HP bits which comprise the f ctitious 4-QAM. Since each user knows its own transmitted signal, it can decode the desired signal according to the network coding scheme used at the relay.

### 3.3.2 Opportunistic User Selection (OUS)

For this scheme, only one user with the best E2E instantaneous SNR transmits at a time. That is, if $\gamma_{i}>\gamma_{j}(i=1,2 ; j=1,2$, s.t. $i \neq j)$, only user $i$ transmits to user $j$ with the help of the relay. Let us assume user 1 is selected as an example. So in the f rst time slot, the selected user 1 transmits to the relay, the received signal at the relay is $y_{r}=\sqrt{2 \rho} h_{1 r} x_{1}+n_{1 r}$. Then the relay decodes the received signal as

$$
\hat{x}_{1}=\underset{x_{1} \in 4-Q A M}{\arg \min }\left|y_{r}-\sqrt{2 \rho} h_{1 r} x_{1}\right|
$$

The resulting sequence is modulated by 4-QAM modulation. The modulated signal $x_{r}$ is transmitted to the user 2. The signal received by the user is $y_{2}=\sqrt{2 \rho} h_{r 2} x_{r}+n_{r 2}$. Then the user can decode the received signal as

$$
\hat{x}_{r}=\underset{x_{r} \in 4-Q A M}{\arg \min }\left|y_{2}-\sqrt{2 \rho} h_{r 2} x_{r}\right| .
$$

### 3.4 Bit Error Rate Performance Analysis

In this section, we derive closed-form expressions for E2E BER for the two relaying schemes, namely, HZPNC and OUS. For both schemes, we assume that $S_{1}$ employs 4-QAM and $S_{2}$ employs 4/16-QAM. However, the proposed schemes and performance analysis of these schemes can be extended to other hierarchical modulation schemes following the results of [43].

### 3.4.1 HZPNC Scheme

According to the proposed HZPNC, the bits from $S_{1}$ are XORed with the HP bits from $S_{2}$. Consequently, $S_{2}$ decodes only the f ctitious 4-QAM constellation of the $4 / 16$ hierarchical constellation. The E2E BER at $S_{2}$ is given as [24]

$$
P_{e, 1}=\left(1-P_{e, r 2}^{h p}\right)\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}^{h p}\right)  \tag{3.3}\\
+P_{e, 2 r}^{h p}\left(1-P_{e, 1 r}\right)
\end{array}\right]+\left(1-\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}^{h p}\right) \\
+P_{e, 2 r}^{h p}\left(1-P_{e, 1 r}\right)
\end{array}\right]\right) P_{e, r 2}^{h p},
$$

where $P_{e, 2 r}^{h p}$ and $P_{e, r 2}^{h p}$ are the probabilities of making an error over the $S_{2} \rightarrow R$ and $R \rightarrow S_{2}$ links, respectively, for the HP bits from $S_{2} ; P_{e, 1 r}$ is the BER over the $S_{1} \rightarrow R$ link for the bits from $S_{1}$.

For the 4-QAM modulation, the BER over any of the links can be expressed as

$$
\begin{equation*}
P_{e, i m}=\int_{0}^{\infty} P_{e}^{4 Q A M}\left(\gamma_{i m}\right) f_{\gamma_{i m}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{3.4}
\end{equation*}
$$

where $P_{e}^{4 Q A M}\left(\gamma_{i m}\right)$ is the exact conditional BER, conditioned on the instantaneous SNR, and is given by

$$
\begin{equation*}
P_{e}^{4 Q A M}\left(\gamma_{i m}\right)=\frac{1}{2} \operatorname{erfc} \sqrt{\gamma_{i m}}, \tag{3.5}
\end{equation*}
$$

and $f_{\gamma_{i m}}\left(\gamma_{i m}\right)$ is expressed by (3.1).
Plugging (3.1) and (3.5) into (3.4) and carrying out the integration, we obtain

$$
\begin{equation*}
P_{e, i m}=I_{1}\left(1, \bar{\gamma}_{i m}\right), \tag{3.6}
\end{equation*}
$$

where [74]

$$
\begin{equation*}
I_{1}(a, b)=\int_{0}^{\infty} \frac{1}{2} \operatorname{erfc} \sqrt{a \gamma_{i m}} \frac{1}{b} e^{-\frac{1}{b} \gamma_{i m}} d \gamma_{i m}=\frac{1}{2}\left(1-\sqrt{\frac{a b}{1+a b}}\right) . \tag{3.7}
\end{equation*}
$$

Consequently, $P_{e, i m}$ for the case $i=1, m=1\left(S_{1} \rightarrow R\right.$ link $)$ is given as $P_{e, 1 r}=I_{1}\left(1, \bar{\gamma}_{1 r}\right)$.
In order to get the BER expression for $S_{2}$, we still need the BER expression for the HP bits for 4/16-QAM, which can be expressed as

$$
\begin{equation*}
P_{e, i m}^{h p}=\int_{0}^{\infty} P_{e, h p}^{4 / 16 Q A M}\left(\gamma_{i m}\right) f_{\gamma_{i m}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{3.8}
\end{equation*}
$$

where $P_{e, h p}^{4 / 16 Q A M}\left(\gamma_{i m}\right)$ is the exact conditional BER for the HP bits, conditioned on instantaneous SNR for the 4/16-QAM modulation, and is given by [43]

$$
\begin{equation*}
P_{e, h p}^{4 / 16 Q A M}\left(\gamma_{i m}\right)=\frac{1}{2}\left[\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}} \gamma_{i m}}+\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}} \gamma_{i m}}\right], \tag{3.9}
\end{equation*}
$$

where $d=d_{1} / d_{2}$ is the constellation priority parameter def ned in Chapter 2. Plugging (3.1) and (3.9) into (3.8) and carrying out the integration, we obtain

$$
\begin{equation*}
P_{e, i m}^{h p}=\frac{1}{2}\left[I_{1}\left(\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}\right)+I_{1}\left(\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}\right)\right] . \tag{3.10}
\end{equation*}
$$

Note that $P_{e, 2 r}^{h p}=P_{e, 21}^{h p}$ and $P_{e, r 2}^{h p}=P_{e, 12}^{h p}$. Plugging these expressions as well as that of $P_{e, 1 r}$ into (3.3) yields a closed-form expression for $P_{e, 1}$.

Now for the BER at $S_{1}$, recall that the bits coming from $S_{2}$ consist of HP and LP bits. The HP bits are XORed with the bits from $S_{1}$ and the LP bits are relayed without network coding. As such, the E2E BER at $S_{1}$ is obtained as

$$
\begin{equation*}
P_{e, 2}=\frac{1}{2}\left(P_{e, 2}^{h p}+P_{e, 2}^{l p}\right), \tag{3.11}
\end{equation*}
$$

where $P_{e, 2}^{h p}$ and $P_{e, 2}^{l p}$ represent the E2E BER of the HP and LP bits, respectively. Now $P_{e, 2}^{h p}$ can be expressed as [24]

$$
P_{e, 2}^{h p}=\left(1-P_{e, r 1}^{h p}\right)\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}^{h p}\right)  \tag{3.12}\\
+P_{e, 2 r}^{h p}\left(1-P_{e, 1 r}\right)
\end{array}\right]+\left(1-\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}^{h p}\right) \\
+P_{e, 2 r}^{h p}\left(1-P_{e, 1 r}\right)
\end{array}\right]\right) P_{e, r 1}^{h p},
$$

where $P_{e, 1 r}$ and $P_{e, 2 r}^{h p}$ are def ned above. When $i=2, m=2$, we have $P_{e, r 1}^{h p}=P_{e, 22}^{h p}$. Having found expressions for all the terms in (3.12), we can easily f nd a closed-form expression for $P_{e, 2}^{h p}$.

Concerning the LP bits, since they are relayed without network coding, the corresponding E2E BER is given by

$$
\begin{equation*}
P_{e, 2}^{l p}=P_{e, 2 r}^{l p}\left(1-P_{e, r 1}^{l p}\right)+\left(1-P_{e, 2 r}^{l p}\right) P_{e, r 1}^{l p}, \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{e, i m}^{l p}=\int_{0}^{\infty} P_{e, l p}^{4 / 16 Q A M}\left(\gamma_{i m}\right) f_{\gamma_{i m}}\left(\gamma_{i m}\right) d \gamma_{i m} \tag{3.14}
\end{equation*}
$$

and $P_{e, l_{p}}^{4 / 16 Q A M}\left(\gamma_{i m}\right)$ is the exact conditional BER for the LP bits, conditioned on the instantaneous SNR, for the 4/16QAM modulation and is given by [43]

$$
P_{e, l p}^{4 / 16 Q A M}\left(\gamma_{i m}\right)=\frac{1}{2}\left[\begin{array}{c}
\operatorname{erfc} \sqrt{\frac{2}{1+d^{2}} \gamma_{i m}}+\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}}} \gamma_{i m}  \tag{3.15}\\
-\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}} \gamma_{i m}}
\end{array}\right] .
$$

Plugging (3.1) and (3.15) into (3.14) and carrying out the integration, we obtain

$$
\begin{equation*}
P_{e, i m}^{l p}=I_{1}\left(\frac{2}{1+d^{2}}, \bar{\gamma}_{i m}\right)+\frac{1}{2}\left[I_{1}\left(\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}\right)-I_{1}\left(\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}\right)\right] . \tag{3.16}
\end{equation*}
$$

By setting $i=2, m=2$ in (3.16), we obtain $P_{e, r 1}^{l p}=P_{e, 22}^{l p}$. We can similarly obtain $P_{e, 1 r}^{l p}=P_{e, 11}^{l p}$. These expressions lead to a closed-form expression for $P_{e, 2}^{l p}$. Having obtained expressions for $P_{e, 2}^{h p}$ and $P_{e, 2}^{l p}, P_{e, 2}$ is obtained by plugging $P_{e, 2}^{h p}$ and $P_{e, 2}^{l p}$ into (3.11).

### 3.4.2 Original Zero Padding

We derive in this section the E2E BER performance of the original zero padding scheme, whereby the zeros are just added at the end of the shorter bit sequence. Recall that the bits from $S_{1}$ are XORed with the bits from $S_{2}$. Therefore, the E2E BER at $S_{2}$ can be expressed as

$$
P_{e, 1}=\left(1-P_{e, r 2}\right)\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}\right)  \tag{3.17}\\
+P_{e, 2 r}\left(1-P_{e, 1 r}\right)
\end{array}\right]+\left(1-\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}\right) \\
+P_{e, 2 r}\left(1-P_{e, 1 r}\right)
\end{array}\right]\right) P_{e, r 2},
$$

where $P_{e, 1 r}$ is derived above. Since we do not distinguish HP and LP bit in the original zero padding scheme, the BER over different links is the same and can be expressed as

$$
\begin{equation*}
P_{e, i m}=\frac{1}{2}\left(P_{e, i m}^{h p}+P_{e, i m}^{l p}\right), \tag{3.18}
\end{equation*}
$$

where $P_{e, i m}^{h p}$ and $P_{e, i m}^{l p}$ are given in (3.10) and (3.16), respectively. Therefore, we have $P_{e, 2 r}^{h p}=$ $P_{e, 21}^{h p}, P_{e, r 2}^{h p}=P_{e, 22}^{h p}, P_{e, 2 r}^{l p}=P_{e, 21}^{l p}$ and $P_{e, r 2}^{l p}=P_{e, 22}^{l p}$. Plugging the expressions for $P_{e, 2 r}^{h p}$ and $P_{e, 2 r}^{l p}$ into (3.18) yields an expression for $P_{e, 2 r}$. An expression for $P_{e, r 2}$ can be obtained the same way. Plugging the expressions of $P_{e, 1 r}, P_{e, 2 r}$ and $P_{e, r 2}$ into (3.17) yields an an expression for $P_{e, 1}$.

Now we derive an expression for $P_{e, 2}$. Note that half of the bits from $S_{2}$ are XORed with the bits coming from $S_{1}$, while the remaining bits are forwarded to the destination without network coding. Consequently, the E2E BER at $S_{1}$ can be expressed as

$$
\begin{equation*}
P_{e, 2}=\frac{1}{2}\left(P_{e, 2}^{N C}+P_{e, 2}^{n o N C}\right), \tag{3.19}
\end{equation*}
$$

where

$$
P_{e, 2}^{N C}=\left(1-P_{e, r 1}\right)\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}\right)  \tag{3.20}\\
+P_{e, 2 r}\left(1-P_{e, 1 r}\right)
\end{array}\right]+\left(1-\left[\begin{array}{c}
P_{e, 1 r}\left(1-P_{e, 2 r}\right) \\
+P_{e, 2 r}\left(1-P_{e, 1 r}\right)
\end{array}\right]\right) P_{e, r 1}
$$

and

$$
\begin{equation*}
P_{e, 2}^{n o N C}=P_{e, 2 r}\left(1-P_{e, r 1}\right)+\left(1-P_{e, 2 r}\right) P_{e, r 1} . \tag{3.21}
\end{equation*}
$$

From (3.18), we can obtain an expression for $P_{e, r 1}$. By plugging the expression of $P_{e, r 1}, P_{e, 2 r}$ and $P_{e, 1 r}$ into (3.20) and (3.21), we can get expressions for $P_{e, 2}^{N C}$ and $P_{e, 2}^{n o N C}$.

### 3.4.3 OUS Scheme

For this scheme, if the instantaneous E2E SNR of $S_{i}$ is greater than that of $S_{j}$, only $S_{i}$ transmits to $S_{j}$. Thus, when either the $S_{i} \rightarrow R$ or $R \rightarrow S_{j}$ link is in error, the received signal at $S_{j}$ will be in error. Therefore, the E2E BER of $S_{i}$ can be expressed as
$P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}\right)=P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}\right)\left(1-P\left(\varepsilon_{i n} \mid \gamma_{i}>\gamma_{j}\right)\right)+P\left(\varepsilon_{i n} \mid \gamma_{i}>\gamma_{j}\right)\left(1-P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}\right)\right)$,
where $i, j=1,2$, where $i \neq j$, and $m, n=1,2$, where $m \neq n$. The indices have the same def nition as that of $\gamma_{i m}$ in Section 3.2, that is, $P\left(\varepsilon_{11} \mid \gamma_{1}>\gamma_{2}\right)$ refers to $P\left(\varepsilon_{1 r} \mid \gamma_{1}>\gamma_{2}\right)$, which represents the BER over the $S_{1} \rightarrow R$ link given that $\gamma_{1}>\gamma_{2}$. Since $S_{1}$ employs 4-QAM, the BER over different links can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{1 m} \mid \gamma_{1}>\gamma_{2}\right)=\int_{0}^{\infty} P_{e}^{4 Q A M}\left(\gamma_{1 m}\right) f_{\gamma_{1 m} \mid \gamma_{1}>\gamma_{2}}\left(\gamma_{1 m}\right) d \gamma_{1 m} \tag{3.23}
\end{equation*}
$$

The pdf of $\gamma_{i m}$ conditioned on $\gamma_{i}>\gamma_{j}$ is derived as (see Appendix A. 1)

$$
\begin{equation*}
f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j}}\left(\gamma_{i m}\right)=\frac{\bar{\gamma}_{i n}\left(\bar{\gamma}_{i}+\bar{\gamma}_{j}\right)}{\bar{\gamma}_{i m} \bar{\gamma}_{i}\left(\bar{\gamma}_{i n}+\bar{\gamma}_{j}\right)}\left(e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}}-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{i m}}\right) . \tag{3.24}
\end{equation*}
$$

Plugging (3.5) and (3.24) into (3.23) and carrying out the integration, we obtain

$$
\begin{equation*}
P\left(\varepsilon_{1 m} \mid \gamma_{1}>\gamma_{2}\right)=\frac{\bar{\gamma}_{1 n}\left(\bar{\gamma}_{1}+\bar{\gamma}_{2}\right)}{\bar{\gamma}_{1 m} \bar{\gamma}_{1}\left(\bar{\gamma}_{1 n}+\bar{\gamma}_{2}\right)}\left[\bar{\gamma}_{1 m} I_{1}\left(1, \bar{\gamma}_{1 m}\right)-\frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}} I_{1}\left(1, \frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\right)\right] . \tag{3.25}
\end{equation*}
$$

Note that $P\left(\varepsilon_{1 r} \mid \gamma_{1}>\gamma_{2}\right)=P\left(\varepsilon_{22} \mid \gamma_{1}>\gamma_{2}\right)$ and $P\left(\varepsilon_{r 2} \mid \gamma_{1}>\gamma_{2}\right)=P\left(\varepsilon_{12} \mid \gamma_{1}>\gamma_{2}\right)$. Plugging these expressions into (3.22) yields a closed from expression for $P\left(\varepsilon_{1} \mid \gamma_{1}>\gamma_{2}\right)$.

Since $S_{2}$ uses hierarchical 4/16-QAM modulation and we do not distinguish between the HP and LP bits, $P\left(\varepsilon_{2 m} \mid \gamma_{2}>\gamma_{1}\right)$ is given by

$$
\begin{equation*}
P\left(\varepsilon_{2 m} \mid \gamma_{2}>\gamma_{1}\right)=\frac{1}{2}\left(P\left(\varepsilon_{2 m}^{h p} \mid \gamma_{2}>\gamma_{1}\right)+P\left(\varepsilon_{2 m}^{l p} \mid \gamma_{2}>\gamma_{1}\right)\right), \tag{3.26}
\end{equation*}
$$

where $P\left(\varepsilon_{2 m}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$ represents the BER of the HP bits given that $\gamma_{2}>\gamma_{1}$, and $P\left(\varepsilon_{2 m}^{l p} \mid \gamma_{2}>\gamma_{1}\right)$ represents the BER of the LP bits given that $\gamma_{2}>\gamma_{1}$. The BER of the HP bits can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{2 m}^{h p} \mid \gamma_{2}>\gamma_{1}\right)=\int_{0}^{\infty} P_{e, h p}^{4 / 16 Q A M}\left(\gamma_{2 m}\right) f_{\gamma_{2 m} \mid \gamma_{2}>\gamma_{1}}\left(\gamma_{2 m}\right) d \gamma_{2 m} . \tag{3.27}
\end{equation*}
$$

Plugging (3.9) and (3.24) into (3.27) and carrying out the integration, we obtain

$$
P\left(\varepsilon_{2 m}^{h p} \mid \gamma_{2}>\gamma_{1}\right)=\frac{1}{2} \frac{\bar{\gamma}_{2 n}\left(\bar{\gamma}_{1}+\bar{\gamma}_{2}\right)}{\bar{\gamma}_{2 m} \bar{\gamma}_{2}\left(\bar{\gamma}_{2 n}+\bar{\gamma}_{1}\right)}\left\{\begin{array}{c}
\bar{\gamma}_{2 m}\left[\begin{array}{c}
I_{1}\left(\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{2 m}\right) \\
+I_{1}\left(\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{2 m}\right)
\end{array}\right]  \tag{3.28}\\
-\frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\left[\begin{array}{c}
I_{1}\left(\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}}, \frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\right) \\
+I_{1}\left(\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}}, \frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\right)
\end{array}\right]
\end{array}\right\} .
$$

Note that $P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2}>\gamma_{1}\right)=P\left(\varepsilon_{22}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{r 1}^{h p} \mid \gamma_{2}>\gamma_{1}\right)=P\left(\varepsilon_{21}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$.
Similarly, the BER of the LP bits can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{2 m}^{l p} \mid \gamma_{2}>\gamma_{1}\right)=\int_{0}^{\infty} P_{e, l p}^{4 / 16 Q A M}\left(\gamma_{2 m}\right) f_{\gamma_{2 m} \mid \gamma_{2}>\gamma_{1}}\left(\gamma_{2 m}\right) d \gamma_{2 m} \tag{3.29}
\end{equation*}
$$

Then plugging (3.15) and (3.24) into (3.29) and carrying out the integration, we obtain

$$
P\left(\varepsilon_{2 m}^{l p} \mid \gamma_{2}>\gamma_{1}\right)=\frac{\bar{\gamma}_{2 n}\left(\bar{\gamma}_{2}+\bar{\gamma}_{1}\right)}{\bar{\gamma}_{2 m} \bar{\gamma}_{2}\left(\bar{\gamma}_{2 n}+\bar{\gamma}_{1}\right)}\left\{\begin{array}{c}
{\left[\begin{array}{c}
I_{1}\left(\frac{2}{1+d^{2}}, \bar{\gamma}_{2 m}\right) \\
+\frac{1}{2} I_{1}\left(\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{2 m}\right) \\
-\frac{1}{2} I_{1}\left(\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{2 m}\right)
\end{array}\right]}  \tag{3.30}\\
\bar{\gamma}_{2 m}\left[\begin{array}{c}
I_{1}\left(\frac{2}{1+d^{2}}, \bar{\gamma}_{1} \bar{\gamma}_{2}\right. \\
\bar{\gamma}_{1} \bar{\gamma}_{2}
\end{array}\right) \\
-\frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\left[\begin{array}{c}
{\left[\frac{1}{2} I_{1}\left(\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}}, \frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\right)\right.} \\
-\frac{1}{2} I_{1}\left(\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}}, \frac{\bar{\gamma}_{1} \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}\right)
\end{array}\right]
\end{array}\right\} .
$$

Note that $P\left(\varepsilon_{2 r}^{l p} \mid \gamma_{2}>\gamma_{1}\right)=P\left(\varepsilon_{21}^{l p} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{r 1}^{l p} \gamma_{2}>\gamma_{1}\right)=P\left(\varepsilon_{22}^{l p} \mid \gamma_{2}>\gamma_{1}\right)$.
Having obtained the expressions for $P\left(\varepsilon_{2 m}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{2 m}^{l p} \mid \gamma_{2}>\gamma_{1}\right), P\left(\varepsilon_{2 r} \mid \gamma_{2}>\gamma_{1}\right)$ is obtained by plugging $P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{2 r}^{l p} \mid \gamma_{2}>\gamma_{1}\right)$ into (3.26) and $P\left(\varepsilon_{r 1} \mid \gamma_{2}>\gamma_{1}\right)$ is
obtained by plugging $P\left(\varepsilon_{r 1}^{h p} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{r 1}^{l p} \mid \gamma_{2}>\gamma_{1}\right)$ into (3.26). Plugging the derived expressions $P\left(\varepsilon_{2 r} \mid \gamma_{2}>\gamma_{1}\right)$ and $P\left(\varepsilon_{r 1} \mid \gamma_{2}>\gamma_{1}\right)$ into (3.22), we obtain a closed form expression for $P\left(\varepsilon_{2} \mid \gamma_{2}>\gamma_{1}\right)$, as desired.

### 3.5 Access Probability and Throughput Analysis

In this section, we compare the HZPNC and OUS schemes in terms of access probability and throughput.

### 3.5.1 Access Probability

According to the HZPNC scheme, both users transmit via channel sharing. The two users communicate with each other over three time-slots. During the three time-slots, each user occupies two time-slots with one time-slot overlapping. Therefore, the access probability for both users is

$$
\begin{equation*}
P_{i}^{H Z P N C}=\frac{2}{3} . \tag{3.31}
\end{equation*}
$$

As for the OUS scheme, a user transmits once its instantaneous E2E SNR is greater than that of the other one, resulting in an access probability of

$$
\begin{align*}
P_{i}^{O U S} & =P_{r}\left(\gamma_{i}>\gamma_{j}\right) \\
& =\int_{0}^{\infty} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d z_{j} \int_{\gamma_{j}}^{\infty} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{1} \\
& =\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}  \tag{3.32}\\
& \triangleq \frac{k_{i}}{k_{i}+1}, \tag{3.33}
\end{align*}
$$

where $k_{i} \triangleq \bar{\gamma}_{i} / \bar{\gamma}_{j}$. From (3.33), we observe that $P_{i}^{O U S}$ only depends on the value of $k_{i}$. For symmetric channels, for example, the average E2E SNRs are the same, i.e., $k_{i}=1$, suggesting
that both users will have the same access probability, which is $P_{i}^{O U S}=0.5$. In this case, the OUS scheme has a lower access probability compared to that of the HZPNC scheme for each user by $\frac{1}{6}$.

Now def ne $\triangle P_{i}$ as

$$
\begin{equation*}
\triangle P_{i} \triangleq P_{i}^{H Z P N C}-P_{i}^{O U S}=\frac{2}{3}-\frac{k_{i}}{k_{i}+1} \tag{3.34}
\end{equation*}
$$

which represents the access probability difference between the two schemes. Solving $\frac{2}{3}-\frac{k_{i}}{k_{i}+1}>0$, we obtain $\frac{1}{2}<k_{i}<2$, which is the range of $k_{i}$ for which the HZPNC scheme has a higher access probability than that of the OUS scheme for both users. Beyond this range, one user of OUS scheme will have a higher access probability than those of HZPNC scheme, whereas the other one will have a lower access probability.

### 3.5.2 Throughput

We do the throughput analysis for the general case where it is assumed that $S_{1}$ uses $2^{2 s}$-QAM and $S_{2}$ uses $2^{2 s} / 2^{2 r}$-QAM hierarchical modulation for $s=1,2, \ldots, r-1$, and $r=2,3, \ldots, R$. Since three time-slots are used for HZPNC, the corresponding throughput can be expressed as

$$
\begin{equation*}
T^{H Z P N C}=\frac{2(s+r)}{3} \text { bits/time slot } \tag{3.35}
\end{equation*}
$$

whereas for OUS, when a user transmits, it needs two time-slots to f nish its transmission, thus the corresponding throughput is expressed as

$$
\begin{equation*}
T^{O U S}=\frac{2 s \times P_{r}\left(\gamma_{1}>\gamma_{2}\right)+2 r \times P_{r}\left(\gamma_{2}>\gamma_{1}\right)}{2} \tag{3.36}
\end{equation*}
$$

Plugging (3.32) into (3.36), we obtain

$$
\begin{equation*}
T^{O U S}=\frac{s \bar{\gamma}_{1}+r \bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}}=\frac{s k_{1}+r}{k_{1}+1} \text { bits/time slot, } \tag{3.37}
\end{equation*}
$$

where $k_{1}$ is def ned above. Now def ne $\triangle T$ as

$$
\begin{equation*}
\triangle T \triangleq T^{H Z P N C}-T^{O U S}=\frac{2(s+r)}{3}-\frac{s k_{1}+r}{k_{1}+1} \tag{3.38}
\end{equation*}
$$

which is the throughput difference between the two schemes.
For symmetric channels, i.e., $k_{1}=1$, we have $\triangle T=\frac{s+r}{6}$, suggesting that HZPNC achieves a higher throughput, as expected. However, it is not straightforward to say which scheme has a higher throughput for asymmetric channels, that is, when $k_{1} \neq 1$. For f xed values of $s$ and $r$, $\triangle T$ is only a function of $k_{1}$. We can consider two cases as examples. One is the example used throughout this chapter where $s=1$ and $r=2$. Plugging $s=1$ and $r=2$ into (3.38), we obtain $\triangle T=\frac{k_{1}}{k_{1}+1}$, suggesting that $T^{H Z P N C}$ is greater than $T^{O U S}$ by $\frac{k_{1}}{k_{1}+1}$.

Another example is when $s=1$ and $r=4$, which corresponds to $S_{1}$ using 4-QAM and $S_{2}$ using 4/256-QAM hierarchical modulation. Plugging $s=1$ and $r=4$ into (3.38), we obtain $\triangle T=\frac{7 k_{1}-2}{3\left(k_{1}+1\right)}$. By solving $\frac{7 k_{1}-2}{3\left(k_{1}+1\right)}>0$, we f nd that $\triangle T>0$ when $k_{1}>\frac{2}{7}$, meaning that $T^{H Z P N C}$ is greater than $T^{\text {OUS }}$ by $\frac{7 k_{1}-2}{3\left(k_{1}+1\right)}$ for $k_{1}>\frac{2}{7}$. On the other hand, $T^{N C}<T^{O U S}$ by $\frac{7 k_{1}-2}{3\left(k_{1}+1\right)}$ when $k_{1}<\frac{2}{7}$. Nonetheless, the probability that $T^{N C}$ is less than $T^{O U S}$ is very small, and it happens only when one user has a much higher modulation and access probability than those of the other user.

### 3.6 Simulation Results

We present in this section numerical examples that aim at validating the E2E BER expressions derived for HZPNC and OUS. We also study the impact of varying the priority parameter $d$ on the BER performance of HZPNC. In addition, we compare the two schemes in terms of E2E BER, access probability and throughput. Throughout the simulations, we assume that $S_{1}$ uses 4-QAM and $S_{2}$ uses 4/16-QAM hierarchical modulation, $d=2$ and all channel variances are set to one, unless mentioned otherwise.

In Fig. 3.1, we compare the simulated E2E BER and the theoretical one based on the expressions derived in Section 3.4 for the original zero padding and HZPNC schemes (for $S_{1}$ ). We also plot the simulation results for the case when $S_{1}$ uses 4-QAM and $S_{2}$ uses 4/64-QAM. As shown in


Figure 3.1: E2E BER performance of the original zero padding and HZPNC schemes (for $S_{1}$ ). the f gure, the simulation results agree with the theoretical results. We also observe the superiority of HZPNC over the original zero padding scheme for $S_{1}$, which is about 1 dB for $4 / 16-\mathrm{QAM}$ and 3 dB for 4/64-QAM, and this comes at no additional complexity. This improvement is attributed to the fact that $S_{2}$ needs only to decode the f ctitious 4-QAM instead of 16-QAM, and the E2E BER performance is only inf uenced by the BER of the HP bits from $S_{2}$, which have a lower BER than that of the LP bits. The results for $S_{2}$ are reported in Fig. 3.2. We also observe from the f gure the perfect match between theory and simulations. In addition, our proposed HZPNC scheme achieves the same performance as the original zero padding for $S_{2}$.

In Fig. 3.3, we examine the inf uence of the value of $d$ on the BER performance of the two users. We consider two values of $d$, namely 1.5 and 2 . We observe from the f gure that the performance of $S_{1}$ improves as $d$ decreases from 2 to 1.5 , whereas the performance of $S_{2}$ deteriorates. The improvement in the performance of $S_{1}$ is due to the fact that the BER of the HP bits is improved as


Figure 3.2: E2E BER performance of the original zero padding and HZPNC schemes (for $S_{2}$ ).
$d$ decreases, and this comes at the expense deteriorating the BER of the LP bits. The consequence of this is a deterioration of the BER performance $S_{2}$ since it depends on the LP bits. So the conclusion here is that changing the value of $d$ improves the performance of one user while it deteriorates the performance of the other.

In Fig. 3.5, we compare the E2E BER performance of HZPNC against that of the nesting constellation modulation proposed in [41]. For nesting constellation modulation, the sequence length mismatch at the relay is taken care of by using repetition coding. For example, let $\widehat{b}_{1}=1101$. Then it is encoded into $\widehat{b}_{1}=11110011$, which now has the same length as that of $\widehat{b}_{2}=11101011$. Then $\widehat{b}_{r}=\widehat{b}_{1} \oplus \widehat{b}_{2}=00101111$ is modulated as 16-QAM and broadcasted to the destinations. For $S_{2}$ to recover the signal of interest, it needs to do a constellation conversion from 16-QAM to 4-QAM according to Table I in [41]. As shown in the f gure, the performance of $S_{1}$ is slightly better than that of HZPNC and the performance of $S_{2}$ is the opposite. As a whole, both schemes


Figure 3.3: Effect of variation of $d$ on the E2E BER performance for two users.
almost have similar sum BER performance (the average performance of both users), except that the nesting constellation modulation is more complex.

In Fig. 3.6, we compare the E2E BER performance of HZPNC with that of superposition modulation [42]. For the latter scheme, after the relay decodes the 4-QAM symbol $\hat{x}_{1}$ from $S_{1}$ and the 16-QAM symbol $\hat{x}_{2}$ from $S_{2}$, it divides its power between these two symbols and transmits $\hat{x}_{r}=\sqrt{1-\gamma^{2}} \hat{x}_{1}+\sqrt{\gamma^{2}} \hat{x}_{2}$ to the destinations. Then a destination subtracts its own symbol and decodes the desired signal. In the simulations, we set $\gamma=0.8, \gamma=0.5$ and $\gamma=0.2$. It is shown in the f gure that the performance of HZPNC is better than that of superposition modulation, and the gap increases as $\gamma$ decreases. We remark that the plotted performance is the average of the performance of the two users.

We compare in Fig. 3.7 the BER performance of HZPNC and OUS for $S_{1}$. For presentation convenience, we let the set $\left\{E\left[\left|h_{1 r}\right|^{2}\right], E\left[\left|h_{2 r}\right|^{2}\right], E\left[\left|h_{r 2}\right|^{2}\right], E\left[\left|h_{r 1}\right|^{2}\right]\right\}$ denote the variances


Figure 3.4: Comparision of E2E BER performance of Nesting constellation modulation and HZPNC.
of the four subchannels. In the simulations, for both schemes, we randomly set channel 1 as $\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right)$, channel 2 as $\left(\frac{1}{2}, 1, \frac{1}{2}, \frac{1}{5}\right)$, and channel 3 as $\left(1,1,1, \frac{1}{5}\right)$. Form the fgure, we observe the following. First, there is a perfect match between simulations and theory, which validates our analysis. Second, it is shown that HZPNC achieves diversity order one, while OUS achieves diversity order two, which is expected since OUS benef ts from the multiuser diversity gain. Finally, it is shown that OUS has a better E2E BER performance than that of HZPNC for all channels. The E2E BER performance for $S_{2}$ is shown in Fig. 3.8, with similar observations. However, the performance superiority of OUS over HZPNC comes at the expense of much reduced throughput, as will be demonstrated below.

In Fig. 3.9, we show the access probability for different values of $k_{1}$ for HZPNC and OUS. The access probability of HZPNC remains unchanged during all the range, which is $\frac{2}{3}$. Whereas, for OUS, when $\bar{\gamma}_{1}<\bar{\gamma}_{2}, S_{1}$ has a lower access probability than $S_{2}$. The opposite is true when $\bar{\gamma}_{1}>\bar{\gamma}_{2}$,


Figure 3.5: Comparision of E2E BER performance of Nesting constellation modulation and HZPNC.


Figure 3.6: Comparision of the sum BER performance of Superposition modulation and HZPNC.


Figure 3.7: Bit error rate performance (simulated and theoretical) of HZPNC and OUS for $S_{1}$.


Figure 3.8: Bit error rate performance (simulated and theoretical) of HZPNC and OUS for $S_{2}$.


Figure 3.9: Access probability for HZPNC and OUS.


Figure 3.10: Throughput for HZPNC and OUS.
which is expected. It is also shown that both OUS users have a lower access probability than the HZPNC users for the range $\frac{1}{2}<k_{1}<2$. While for the range $k_{1}>2, S_{1}$ has a higher access probability and $S_{2}$ has a lower access probability than those for HZPNC. However, for $k_{1}<\frac{1}{2}$, the two OUS users exchange roles. For $k_{1}=1$, both users have the same chance to access the channel. For this case, the access probability is $\frac{1}{2}$ for both users which is $\frac{1}{6}$ less than that of the HZPNC scheme.

In Fig. 3.10, we show the throughput for different values of $k_{1}$ for both HZPNC and OUS. We consider two cases. In both cases, $S_{1}$ uses 4-QAM, whereas $S_{2}$ uses 4/16-QAM or 4/256QAM. For all scenarios, we f nd that the throughput of OUS decreases with increasing $k_{1}$. This is expected since $S_{1}$ uses a lower order modulation scheme than that of $S_{2}$. Obviously if $S_{1}$ has a better chance to transmit, the average throughput will decrease. In addition, if $S_{2}$ employs 4/16QAM, the throughput of HZPNC will always be higher than that of OUS. However, if $S_{2}$ uses a much higher modulation scheme such as 4/256-QAM and this user also has a much higher access probability, the throughput of OUS will be higher than that of HZPNC, which is illustrated in the f gure.

### 3.7 Conclusions

We have studied in this chapter two DF relaying schemes for two-way relay channels with asymmetric data rates, namely HZPNC and OUS. We analyzed both schemes where we derived closed-form expressions for the E2E BER performance. We also studied both schemes in terms of the access probability and throughput. We showed that each scheme offers certain advantages over the other. For instance, the HZPNC scheme offers better throughput, but this comes at the expense of degraded E2E BER performance as compared to that of OUS. On the other hand, the OUS scheme achieves better E2E BER performance, taking advantage of the multiuser diversity.

The pitfall of OUS, however, is the lack of fairness between the communicating users. That is, depending on the individual channel quality, one user may enjoy better access probability than the other. We also compared the performance of HZPNC with existing schemes, including the original zero padding, nesting constellation modulation and superposition modulation. We demonstrated the eff cacy of the HZPNC scheme over all schemes in terms of the BER performance and/or complexity. Since these two schemes offer different advantages, it is natural to devise a hybrid scheme that combines these two schemes. This will be considered in next chapter.

## Chapter 4

## Hybrid Network Coding and Opportunistic User Selection (HNCOUS)

### 4.1 Introduction

To remedy the rate mismatch challenge without increasing the complexity or deteriorating the performance, we have proposed a HZPNC scheme in Chapter 3, which involves employing hierarchical modulation by the user with the higher data rate, while padding zeros at specif c positions of the shorter bit sequence at the relay. We also considered another scheme which is referred to as OUS where the user with the better E2E channel quality is given priority for transmission. The OUS scheme improves E2E BER performance, taking advantage of the available multiuser diversity. The pitfall of OUS, however, is the lack of fairness between the communicating users. That is, depending on the individual channel quality, one user may enjoy better access probability than the other. This motivates us to design a new relaying strategy, which can improve fairness, while still exploiting multiuser diversity.

In this chapter, we propose an HNCOUS scheme that aims at taking advantage of both OUS and HZPNC. Specif cally, the proposed scheme captures the multiuser diversity offered by OUS and
improves the throughput through HZPNC. For simplicity, we consider a relay network comprising two users and one relay. The two users are assumed to transmit at different data rates. To achieve fairness, the proposed scheme allows not only the user with the better E2E SNR to transmit but also the other user if the channel quality of this user is above a predetermined threshold. In addition, to improve the throughput, HZPNC is employed at the relay when both users transmit. Thus, when both users transmit, the relay XORs the signals received from the two users (over two time-slots) and forwards the resulting signal in the third time-slot. Since the two received sequences have different lengths, i.e., users have different rates, a certain form of zero padding is done at the relay to make the two sequences suitable for XORing.

We examine the performance of the proposed HNCOUS scheme on asymmetric independent Rayleigh fading channels. We derive closed form expressions for the E2E BER, access probability and throughput and compare it with HZPNC and OUS scheme. We also derive the asymptotic BER expression at high SNR and show that the maximum diversity order is achieved, which is the number of users. We also present several examples through which we validate the theoretical results.

The remainder of the chapter is organized as follows. The system model is presented in Section 4.2. In Section 4.3, the proposed HNCOUS scheme is presented. We analyze the E2E BER performance of the proposed scheme in Section 4.4. The diversity order of the proposed scheme is derived in Section 4.5, and we examine its performance in terms of access probability and throughput in Section 4.6. We present several numerical examples in Section 4.7, and conclude the chapter in Section 4.8.

### 4.2 System Model

We consider a bidirectional cooperative network with two users denoted by $S_{1}$ and $S_{2}$, and one relay denoted by $R$, where the users communicate with each other via the relay node over orthogonal subchannels. For simplicity, we assume that there is no direct path between the two users. Both users and the relay are equipped with a single antenna and operate in a half-duplex mode. The two users have different data rates. In particular, we assume that one user uses 4-QAM and the other uses 16 -QAM, but the scheme and analytical approach can be extended to other modulation schemes. ${ }^{1}$

The network subchannels are assumed to experience independent slow and frequency nonselective Rayleigh fading. Let $h_{i r}, h_{r j}$ for $i, j=1,2$ denote the fading coeff cients for the following hops $S_{i} \rightarrow R, R \rightarrow S_{j}$, respectively. The subchannels are assumed to be independent and asymmetric, i.e., all the subchannels have different average SNRs, which is the most general case. Let $\gamma_{i r}, \gamma_{r j}$ denote the instantaneous SNRs for the links $S_{i} \rightarrow R, R \rightarrow S_{j}$, respectively. To make the presentation simpler, we denote the instantaneous SNRs over different links by $\gamma_{i m}$ for $i, m=1,2$ where $\gamma_{11}=\gamma_{1 r}, \gamma_{12}=\gamma_{r 2}, \gamma_{21}=\gamma_{2 r}$ and $\gamma_{22}=\gamma_{r 1}$, i.e., index $i$ refers to the user and $m$ refers to the $m$ th hop of that user. The pdf of $\gamma_{i m}$ is given as

$$
\begin{equation*}
f_{\gamma_{i m}}\left(\gamma_{i m}\right)=\frac{1}{\bar{\gamma}_{i m}} e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}} \tag{4.1}
\end{equation*}
$$

where $\bar{\gamma}_{i m}=\rho E\left[\left|h_{i m}\right|^{2}\right]$ is the average SNR for the pertaining link and $\rho=\frac{E_{b}}{N_{0}}$. For DF relaying, the exact E2E instantaneous SNR of $S_{i}$ is well approximated as $\gamma_{i}=\min \left(\gamma_{i 1}, \gamma_{i 2}\right)$, and its pdf is expressed as

$$
\begin{equation*}
f_{\gamma_{i}}\left(\gamma_{i}\right)=\frac{1}{\bar{\gamma}_{i}} e^{-\frac{1}{\bar{\gamma}_{i}} \gamma_{i}}, \tag{4.2}
\end{equation*}
$$

where $\bar{\gamma}_{i}=\frac{\bar{\gamma}_{i i} \bar{\gamma}_{i 2}}{\bar{\gamma}_{i 1}+\bar{\gamma}_{i 2}}$. Thus, the E2E instantaneous SNR of $S_{i}$ in this paper refers to $\gamma_{i}=\min \left(\gamma_{i 1}, \gamma_{i 2}\right)$.

[^1]
### 4.3 Proposed HNCOUS Scheme

As mentioned above, the proposed HNCOUS scheme aims at improving the fairness by opportunistically allowing the second user to transmit although it has a worse channel. In particular, for a given threshold $\gamma_{t h}$, if both instantaneous E2E SNRs are above $\gamma_{t h}$, both users transmit and HZPNC is used; otherwise, the user with the better E2E SNR transmits while the other user remains silent. In this section, we describe the mode of operation in each case. Note that when $\gamma_{t h}=0$, the proposed adaptive transmission scheme reduces to the case when both users always transmit, i.e., HZPNC, whereas when $\gamma_{t h}=\infty$, the proposed scheme reduces to the case when only the best user transmits, i.e., OUS.

### 4.3.1 Description of the HZPNC Scheme

When HZPNC is used, in the frst two time-slots, the two sources transmit their signals in succession. The relay node decodes the two received signals, applies HZPNC to the decoded signals (after applying some form of zero padding if needed), and broadcasts the resulting signal to all nodes.

We assume that $S_{1}$ uses 4-QAM modulation and $S_{2}$ uses 16-QAM hierarchical modulation. The received bit sequences $\widehat{b}_{i}(i=1,2)$ corresponding to one symbol at the relay will not be equal in length. Since $S_{2}$ employs 4/16-QAM hierarchical modulation, $\widehat{b}_{2}$ consists of 2 HP bits and 2 LP bits. Then the 2 bits of $\widehat{b}_{1}$ are XORed with the 2 HP bits of $\widehat{b}_{2}$ and the 2 LP bits of $S_{2}$ remain unchanged. The resulting bit sequence is then modulated by $4 / 16-\mathrm{QAM}$ hierarchical modulation with the NC bits as HP bits and the unchanged bits as LP bits. The modulated signal $x_{r}$ is then broadcasted to all nodes in the third time-slot. The signals received at the two users are expressed as $y_{r i}=\sqrt{4 \rho} h_{r i} x_{r}+n_{r i}$ for $i=1,2$. These received signals can be decoded at their respective
destination using ML as

$$
\hat{x}_{r}=\underset{x_{r} \in \mathrm{f} \text { cititious 4-QAM }}{\arg \min }\left|y_{r 2}-\sqrt{4 \rho} h_{r 2} x_{r}\right|,
$$

and

$$
\hat{x}_{r}=\underset{x_{r} \in 4 / 16-\mathrm{QAM}}{\arg \min }\left|y_{r 1}-\sqrt{4 \rho} h_{r 1} x_{r}\right|,
$$

respectively. As shown above, since the data of $S_{1}$ at the relay is only involved with the HP bits of $x_{r}, S_{2}$ only needs to decode the HP bits, which correspond to a f ctitious 4-QAM. Since each user knows its own transmitted signal, it can decode the desired signal according to the NC scheme used at the relay.

### 4.3.2 Description of the OUS Scheme

For this scheme, only the user with the better instantaneous E2E SNR transmits at a time. That is, if $\gamma_{i}>\gamma_{j}(i, j=1,2$, s.t. $i \neq j)$, only $S_{i}$ transmits to $S_{j}$ with the help of the relay. Let us assume that $S_{1}$ is selected as an example. So in the frst time-slot, $S_{1}$ transmits to the relay. The received signal at the relay is $y_{r}=\sqrt{2 \rho} h_{1 r} x_{1}+n_{1 r}$. Then the relay decodes the received signal as

$$
\hat{x}_{1}=\underset{x_{1} \in 4-\mathrm{QAM}}{\arg \min }\left|y_{r}-\sqrt{2 \rho} h_{1 r} x_{1}\right| .
$$

The resulting sequence is then remodulated by the 4 -QAM modulator. The modulated signal, denoted by $x_{r}$, is transmitted to $S_{2}$ in the second time-slot. The signal received by $S_{2}$ is $y_{2}=$ $\sqrt{2 \rho} h_{r 2} x_{r}+n_{r 2}$. Then $S_{2}$ can decode the received signal as

$$
\hat{x}_{r}=\underset{x_{r} \in 4-\text { QAM }}{\arg \min }\left|y_{2}-\sqrt{2 \rho} h_{r 2} x_{r}\right| .
$$

### 4.3.3 On the Optimal Threshold

As mentioned above, the threshold $\gamma_{t h}$ is employed to decide whether to allow both users or the user with the better E2E SNR to transmit. The criterion used to derive $\gamma_{o p t}$, which is the optimal
threshold, is to minimize the worst E2E BER of the two users. For instance, the optimal threshold for $S_{i}$, denoted by $\gamma_{o p t}$, can be obtained as

$$
\gamma_{o p t}=\arg \min _{\bar{\gamma}_{i m}, \gamma_{t h}}\left(P_{i}\right),
$$

where the E2E BER of $S_{i}$, denoted by $P_{i}$, is a function of the average SNR and $\gamma_{t h}$. Since the E2E BER expression for $S_{i}$ is not invertible, the exact optimal thresholds can only be obtained by numerically minimizing the E2E BER with an exhaustive grid search [75], and this is the approach followed in this chapter. However, in Section 4.5, we give the optimal threshold function and verify it via simulations in Section 4.7. As far as implementation is concerned, we assume that a central controller in the network has the CSI of all links. It calculates the optimal thresholds and decides which transmission mode to use.

### 4.4 End-to-End BER Performance Analysis

In this section, we derive a closed-form expression for the E2E BER for the proposed HNCOUS scheme. We assume that $S_{1}$ employs 4 -QAM and $S_{2}$ employs $4 / 16$-QAM. However, the performance analysis can be extended to other hierarchical modulation schemes following the results of [43].

Lemma 4.1 The E2E BER corresponding to user $S_{i}$ can be expressed as

$$
\begin{align*}
P_{i}= & \frac{2 e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}} P\left(\varepsilon_{i} \mid \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)}{\left.2 e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}+3 \overline{\frac{\overline{\gamma_{i}}}{i}}+1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)} \\
& +\frac{3 \frac{\overline{\gamma_{i}}}{\overline{\gamma_{i}}+\bar{\gamma}_{j}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right) P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)}{2 e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}+3 \frac{\bar{\gamma}_{i}}{\overline{\bar{\gamma}_{i}+\bar{\gamma}_{j}}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)}, \tag{4.3}
\end{align*}
$$

where $P\left(\varepsilon_{i} \mid \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)$ represents the E2E BER of $S_{i}$ conditioned on $\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}$, which is the E2E BER for $S_{i}$ when using HZPNC, and $P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)$ denotes the E2E BER of $S_{i}$ conditioned on $\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}$, which is the E2E BER for $S_{i}$ when using OUS.

## Proof. See Appendix B. 1.

In what follows, we derive closed-from expressions for these probabilities. We will start with the expression $P\left(\varepsilon_{i} \mid \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)$. According to the HZPNC scheme proposed in, the bits from $S_{1}$ are XORed with the HP bits from $S_{2}$ (assuming that $S_{1}$ uses 4-QAM and $S_{2}$ uses hierarchical 4/16-QAM). Consequently, $S_{2}$ decodes only the fctitious 4-QAM constellation of the hierarchical 4/16-QAM constellation. The E2E BER at $S_{2}$ conditioned on $\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}$ is given as

$$
\begin{align*}
P\left(\varepsilon_{1} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)= & \left(1-P\left(\varepsilon_{r 2}^{h p} \mid \gamma_{r 2}>\gamma_{t h}\right)\right)\left[P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\right)\right. \\
& \left.+P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\right)\right] \\
& +P\left(\varepsilon_{r 2}^{h p} \mid \gamma_{r 2}>\gamma_{t h}\right) \\
& \cdot\left\{1-\left[P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\right)\right.\right. \\
& \left.\left.+P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\right)\right]\right\} \tag{4.4}
\end{align*}
$$

where $P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)$ and $P\left(\varepsilon_{r 2}^{h p} \mid \gamma_{r 2}>\gamma_{t h}\right)$ are the probabilities of making an error over the $S_{2} \rightarrow R$ and $R \rightarrow S_{2}$ links, conditioned on $\gamma_{2 r}>\gamma_{t h}$ and $\gamma_{r 2}>\gamma_{t h}$, respectively, for the HP bits from $S_{2} ; P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)$ is the BER over the $S_{1} \rightarrow R$ link, conditioned on $\gamma_{1 r}>\gamma_{t h}$, for the bits from $S_{1}$. Since $\gamma_{i}=\min \left(\gamma_{i 1}, \gamma_{i 2}\right), \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}$ is equivalent to $\gamma_{i 1}>\gamma_{t h}, \gamma_{i 2}>\gamma_{t h}$, $\gamma_{j 1}>\gamma_{t h}, \gamma_{j 2}>\gamma_{t h}$. The instantaneous SNRs of different links are independent, therefore the BERs over different links are only related to the instantaneous SNR of their respective links. Thus, we only remain the effective items in the condition of (4.4).

Lemma 4.2 The BER over any of the links employing 4-QAM modulation and for the HP bits from $S_{2}$ conditioned on $\gamma_{i m}>\gamma_{t h}$ can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{i m} \mid \gamma_{i m}>\gamma_{t h}\right)=e^{\frac{1}{\overline{\bar{z}}_{i m}} \gamma_{t h}} I\left(1, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right), \tag{4.5}
\end{equation*}
$$

and
$P\left(\varepsilon_{i m}^{h p} \mid \gamma_{i m}>\gamma_{t h}\right)=\frac{1}{2} e^{\frac{1}{\bar{\gamma}_{i m}}} \gamma_{t h}\left[I\left(\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right)+I\left(\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right)\right]$,
where [76]

$$
\begin{aligned}
I\left(a, b, \gamma_{t h l}, \gamma_{t h(l+1)}\right)= & \int_{\gamma_{t h l}}^{\gamma_{t h(l+1)}} \frac{1}{2} \operatorname{erfc} \sqrt{a \gamma} \frac{1}{b} e^{-\frac{1}{b} \gamma} d \gamma \\
= & \frac{1}{2} e^{-\frac{1}{b} \gamma_{t h l}} \operatorname{erfc} \sqrt{a \gamma_{t h l}}-\frac{1}{2} \sqrt{\frac{a b}{1+a b}} \operatorname{erfc} \sqrt{\gamma_{t h l}\left(a+\frac{1}{b}\right)} \\
& -\frac{1}{2} e^{-\frac{1}{b} \gamma_{t h(l+1)}} \operatorname{erfc} \sqrt{a \gamma_{t h(l+1)}}+\frac{1}{2} \sqrt{\frac{a b}{1+a b}} \operatorname{erfc} \sqrt{\gamma_{t h(l+1)}\left(a+\frac{1}{b}\right)} .
\end{aligned}
$$

## Proof. See Appendix B. 2.

Note that $P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)=P\left(\varepsilon_{11} \mid \gamma_{11}>\gamma_{t h}\right), P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)=P\left(\varepsilon_{21}^{h p} \mid \gamma_{21}>\gamma_{t h}\right)$ and $P\left(\varepsilon_{r 2}^{h p} \mid \gamma_{r 2}>\gamma_{t h}\right)=P\left(\varepsilon_{12}^{h p} \mid \gamma_{12}>\gamma_{t h}\right)$. Plugging these expressions into (4.4) yields a closed-form expression for $P\left(\varepsilon_{1} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$.

Now for the BER at $S_{1}$, recall that the bits coming from $S_{2}$ consist of HP and LP bits. The HP bits are XORed with the bits from $S_{1}$ and the LP bits are relayed without NC. As such, the E2E BER at $S_{1}$ is obtained as

$$
\begin{equation*}
P\left(\varepsilon_{2} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)=\frac{1}{2}\left(P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)+P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)\right) \tag{4.7}
\end{equation*}
$$

where $P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ and $P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ represent the E2E BER of the HP and LP bits conditioned on $\min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}$, respectively. Now $P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ can
be expressed as

$$
\begin{align*}
P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)= & \left(1-P\left(\varepsilon_{r 1}^{h p} \mid \gamma_{r 1}>\gamma_{t h}\right)\right) \\
& \cdot\left[P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\right)\right. \\
& \left.+P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\right)\right] \\
& +P\left(\varepsilon_{r 1}^{h p} \mid \gamma_{r 1}>\gamma_{t h}\right) \\
& \cdot\left\{1-\left[P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\right)\right.\right. \\
& \left.\left.+P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)\right)\right]\right\} \tag{4.8}
\end{align*}
$$

where $P\left(\varepsilon_{1 r} \mid \gamma_{1 r}>\gamma_{t h}\right)$ and $P\left(\varepsilon_{2 r}^{h p} \mid \gamma_{2 r}>\gamma_{t h}\right)$ are def ned above. When $i=m=2$, we have $P\left(\varepsilon_{r 1}^{h p} \mid \gamma_{r 1}>\gamma_{t h}\right)=P_{22}^{h p}\left(\gamma_{22}>\gamma_{t h}\right)$. Having found expressions for all the terms in (4.8), we can easily f nd a closed-form expression for $P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$.

Concerning the LP bits, since they are relayed without NC, the corresponding E2E BER is given by

$$
\begin{align*}
P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)= & P\left(\varepsilon_{2 r}^{l p} \mid \gamma_{2 r}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{r 1}^{l p} \mid \gamma_{r 1}>\gamma_{t h}\right)\right) \\
& +P\left(\varepsilon_{r 1}^{l p} \mid \gamma_{r 1}>\gamma_{t h}\right)\left(1-P\left(\varepsilon_{2 r}^{l p} \mid \gamma_{2 r}>\gamma_{t h}\right)\right) \tag{4.9}
\end{align*}
$$

Lemma 4.3 The BER of the LP bits over any of the links conditioned on $\gamma_{i m}>\gamma_{t h}$ can be expressed as

$$
\begin{align*}
P\left(\varepsilon_{i m}^{l p} \mid \gamma_{i m}>\gamma_{t h}\right)= & e^{\frac{1}{\bar{\gamma}_{i m}} \gamma_{t h}}\left[I\left(\frac{2}{1+d^{2}}, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right)+\frac{1}{2} I\left(\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right)\right. \\
& \left.-\frac{1}{2} I\left(\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}}, \bar{\gamma}_{i m}, \gamma_{t h}, \infty\right)\right] \tag{4.10}
\end{align*}
$$

## Proof. See Appendix B. 3.

By setting $i=m=2$ in (4.10), we obtain $P_{r 1}^{l p}\left(\gamma_{r 1}>\gamma_{t h}\right)=P_{22}^{l p}\left(\gamma_{22}>\gamma_{t h}\right)$. We can similarly obtain $P\left(\varepsilon_{2 r}^{l p} \mid \gamma_{2 r}>\gamma_{t h}\right)=P\left(\varepsilon_{21}^{l p} \mid \gamma_{21}>\gamma_{t h}\right)$. These expressions lead to a closed-form expression for $P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$. Having obtained expressions for $P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ and
$P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right), P\left(\varepsilon_{2} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ is obtained by plugging $P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ and $P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{\text {th }}\right)$ into (4.7).

Now we derive a closed-form expression for $P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)$ given in (4.3). This corresponds to the OUS scheme, for which if the instantaneous E2E SNR of $S_{i}$ is greater than that of $S_{j}$, where $i \neq j$, only $S_{i}$ transmits to $S_{j}$. Thus, when either the $S_{i} \rightarrow R$ or $R \rightarrow S_{j}$ link is in error, the received signal at $S_{j}$ will be in error. Therefore, the E2E BER of $S_{i}$ given $\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}$ can be expressed as

$$
\begin{align*}
& P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right) \\
= & P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)\left(1-P\left(\varepsilon_{i n} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)\right) \\
& +P\left(\varepsilon_{i n} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)\left(1-P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)\right) \tag{4.11}
\end{align*}
$$

where $i, j, n, m=1,2$, and $i \neq j, m \neq n$.

Lemma 4.4 For M-QAM modulation, the BER over any of the links can be expressed as

$$
\begin{align*}
P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)= & \frac{1}{\sqrt{M} \log _{2} \sqrt{M}} \sum_{k=1}^{\log _{2} \sqrt{M}\left(1-2^{-k}\right) \sqrt{M}-1} \sum_{i=0} \\
& \left.(-1)^{\left\lfloor\frac{i .2}{}{ }^{k-1} \sqrt{M}\right.}\right\rfloor \times\left(2^{k-1}-\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}+\frac{1}{2}\right\rfloor\right) \\
& \cdot\left\{\frac{\bar{\gamma}_{i n}\left(\bar{\gamma}_{i}+\bar{\gamma}_{j}\right)}{\bar{\gamma}_{i m} \bar{\gamma}_{i}\left(\bar{\gamma}_{i n}+\bar{\gamma}_{j}\right)\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)}\right. \\
& \cdot\left[\bar{\gamma}_{i m} I_{1}\left(\frac{3 \log _{2}^{M}(2 i+1)^{2}}{2(M-1)}, \bar{\gamma}_{i m}, \gamma_{t h}\right)\right. \\
& \left.-\frac{\bar{\gamma}_{i} \bar{\gamma}_{j}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}} I_{1}\left(\frac{3 \log _{2}^{M}(2 i+1)^{2}}{2(M-1)}, \frac{\bar{\gamma}_{i} \bar{\gamma}_{j}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}, \gamma_{t h}\right)\right] \\
& +\left[\frac{\bar{\gamma}_{i n}\left(\bar{\gamma}_{i}+\bar{\gamma}_{j}\right)\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i n}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)}{\bar{\gamma}_{i m} \bar{\gamma}_{i}\left(\bar{\gamma}_{i n}+\bar{\gamma}_{j}\right)\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)} \bar{\gamma}_{i m}\right. \\
& \left.\left.\cdot I\left(\frac{3 \log _{2}^{M}(2 i+1)^{2}}{2(M-1)}, \bar{\gamma}_{i m}, \gamma_{t h}\right)\right]\right\}, \tag{4.12}
\end{align*}
$$

Note that for our case, $M=4$ for $S_{1}$ and 16 for $S_{2}$.

## Proof. See Appendix B. 4.

Note that $P_{e, 1 r}=P\left(\varepsilon_{11} \mid \gamma_{1}>\gamma_{2}, \gamma_{2}<\gamma_{t h}\right), P_{e, r 2}=P\left(\varepsilon_{12} \mid \gamma_{1}>\gamma_{2}, \gamma_{2}<\gamma_{t h}\right), P_{e, 2 r}=$ $P\left(\varepsilon_{21} \mid \gamma_{2}>\gamma_{1}, \gamma_{1}<\gamma_{t h}\right)$ and $P_{e, r 1}=P\left(\varepsilon_{22} \mid \gamma_{2}>\gamma_{1}, \gamma_{1}<\gamma_{t h}\right)$. Plugging these expressions into (4.11) yields a closed-form expression for $P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)$.

### 4.5 Achievable Diversity Order

While the BER performance expressions derived above are exact, they do not yield the diversity order achieved. In this section, we derive the corresponding asymptotic expressions at high SNR to show the achievable diversity order. For simplicity, we assume symmetric channels, i.e., all the channel gains are modeled as zero mean, unit variance complex Gaussian random variables, and $d=2$ since the diversity order does not be change with the channel setting and modulation scheme, as demonstrated in [77].

With the assumption made above, it is easy to obtain that $\bar{\gamma}_{i}=\bar{\gamma}_{j}=\frac{1}{2} \rho$. Since $S_{2}$ uses a higher modulation scheme than that of $S_{1}$, the E2E BER of $S_{2}$ is worse than that of $S_{1}$. Then according to (4.3), we have

$$
\begin{equation*}
P_{1} \leq P_{2}=\frac{P_{2}^{1}+P_{2}^{2}}{2 e^{-\frac{4}{\rho} \gamma_{t h}}+\frac{3}{2}\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right)} \leq \frac{P_{2}^{1}+P_{2}^{2}}{2} \tag{4.13}
\end{equation*}
$$

where $P_{2}^{1}=2 e^{-\frac{4}{\rho} \gamma_{t h}} P\left(\varepsilon_{2} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)$ and $P_{2}^{2}=\frac{3}{2}\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) P\left(\varepsilon_{2} \mid \gamma_{2}>\gamma_{1}, \gamma_{1}<\gamma_{t h}\right)$.

Now we can upper bound $P_{2}^{1}$ as

$$
\begin{align*}
P_{2}^{1} & \leq 2\left[\frac{1}{2}\left(P\left(\varepsilon_{2}^{h p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)+P\left(\varepsilon_{2}^{l p} \mid \min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right)\right)\right] \\
& \leq P\left(\varepsilon_{i m} \mid \gamma_{i m}>\gamma_{t h}\right)+2 P\left(\varepsilon_{i m}^{h p} \mid \gamma_{i m}>\gamma_{t h}\right)+2 P\left(\varepsilon_{i m}^{l p} \mid \gamma_{i m}>\gamma_{t h}\right) \\
& \leq e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty}\left(\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2}{5} \gamma_{i m}}+\operatorname{erfc} \sqrt{\frac{2}{5} \gamma_{i m}}+\frac{3}{2} \operatorname{erfc} \sqrt{\frac{2}{5} \gamma_{i m}}\right) \frac{1}{\rho} e^{-\frac{1}{\rho} \gamma_{i m}} d \gamma_{i m} \\
& \leq e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{3}{2} e^{-\frac{2}{5} \gamma_{i m}} \frac{1}{\rho} e^{-\frac{1}{\rho} \gamma_{i m}} d \gamma_{i m}  \tag{4.14}\\
& \leq \frac{15}{4 \rho} e^{-\frac{2}{5} \gamma_{t h}} \tag{4.15}
\end{align*}
$$

where (4.14) follows from $\operatorname{erfc} \sqrt{x} \leq \frac{1}{2} e^{-x}$. Similarly, $P_{2}^{2}$ can be upper bounded as

$$
\begin{aligned}
P_{2}^{2} & \leq 3\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) P\left(\varepsilon_{i m} \mid \gamma_{2}>\gamma_{1}, \gamma_{1}<\gamma_{t h}\right) \\
& \leq\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) \int_{0}^{\infty} \frac{15}{8} \operatorname{erfc} \sqrt{\frac{2}{5} \gamma_{i m}} f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m} \\
& \leq\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) \int_{0}^{\infty} \frac{15}{16} e^{-\frac{2}{5} \gamma_{i m}} f_{\left.\gamma_{i m}\right|_{\gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}}\left(\gamma_{i m}\right) d \gamma_{i m} \\
& \leq P_{2}^{21}+P_{2}^{22}
\end{aligned}
$$

where

$$
\begin{equation*}
P_{2}^{21}=\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) \int_{0}^{\gamma_{t h}} \frac{15}{16} e^{-\frac{2}{5} \gamma_{i m}} f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2}^{22}=\left(1-e^{-\frac{4}{\rho} \gamma_{t h}}\right) \int_{\gamma_{t h}}^{\infty} \frac{15}{16} e^{-\frac{2}{5} \gamma_{i m}} f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m} \tag{4.17}
\end{equation*}
$$

Plugging (B.26) into (4.16), we have

$$
\begin{align*}
P_{2}^{21} & =\int_{0}^{\gamma_{t h}} \frac{15}{16} \frac{4}{3 \rho} e^{-\frac{2}{5} \gamma_{i m}}\left(e^{-\frac{1}{\rho} \gamma_{i m}}-e^{-\frac{4}{\rho} \gamma_{i m}}\right) d \gamma_{i m} \\
& \leq \int_{0}^{\infty} \frac{5}{4 \rho} e^{-\frac{2}{5} \gamma_{i m}}\left(e^{-\frac{1}{\rho} \gamma_{i m}}-e^{-\frac{4}{\rho} \gamma_{i m}}\right) d \gamma_{i m} \\
& =\frac{15}{4 \rho^{2}\left(\frac{2}{5}+\frac{1}{\rho}\right)\left(\frac{2}{5}+\frac{4}{\rho}\right)}  \tag{4.18}\\
& \leq \frac{375}{16 \rho^{2}} \tag{4.19}
\end{align*}
$$

where (4.18) follows from Equation B. 1 in [43]. Plugging (B.25) into (4.17), we have

$$
\begin{align*}
P_{2}^{22} & =e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{15}{16} \frac{4}{3 \rho} e^{-\frac{2}{5} \gamma_{i m}}\left(1-e^{-\frac{3}{\rho} \gamma_{t h}}\right) e^{-\frac{1}{\rho} \gamma_{t h}} e^{-\frac{1}{\rho} \gamma_{i m}} d \gamma_{i m} \\
& \leq e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{5}{4 \rho} e^{-\frac{2}{5} \gamma_{i m}} e^{-\frac{1}{\rho} \gamma_{i m}} d \gamma_{i m} \\
& \leq \frac{25}{8 \rho} e^{-\frac{2}{5} \gamma_{t h}} \tag{4.20}
\end{align*}
$$

Plugging (4.15), (4.19) and (4.20) into (4.13), we have

$$
\begin{equation*}
P_{1} \leq \frac{15}{4 \rho} e^{-\frac{2}{5} \gamma_{t h}}+\frac{375}{16 \rho^{2}}+\frac{25}{8 \rho} e^{-\frac{2}{5} \gamma_{t h}}=\frac{55}{8 \rho} e^{-\frac{2}{5} \gamma_{t h}}+\frac{375}{16 \rho^{2}} . \tag{4.21}
\end{equation*}
$$

As mentioned before, the threshold $\gamma_{t h}$ is a function of $\rho$. Based on the insight from the asymptotic BER expression derived above, we plug $\gamma_{t h}=n \log (c \rho)$ for some constants $n$ and $c$ into (4.21), which yields

$$
\begin{equation*}
P_{1} \leq \frac{55}{8 \rho} e^{-\frac{2}{5} \times n \log (c \rho)}+\frac{375}{16 \rho^{2}}=\frac{55}{8 c^{\frac{2}{5} n} \rho^{\frac{2}{5} n+1}}+\frac{375}{16 \rho^{2}}=O\left(\rho^{-2}\right), \tag{4.22}
\end{equation*}
$$

for $n \geq 2.5$. Therefore, we conclude that our proposed scheme achieves full diversity which is the number of available users. It is also conf rmed through simulations in Section 4.7 that the exact optimal threshold function for the case when $S_{1}$ employs 4 -QAM and $S_{2}$ employs $4 / 16$-QAM is in fact in the form of $5 \log (c \rho)$, which leads to full diversity according to (4.22).

### 4.6 Access Probability and Throughput

In this section, we analyze the proposed HNCOUS scheme in terms of the access probability and throughput and compare it with those of the HZPNC and OUS schemes individually.

### 4.6.1 Access Probability

According to the HZPNC scheme [37], both users transmit via channel sharing. The two users communicate with each other over three time-slots. During the three time-slots, each user occupies two time-slots with one time-slot overlapping. Then the access probability is $\frac{2}{3}$ for the HZPNC case. As for the OUS scheme, a user transmits once its instantaneous E2E SNR is greater than that of the other one, resulting in an access probability of

$$
\begin{equation*}
P_{i}^{O U S}=P_{r}\left(\gamma_{i}>\gamma_{j}\right)=\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}} \tag{4.23}
\end{equation*}
$$

For symmetric channels, for example, the average E2E SNRs for both users are the same, i.e., $\bar{\gamma}_{i}=\bar{\gamma}_{j}$, suggesting that both users will have the same access probability, i.e., $P_{i}^{O U S}=0.5$. According to the proposed scheme, a user transmits once its instantaneous E2E SNR is larger than the other one and the instantaneous E2E SNR of the worse user is below a predetermined threshold $\gamma_{t h}$ or both instantaneous E2E SNRs of the two users are above $\gamma_{t h}$. So the probability that $S_{i}$ transmits can be expressed as

$$
\begin{align*}
P_{i}^{\text {proposed }} & =P_{r}\left(\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right) \times 1+P_{r}\left(\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right) \times \frac{2}{3} \\
& =\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}+\left[\frac{2}{3}-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\right] e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}} . \tag{4.24}
\end{align*}
$$

Now def ne $\triangle P_{i}$ as

$$
\begin{align*}
\triangle P_{i} & \triangleq P_{i}^{\text {proposed }}-P_{i}^{\text {OUS }} \\
& =\left[\frac{2}{3}-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\right] e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}, \tag{4.25}
\end{align*}
$$

which represents the access probability difference between the two schemes. When the channels are symmetric, the average E2E SNRs are the same, i.e., $\bar{\gamma}_{i}=\bar{\gamma}_{j}$. Therefore, our proposed scheme offers a higher access probability than that of OUS for each user by $\frac{1}{6} e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}$. As for asymmetric channels, solving $\frac{2}{3}-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}>0$, we obtain $\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{j}}<2$, which is the range for which the proposed scheme has a higher access probability compared to that of the OUS scheme for both users. Beyond this range, one user of the OUS scheme will have a higher access probability than those of our proposed scheme, whereas the other one will have a lower access probability.

### 4.6.2 Throughput

We do the throughput analysis for the general case where it is assumed that $S_{1}$ uses $2^{2 s}$-QAM and $S_{2}$ uses $2^{2 s} / 2^{2 r}$-QAM hierarchical modulation for $s=1,2, \ldots, r-1$, and $r=2,3, \ldots, R$. The throughput of our proposed scheme can be written as

$$
\begin{align*}
T^{\text {proposed }}= & T^{H Z P N C} \times P_{r}\left(\min \left(\gamma_{1}, \gamma_{2}\right)>\gamma_{t h}\right) \\
& +T^{\text {OUS }} \times\left[P_{r}\left(\gamma_{1}>\gamma_{2}, \gamma_{2}<\gamma_{t h}\right)+P_{r}\left(\gamma_{2}>\gamma_{1}, \gamma_{1}<\gamma_{t h}\right)\right] \tag{4.26}
\end{align*}
$$

where $T^{O U S}$ and $T^{H Z P N C}$ are the throughputs of OUS and HZPNC, respectively, which are given as

$$
\begin{equation*}
T^{O U S}=\frac{\bar{\gamma}_{1}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}} s+\frac{\bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}} r \text { bits/time slot }, \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
T^{H Z P N C}=\frac{2 s+2 r}{3} \text { bits/time slot }, \tag{4.28}
\end{equation*}
$$

where we assume that $S_{1}$ uses $2^{2 s}$-QAM modulation and $S_{2}$ uses $2^{2 s} / 2^{2 r}$-QAM hierarchical modulation. Plugging (4.27), (4.28), (B.4) and (B.5) into (4.26), we obtain

$$
\begin{align*}
T^{\text {proposed }}= & e^{-\left(\frac{1}{\bar{\gamma}_{1}}+\frac{1}{\bar{\gamma}_{2}}\right) \gamma_{t h}} \frac{2 s+2 r}{3} \\
& +\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{1}}+\frac{1}{\bar{\gamma}_{2}}\right) \gamma_{t h}}\right)\left(\frac{\bar{\gamma}_{1}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}} s+\frac{\bar{\gamma}_{2}}{\bar{\gamma}_{1}+\bar{\gamma}_{2}} r\right) \text { bits/time slot. } \tag{4.29}
\end{align*}
$$

We know that, in general, HZPNC has a higher throughput than that of OUS [37]. Thus the throughput of the proposed scheme has a higher throughput than that of OUS. However, in the extreme case when one user has a much higher order modulation scheme and a higher access probability than those of the other user, OUS will have a higher throughput than HZPNC. In this unlikely case, OUS will also have a higher throughput than that of our proposed scheme.

### 4.7 Simulation Results

We present in this section numerical examples that aim at validating the E2E BER expressions derived for the proposed HNCOUS scheme. In addition, we compare our proposed scheme with HZPNC and OUS in terms of the E2E BER, access probability and throughput. Throughout the simulations, we assume that $S_{1}$ uses 4-QAM and $S_{2}$ uses 4/16-QAM hierarchical modulation, and $d=2$.


Figure 4.1: E2E BER performance (simulated and theoretical) of our proposed adaptive transmission scheme over symmetric channels.

In Fig. 4.1, we compare the derived theoretical results to the simulation results over symmetric channels with different thresholds for $S_{1}$. In our simulations, we set the variances of the channel coeff cients to $\frac{1}{4}$. We consider the cases: $\gamma_{t h}=5,10$. We also plot three particular cases, namely HZPNC (i.e. $\gamma_{t h}=0$ ), OUS (i.e. $\gamma_{t h}=\infty$ ) and $\gamma_{t h}=\gamma_{o p t}$ where $\gamma_{o p t}=\left[\begin{array}{llll}4 & 6.9 & 13.2 & 18.5\end{array}\right]$ which is obtained numerically by minimizing the worst E2E BER of the two users. We also include the curve obtained by using $\frac{0.1}{\rho^{2}}$, which is used as a benchmark. We can see from the f gure that the performance improves as the threshold increases from 0 to 10 . We also see the perfect match between theory and simulations, which validates the derived BER for symmetric channels. Furthermore, we can see that the performance of our proposed HNCOUS scheme with $\gamma_{t h}=\gamma_{\text {opt }}$ is slightly better than that of OUS. Finally, by comparing the slopes of the curves, we observe that our proposed HNCOUS scheme achieves diversity gain two.


Figure 4.2: E2E BER performance (simulated and theoretical) of our proposed adaptive transmission scheme over symmetric channels.

The E2E BER performance for $S_{2}$ is shown in Fig. 4.2, with similar observations. As shown in
the f gure, the E2E BER performance for $S_{2}$ with $\gamma_{\text {opt }}$ is also slightly better than that of OUS and achieves diversity gain two.


Figure 4.3: Access probability of HZPNC, OUS and our proposed adaptive transmission scheme corresponding to Figs. 4.1 and 4.2.

In Fig. 4.3, we present the access probability for HZPNC, OUS and our proposed HNCOUS scheme with the optimal thresholds corresponding to Figs. 4.1 and 4.2. Since the channels are symmetric, the two users have the same access probability for OUS, which is 0.5 . We can see that the access probability of our proposed HNCOUS scheme falls between that of HZPNC and OUS, as expected. It is also shown, however, that the access probability for the proposed scheme is close to that of OUS at low SNRs and approaches that of HZPNC as SNR increases. This is attributed to the fact that, as SNR increases, it is more likely that both channels are in a good state, leading to using HZPNC more often.

In Fig. 4.4, we present the throughput for HZPNC, OUS and our proposed HNCOUS scheme with the optimal thresholds corresponding to Figs. 4.1 and 4.2. It is shown that our proposed


Figure 4.4: Throughput of HZPNC, OUS and our proposed adaptive transmission scheme corresponding to Figs. 4.1 and 4.2.
scheme has a higher throughput than that of OUS, as expected, but this throughput approaches that of HZPNC at high SNRs, which follows the behavior of the access probability reported in Fig. 4.3.

In Fig. 4.5, we compare the performance of our proposed scheme with OUS for asymmetric channels. In our simulations, we set the variances of the channel coeff cients for the $S_{1}-R$, $R-S_{2}, S_{2}-R$ and $R-S_{1}$ links to $\frac{1}{2}, \frac{1}{2}, \frac{1}{4}$ and 1 , respectively. We numerically obtain the optimal thresholds. The optimal thresholds are $\gamma_{\text {opt }}=\left[\begin{array}{lll}6.5 & 9 & 15.3\end{array} 21\right]$ for $\rho=\left[\begin{array}{lll}15 & 20 & 25 \\ 30\end{array}\right]$ We see the perfect match between theory and simulations, which validates the derived BER for asymmetric channels. In addition, we observe that the performance of our proposed HNCOUS scheme with $\gamma_{t h}=\gamma_{o p t}$ are slightly better than those of OUS and achieves diversity gain two for both users.

In Fig. 4.6, we plot the access probabilities of HZPNC, OUS and our proposed HNCOUS scheme with the optimal thresholds $\gamma_{o p t}$ corresponding to Fig. 4.5. The access probability of OUS


Figure 4.5: E2E BER performance (simulated and theoretical) of our proposed adpative transmission scheme over asymmetric channels.


Figure 4.6: Access probability of HZPNC, OUS and our proposed adaptive transmission scheme for asymmetric channels.


Figure 4.7: Throughput of HZPNC, OUS and our proposed adaptive transmission scheme corresponding to Fig. 4.5.


Figure 4.8: The optimal threshold values as a function of $\rho$ for Figs. 4.1 and 4.5.
for $S_{1}$ is 0.5556 and 0.4444 for $S_{2}$. It is shown that the access probability of our proposed scheme falls between that of HZPNC and OUS for both users. As the SNR increases, however, the access probability of our proposed scheme for both users increases and approaches that of HZPNC. We can also observe that the gap between the access probability of our proposed scheme for the two users is less than that of OUS and decreases as the SNR increases. This clearly shows how our proposed scheme improves fairness between the users as compared to OUS.

In Fig. 4.7, we illustrate the throughput of HZPNC, OUS and our proposed scheme with the optimal thresholds $\gamma_{\text {opt }}$ corresponding to Fig. 4.5. Similar to the observations of Fig. 4.4, our proposed scheme also achieves a higher throughput than that of OUS in this case.

In Fig. 4.8, we plot the values of $\gamma_{o p t}$ that correspond to Fig. 1 (symmetric channels) and Fig. 5 (asymmetric channels) versus $\rho$. In the same f gure, we plot the function $5 \log (0.1 \rho)$. We observe from the f gure that all curves have the same behavior, suggesting that $\gamma_{\text {opt }}=5 \log (c \rho)$, which was assumed in obtaining 4.29.

### 4.8 Concluding Remarks

We proposed an HNCOUS scheme for two-way communication with asymmetric data rates that aims at improving fairness and still exploiting multiuser diversity gain. The proposed scheme either allows only the best user to transmit or both users transmit using network coding, depending on the user channels quality. If both users have good channels, both users transmit at the same time using network coding; otherwise, the better user transmits while the other user remains silent. We analyzed the proposed adaptive transmission scheme in terms of the E2E BER, access probability and throughput. We examined the performance of the proposed schemes over asymmetric fading channels. We showed that the proposed scheme retains the diversity achieved through multiuser selection, and offers throughput that approaches the best possible throughput at high SNRs. The
implication here is that the two users enjoy better transmission fairness and throughput, while in general achieving better BER performance.

## Chapter 5

## Relay Assignment in Multiple

## Source-Destination Cooperative Networks

## with Limited feedback

### 5.1 Introduction

As mentioned in Chapter 2, much attention has been given to problems pertaining to relay assignment for cooperative networks. However, in networks with many multiple source-destination pairs, it is normally diff cult for destinations to acquire the CSI of the entire network without feedback. To this end, in this chapter, we design a practical limited feedback strategy in conjunction with two relay assignment schemes, i.e., fullset selection and subset selection, which are based on maximizing the minimum E2E SNR among all pairs. In this strategy, each destination acquires its SNR, quantizes it, and feeds it back to the relays. The relays then construct the E2E SNR table and select the relay assignment permutation from all possible relay assignment permutations or only a subset of these permutations. In addition, we study the impact of using quantized CSI
on the performance of relay assignment by deriving the E2E BER expressions and analyzing the achievable diversity order.

Some related work in the f eld of limited feedback can be found in [78]-[80]. The performance of multiuser diversity with limited feedback is studied in [78]. Limited feedback has also been studied for cooperative networks in [66]-[69]. More references can be found in [79]. In [80], the authors consider several partner selection schemes with limited feedback. However, the schemes in [80] are based on quantized average CSI and no theoretical insight about the impact of limited feedback has been provided. Therefore, to the best of our knowledge, few works have been done to study the impact of using quantized instantaneous CSI on the performance of relay assignment in multiple source-destination cooperative networks. This motivates our work.

We examine the fullset and subset relay assignment schemes with quantized CSI and analyze their performance in terms of the E2E BER. In particular, we derive the exact E2E BER expressions for fullset selection and subset selection in terms of the worst E2E SNR among all pairs over independent Rayleigh fading channels and carry out the asymptotic analysis (i.e., at high SNR) in order to show the form of the optimal thresholds used in the quantization process and the achievable diversity.

The remainder of the chapter is organized as follows. The system model is presented in Section 5.2. In Section 5.3, the proposed limited feedback quantization strategy and the corresponding relay assignment schemes are presented. We analyze the E2E BER performance for both subset and fullset selection in Section 5.4, and examine its asymptotic performance at high SNR in Section 5.5. We present several numerical examples in Section 5.6, and conclude the chapter in Section 5.7.


Figure 5.1: A cooperative network with $m$ communication pairs and $n$ relays.

### 5.2 System Model

We consider the system model shown in Fig. 5.1, in which the network consists of $m$ pairs and $n$ relays where $n \geq m .{ }^{1}$ Each of the nodes is equipped with a single antenna and operates in a half-duplex mode. In the frst time slot, the source of each pair transmits its signal, i.e., $m$ nodes transmit simultaneously in the frst time slot using frequency division multiple access (FDMA) [30]. In the second time slot, the selected relays transmit. Note that only one relay is assigned to each pair, and this assignment is done before actual transmission takes place. As such, each relay will have to decode only the signal coming from the pair it is assigned to. We assume there is no direct path between the sources and the destinations.

Let $h_{S_{i} R_{j}}$ and $h_{R_{j} D_{i}}($ for $i=1, \ldots, m, j=1, \ldots, n)$ denote the fading coeff cient between the $i$ th source $-j$ th relay and $j$ th relay $-i$ th destination, respectively. Let $y_{S_{i} R_{j}}$ denote the received signal at the relay from the $i$ th source, which is expressed as $y_{S_{i} R_{j}}=\sqrt{\rho} h_{S_{i} R_{j}} x_{S_{i}}+n_{S_{i} R_{j}}$, where

[^2]$x_{S_{i}}$ is the signal transmitted from the $i$ th source and $n_{S_{i} R_{j}}$ is an AWGN sample corresponding to the $i$ th source- $j$ th relay link, with zero mean and unit variance and $\rho=\frac{E_{b}}{N_{0}}$ is the per-bit SNR. The relay forwards the detected signal to the destination. The signal received from the selected relay at the $i$ th destination is expressed as $y_{R_{j} D_{i}}=\sqrt{\rho} h_{R_{j} D_{i}} \hat{x}_{S_{i} R_{j}}+n_{R_{j} D_{i}}$, where $\hat{x}_{S_{i} R_{j}}$ is a hard decision made based on $y_{S_{i} R_{j}} h_{S_{i} R_{j}}^{*}$.

The channels are assumed to experience independent, slow and frequency-nonselective Rayleigh fading. Let $\gamma_{S_{i} R_{j}}$ and $\gamma_{R_{j} D_{i}}$ denote the instantaneous SNRs for the links $S_{i} \rightarrow R_{j}$ and $R_{j} \rightarrow$ $D_{i}$, respectively. For DF relaying, the E2E instantaneous SNR is well approximated as $\gamma_{i j}=$ $\min \left(\gamma_{S_{i} R_{j}}, \gamma_{R_{j} D_{i}}\right)$ [73], and its pdf is expressed as

$$
\begin{equation*}
f_{\gamma}(\gamma)=\frac{1}{\bar{\gamma}} e^{-\frac{1}{\bar{\gamma}} \gamma}, \tag{5.1}
\end{equation*}
$$

where $\bar{\gamma}=\frac{\bar{\gamma}_{S R} \bar{\gamma}_{R D}}{\bar{\gamma}_{S R}+\bar{\gamma}_{R D}}$ and $\bar{\gamma}_{S R}=\rho E\left[\left|h_{S R}\right|^{2}\right]$ and $\bar{\gamma}_{R D}=\rho E\left[\left|h_{R D}\right|^{2}\right]$ are the average SNRs for the links $S_{i} \rightarrow R_{j}$ and $R_{j} \rightarrow D_{i}$, respectively. We drop the index here since the average SNRs are assumed to be the same for the source to relay links and relay to destination links, respectively. This corresponds to a network with clustered sources, clustered relays and clustered destinations. Thus the E2E instantaneous SNR in this chapter refers to $\gamma_{i j}=\min \left(\gamma_{S_{i} R_{j}}, \gamma_{R_{j} D_{i}}\right)$.

### 5.3 Relay Assignment with Limited Feedback

In this section, we elaborate on the limited feedback quantization strategy and the corresponding relay assignment schemes. In order to illustrate our relay assignment scheme in conjunction with quantized CSI, as an example, consider the case in which $m=2$ and $n=3$. Consequently, there are six possible relay assignment permutations, which are illustrated in the Table 5.1.

In the table, the f rst entry of each row indicates the relay assigned to the frst pair, the second is the relay assigned to the second pair. As we can see, there is correlation between certain rows of the table. For instance, rows one and four are correlated since in both cases, $R_{1}$ is assigned to

Table 5.1: Possible relay assignments based on the full CSI.

|  | Pair 1 | Pair 2 |
| :---: | :---: | :---: |
| Subset 1 | $R_{1}$ | $R_{2}$ |
|  | $R_{2}$ | $R_{3}$ |
|  | $R_{3}$ | $R_{1}$ |
| Subset 2 | $R_{1}$ | $R_{3}$ |
|  | $R_{2}$ | $R_{1}$ |
|  | $R_{3}$ | $R_{2}$ |

the frst pair. To eliminate the correlation, the six relay assignment permutations can be divided into two subsets as shown in the table. The objective is to divide the entire set of permutations into subsets such that no two or more permutations within a subset have the same relay assigned to the same pair. As a consequence, the rows are mutually independent in each subset. More details of the steps to construct subsets can be found in [24].

Let $\gamma_{i j}$ denote the E2E instantaneous SNR of pair $i$ when the $j_{\text {th }}$ relay helps it. Then $\gamma_{i j}^{q}$ represents the corresponding quantized E2E SNR. As such, the corresponding E2E SNR with limited feedback is shown in the Table 5.2.

Table 5.2: Quantized CSI based E2E SNR matrix for all possible relay assignments.

|  | Pair 1 | Pair 2 |
| :---: | :---: | :---: |
| Subset 1 | $\gamma_{11}^{q}$ | $\gamma_{22}^{q}$ |
|  | $\gamma_{12}^{q}$ | $\gamma_{23}^{q}$ |
|  | $\gamma_{13}^{q}$ | $\gamma_{21}^{q}$ |
|  | $\gamma_{11}^{q}$ | $\gamma_{23}^{q}$ |
| Subset 2 | $\gamma_{12}^{q}$ | $\gamma_{21}^{q}$ |
|  | $\gamma_{13}^{q}$ | $\gamma_{22}^{q}$ |

Note that for relay assignment with full CSI, the corresponding entries in the table are the exact value of the instantaneous E2E SNR, i.e., $\gamma_{i j}$. Let $\gamma_{k, \min }$ denote the worst E2E SNR of the $k$ th assignment choice. Thus, the index of the selected assignment choice for fullset selection is obtained as

$$
\begin{equation*}
k^{*}=\arg \max _{k}\left\{\gamma_{k, \min }, k=1,2, \ldots, \frac{n!}{(n-m)!}\right\} . \tag{5.2}
\end{equation*}
$$

We remark that the above selection criterion is for both full CSI and quantized CSI depending on the form of the E2E SNR table. While for subset selection, the best choice is selected within a subset with only $n$ permutations instead of all permutations. We should emphasize that the relay assignment choice may not be unique, especially for the case of quantized CSI. In such a case, the target performance measure of our relay assignment schemes, i.e., the worst E2E SNR among all pairs, cannot be improved no matter which permutation is selected. So when there are more than two available choices, we just select the one with the smallest index $k$.

In the following, we outline the steps for the limited feedback quantization strategy and the corresponding relay assignment schemes.

1) At the end of the training period, each destination will have acquired the CSI for all sourcerelay links, as well as the links between all the relays and its own receiving channels. ${ }^{2}$ Possible ways for the destination to obtain the CSI are illustrated in [63] and [71]. ${ }^{3}$
2) The instantaneous SNR range $[0, \infty]$ is divided by $N-1$ thresholds, $\gamma_{t h l}(l=1,2, \ldots, N-1)$, into $N$ quantization levels. Then the destination uses $\log _{2} N$ bits to feedback the quantization level. Therefore, each destination sends $n \log _{2} N$ feedback bits for each channel coherence time. The feedback channels between each destination to the relays are assumed to be error free.
3) Upon receiving the feedbacks from all the destinations, the relays construct the E2E SNR table for fullset selection or subset selection. Then the relays calculate $\gamma_{k, \min }$ and determine the relay assignment choice according to the assignment criterion in (5.2). Since the feedback channels are assumed to be error free, the relays will have the same E2E SNR table and make the same relay

[^3]assignment decision independently. So there is no need for the relays to communicate with each other. ${ }^{4}$

### 5.4 The End-to-End Bit Error Rate

### 5.4.1 Preliminaries

As shown in the previous section, the worst E2E SNR, $\gamma_{k^{*}, \text { min }}$, of the selected assignment choice is critical in the process of relay assignment. Therefore, in this section, we derive the exact E2E BER performance with $N$ quantization levels in terms of $\gamma_{k^{*}, \text { min }}$ for both subset selection and fullset selection. We consider a general modulation scheme for which the conditional error probability takes the form of $d \cdot \operatorname{erfc} \sqrt{a \gamma}$ [81], where $\gamma$ is the instantaneous $\operatorname{SNR}$, and ( $d, a$ ) are constants depending on the modulation scheme (e.g. for binary phase shift keying (BPSK) $d=1$ and $a=2$ ). Therefore, tailoring the BER expressions for M-ary phase shift keying (M-PSK) and M-QAM modulations is straightforward. For example, in Appendix C. 1, we adapt the obtained expression to M-QAM.

Let $\gamma_{t h l}(l=1,2, \ldots, N-1)$ denote the thresholds separating different quantization levels and the value of $\gamma_{t h l}$ increases with $l$. Thus $\gamma_{k^{*}, \min }$ can be either less than $\gamma_{t h 1}$, greater than $\gamma_{t h N-1}$ or belong to the interval $\left[\gamma_{t h l}, \gamma_{t h(l+1)}\right]$. To simplify the presentation of the derivation in this part, we assume that $\gamma_{t h 0}=0$ and $\gamma_{t h N}=\infty$. According to the value of $\gamma_{k^{*}, \min }$ of the selected assignment permutation, we divide the calculation of $P_{e}$ to $N$ separate parts as

$$
\begin{equation*}
P_{e}=\sum_{l=0}^{N-1} P_{e l} \tag{5.3}
\end{equation*}
$$

[^4]where $P_{e l}$ represents the BER that $\gamma_{k^{*}, \min }$ belongs to the interval $\left[\gamma_{t h l}, \gamma_{t h(l+1)}\right]$, which is given by
\[

$$
\begin{equation*}
P_{e l}=P_{r}\left(\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right) P\left(\varepsilon \mid \gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right), \tag{5.4}
\end{equation*}
$$

\]

where $P_{r}\left(\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)$ represents the probability that $\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}$ and $P\left(\varepsilon \mid \gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)$ is the BER conditioned on $\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}$.

### 5.4.2 Subset Selection

Lemma 5.1 For a network with $m$ source-destination pairs and $n$ relays, using $N-1$ quantization thresholds and subset selection results in

$$
\begin{align*}
P_{e}= & \left(1-e^{-\frac{\gamma_{t h 1}}{\bar{\gamma}_{\min }}}\right)^{n} d \cdot I\left(a, \bar{\gamma}_{\min }, 0, \gamma_{t h 1}\right) \\
& +\sum_{l=1}^{N-1} \sum_{j=1}^{n} \frac{n!}{j!(n-j)!}\left(e^{-\frac{\gamma_{t h l}}{\bar{\gamma}_{\min }}}-e^{-\frac{\gamma_{t h(l+1)}}{\bar{\gamma}_{\min }}}\right)^{j}\left(1-e^{-\frac{\gamma_{t h l}}{\bar{\gamma}_{\min }}}\right)^{n-j} \\
& \cdot d \cdot I\left(a, \bar{\gamma}_{\min }, \gamma_{t h l}, \gamma_{t h(l+1)}\right), \tag{5.5}
\end{align*}
$$

where

$$
\begin{aligned}
I\left(a, b, \gamma_{t h l}, \gamma_{t h(l+1)}\right)= & \int_{\gamma_{t h l}}^{\gamma_{t h(l+1)}} \operatorname{erfc} \sqrt{a \gamma} \frac{1}{b} e^{-\frac{1}{b} \gamma} d \gamma \\
= & e^{-\frac{1}{b} \gamma_{t h l}} \operatorname{erfc} \sqrt{a \gamma_{t h l}}-\sqrt{\frac{a b}{1+a b}} \operatorname{erfc} \sqrt{\gamma_{t h l}\left(a+\frac{1}{b}\right)} \\
& -e^{-\frac{1}{b} \gamma_{t h(l+1)}} \operatorname{erfc} \sqrt{a \gamma_{t h(l+1)}}+\sqrt{\frac{a b}{1+a b}} \operatorname{erfc} \sqrt{\gamma_{t h(l+1)}\left(a+\frac{1}{b}\right)} .
\end{aligned}
$$

and $\bar{\gamma}_{\text {min }}=\frac{1}{m} \frac{\bar{\gamma}_{S R} \bar{\gamma}_{R D}}{\bar{\gamma}_{S R}+\bar{\gamma}_{R D}}$.

Proof. See Appendix C. 1.

### 5.4.3 Fullset Selection

Lemma 5.2 For a network with two source-destination pairs and n relays, using $N-1$ quantization thresholds and fullset selection results in

$$
P_{e}=\sum_{l=0}^{N-1}\left[1-P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h(l+1)}\right)-P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l}\right)\right] d \cdot I\left(a, \bar{\gamma}, \gamma_{t h l}, \gamma_{t h(l+1)}\right)
$$

where the probability that $\gamma_{k^{*}, \min }$ is greater than a particular threshold, $\gamma_{t h(l+1)}$, is derived as

$$
\begin{align*}
P_{r}\left(\gamma_{k^{*}, \min }>\right. & \left.\gamma_{t h(l+1)}\right)=\frac{n!}{(n-2)!} e^{-\frac{2 \gamma_{t h n}(l+1)}{\bar{\gamma}}}\left(1-e^{-\frac{\gamma_{\operatorname{th}(l+1)}^{\bar{\gamma}}}{}}\right)^{2 n-2} \\
& +\sum_{t=3}^{n}\left(\frac{2 n!}{t!(2 n-t)!}-2 \frac{n!}{t!(n-t)!}\right) e^{-\frac{\tau_{t h(l+1)}}{\bar{\gamma}}}\left(1-e^{-\frac{\gamma_{t h(l+1)}}{\bar{\gamma}}}\right)^{2 n-t} \\
& +\sum_{t=n+1}^{2 n} \frac{2 n!}{t!(2 n-t)!} e^{-\frac{t \gamma_{t h(l+1)}}{\bar{\gamma}}}\left(1-e^{-\frac{\gamma_{t h(l+1)}}{\bar{\gamma}}}\right)^{2 n-t} \tag{5.6}
\end{align*}
$$

and the probability that $\gamma_{k^{*}, \min }$ is less than a particular threshold, $\gamma_{\text {thl }}$, is derived as

$$
\begin{align*}
P_{r}\left(\gamma_{k^{*}, \text { min }}<\right. & \left.\gamma_{t h l}\right)=\left(1-e^{-\frac{\gamma_{t h l}}{\gamma}}\right)^{2 n}+2 n e^{-\frac{\gamma_{t h l}}{\gamma}}\left(1-e^{-\frac{\gamma_{t h l}}{\gamma}}\right)^{2 n-1} \\
& +\left(\frac{2 n!}{2(2 n-2)!}-\frac{n!}{(n-2)!}\right) e^{-\frac{2 \gamma_{t h l}}{\gamma}}\left(1-e^{-\frac{\gamma_{t h l}}{\gamma}}\right)^{2 n-2} \\
& +\sum_{t=3}^{n}\left(2 \frac{n!}{t!(n-t)!}\right) e^{-\frac{t \tau_{t h l}}{\gamma}}\left(1-e^{-\frac{\gamma_{t h l}}{\gamma}}\right)^{2 n-t} \tag{5.7}
\end{align*}
$$

Proof. See Appendix C. 2.
So far, we have obtained closed-form expressions for the E2E BER for both subset and fullset selection. As expected, these expressions are functions of the average E2E SNR and thresholds. Since the E2E BER expressions for both subset and fullset selection are not invertible, the exact optimal thresholds can only be obtained by numerically minimizing the E2E BER with exhaustive grid search, and this is the approach followed in this chapter. That is, we have used our mathematical derivation to obtain the exact optimal thresholds numerically

### 5.5 Asymptotic E2E BER Performance

Since the f nal expressions derived above are exact and the optimal thresholds are obtained numerically, they do not give much insight about the diversity order achieved and the form of the optimal thresholds. So in this section, we analyze the behavior of the E2E BER at high SNR while using the optimal thresholds for relay assignment with limited feedback. Since the BER performance of one threshold is an upper bound on the BER performance of multiple thresholds, we focus on the asymptotic analysis for one threshold, which is denoted as $\gamma_{t h}$.

### 5.5.1 Asymptotic E2E BER

Lemma 5.3 The E2E BER for subset selection can be upper bounded as

$$
\begin{equation*}
P_{e}^{a s y} \leq \frac{\gamma_{t h}^{n-1}}{4 \rho^{n}}+\frac{e^{-\gamma_{t h}}}{4 \rho} . \tag{5.8}
\end{equation*}
$$

Proof. See Appendix C. 3.

### 5.5.2 The Asymptotic Optimal Threshold

To f nd the asymptotic optimal threshold, $\gamma_{o p t}$, that minimizes (5.8), we differentiate (5.8) with respect to $\gamma_{t h}$, which yields

$$
\begin{equation*}
\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}=\frac{(n-1) \gamma_{t h}^{n-2}}{4 \rho^{n}}-\frac{e^{-\gamma_{t h}}}{4 \rho}=0 . \tag{5.9}
\end{equation*}
$$

It is not tractable to solve the optimal threshold $\gamma_{o p t}$ for any $n$ directly from this equation. While for $n=2$, we have

$$
\begin{equation*}
\frac{1}{4 \rho^{2}}-\frac{e^{-\gamma_{t h}}}{4 \rho}=0 . \tag{5.10}
\end{equation*}
$$

By solving (5.10), we have

$$
\gamma_{o p t}=\log \rho
$$

Note that $\gamma_{\text {opt }}=\log \rho=(2-1) \log \rho$, where 2 is the number of relays. Therefore, based on the insight from the asymptotic optimal threshold derived above for $n=2$, we extrapolate that the optimal threshold function could be in the form of

$$
\begin{equation*}
\gamma_{o p t}=(n-1) \log c \rho, \tag{5.11}
\end{equation*}
$$

where $c$ is a constant which is independent of $\rho$. To validate our observation, we plug $\gamma_{t h}=$ $(n-1) \log c \rho$ into (5.9), which yields

$$
\begin{equation*}
\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}=\frac{(n-1)^{n-1}(\log c \rho)^{n-2}}{4 \rho^{n}}-\frac{1}{4 c^{n-1} \rho^{n}} \tag{5.12}
\end{equation*}
$$

For suff ciently large $\rho$, it is obvious that

$$
\begin{equation*}
\left.\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}\right|_{\gamma_{t h}=(n-1) \log c \rho}>0 \tag{5.13}
\end{equation*}
$$

Then we plug $\gamma_{t h}=(n-1) \log \left(\frac{c \rho}{\log c \rho}\right)$ into (5.9), then we have

$$
\begin{equation*}
\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}=\frac{(n-1)^{n-1}(\log c \rho-\log (\log c \rho))^{n-2}}{4 \rho^{n}}-\frac{(\log c \rho)^{n-1}}{4 c^{n-1} \rho^{n}} \tag{5.14}
\end{equation*}
$$

For suff ciently large $\rho$, we have

$$
\begin{equation*}
\left.\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}\right|_{\gamma_{t h}=(n-1) \log \left(\frac{c \rho}{\log c \rho}\right)}<0 \tag{5.15}
\end{equation*}
$$

Since $\frac{\partial P_{e}^{a s y}}{\partial \gamma_{t h}}$ is a monotonically increasing function with $\gamma_{t h}$, we have

$$
\begin{equation*}
(n-1) \log \left(\frac{c \rho}{\log c \rho}\right)<\gamma_{o p t}<(n-1) \log c \rho \tag{5.16}
\end{equation*}
$$

Then we conclude that $\gamma_{\text {opt }}=(n-1) \log c \rho-o(\log c \rho)$. This validates our observation. This result is also conf rmed by simulations in Section 5.6.

### 5.5.3 Achievable Diversity

In this part, we analyze the diversity order achieved by relay assignment with quantized CSI based on the asymptotic E2E BER and the optimal threshold function derived in subsections A and
B. For comparison purposes, we also include the diversity analysis of relay assignment with full CSI.

We adopt the following generalized measure of diversity def ned in [71] $d=\left(d_{1}, d_{2}\right)$, where $d_{1}$ and $d_{2}$ are the $\mathrm{frst-order}$ diversity and second-order diversity, respectively. They are given as

$$
\begin{equation*}
d_{1}=-\lim _{\rho \rightarrow \infty} \frac{\log (B E R)}{\log (\rho)} \tag{5.17}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{2}=-\lim _{\rho \rightarrow \infty} \frac{\log (B E R)+d_{1} \log (\rho)}{\log \log (\rho)} . \tag{5.18}
\end{equation*}
$$

As we can see from the def nition, the generalized diversity measure not only encapsulates the conventional one as the frst-order diversity but also incorporates the second-order diversity which captures the $\log \rho^{d_{1}}$ term in the error rate expression and its effect on the performance.

Proposition 5.1 Subset selection with quantized CSI can achieve diversity order of $(n,-(n-1))$.
Proof. From (5.8), we have

$$
\begin{equation*}
P_{e}^{a s y}=P_{e 1}^{a s y}+P_{e 2}^{a s y} \tag{5.19}
\end{equation*}
$$

where $P_{e 1}^{a s y}=\frac{\gamma_{t h}^{n-1}}{4 \rho^{n}}$ and $P_{e 2}^{a s y}=\frac{e^{-\gamma_{t h}}}{4 \rho}$. Plugging $\gamma_{\text {opt }}=(n-1) \log c \rho$ into $P_{e 1}^{a s y}$ and $P_{e 2}^{a s y}$, respectively, we have

$$
\begin{equation*}
P_{e 1}^{a s y}=\frac{((n-1) \log c \rho)^{n-1}}{4 \rho^{n}}, \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{e 2}^{a s y}=\frac{1}{4 c^{n-1} \rho^{n}} . \tag{5.21}
\end{equation*}
$$

Plugging (5.20) into (5.17) and (5.18) and after some simple algebraic manipulations, we can obtain the diversity achieved by $P_{e 1}^{a s y}$, which is $(n,-(n-1))$. Similarly, plugging (5.21) into (5.17) and (5.18), we obtain the diversity for $P_{e 2}^{a s y}$, which is $(n, 0)$. Since the performance of $P_{e}^{a s y}$ in (5.19) is dominated by the term with the lower diversity order, we conclude that subset selection with quantized CSI and one threshold can achieve a diversity order of $(n,-(n-1))$. Since the BER
performance of one threshold is an upper bound on the BER performance of multiple thresholds, we can also conclude that the subset selection with quantized CSI can achieve diversity order of $(n,-(n-1))$ which is stated in Proposition 5. 1. Therefore, the diversity order of subset selection with quantized CSI is at least $(n,-(n-1))$ for any number of quantization levels.

Till now, we have analyzed the asymptotic performance of subset selection. Since the BER performance of subset selection is an upper bound on that of fullset selection, we conclude that fullset selection can also achieve the same asymptotic performance.

Proposition 5.2 Subset selection with full CSI can achieve diversity order of $(n, 0)$.
Proof. The E2E BER in terms of the worst E2E SNR for subset selection with full CSI can be expressed as

$$
\begin{equation*}
P_{e}=\int_{0}^{\infty} \frac{1}{2} e r f c \sqrt{\rho h} f_{h_{k^{*}, \min }}(h) d h \tag{5.22}
\end{equation*}
$$

where $f_{h_{k^{*}, \min }}(h)$ is the pdf of the worst E2E channel gain corresponding to the selected assignment choice, which can be expressed as [31]

$$
\begin{equation*}
f_{h_{k^{*}, \text { min }}}(h)=n e^{-2 m h}\left(1-e^{-2 m h}\right)^{n-1} . \tag{5.23}
\end{equation*}
$$

Then plugging (5.23) into (5.22), we have

$$
\begin{align*}
P_{e} & =\int_{0}^{\infty} \frac{1}{2} \operatorname{erfc} \sqrt{\rho h}\left[n e^{-2 m h}\left(1-e^{-2 m h}\right)^{n-1}\right] d h \\
& \leq \int_{0}^{\infty} \frac{1}{4}\left[n e^{-(\rho+2 m) h}\left(1-e^{-2 m h}\right)^{n-1}\right] d h  \tag{5.24}\\
& =\frac{n!}{8 m}\left(\prod_{i=1}^{n}\left(\frac{\rho}{2 m}+i+1\right)\right)^{-1}  \tag{5.25}\\
& \leq \frac{n!(2 m)^{n}}{8 m} \frac{1}{\rho^{n}} \tag{5.26}
\end{align*}
$$

where (5.24) follows from $\operatorname{erfc} \sqrt{x} \leq \frac{1}{2} e^{-x}$ and (5.25) follows from Equation B. 1 in [77]. Plugging (5.26) into (5.17) and (5.18), we obtain $d_{1}=n$ and $d_{2}=0$. As such, subset selection with full CSI
can achieve diversity order of $(n, 0)$. Since the BER performance of subset selection is an upper bound on that of fullset selection, we conclude that fullset selection can also achieve diversity ( $n$, $0)$.

Therefore, relay assignment with limited feedback suffers from a second-order diversity loss compared to relay assignment with full CSI. This fact is also conf rmed by simulations in the next section.

### 5.6 Simulation Results

We present in this section numerical examples that aim at validating the E2E BER expressions derived for fullset and subset selection. The performance of relay assignment with quantized CSI and full CSI are also compared. Throughout the simulations, we assume all channel variances are set to 0.25 and all nodes use BPSK. ${ }^{5}$ The curves in this part are generated by using the exact optimal thresholds, which are obtained by minimizing the E2E BER expressions.

In Fig. 5.2, we show the performance results for a network with $m=2$ and $n=3$ for subset selection. We also include the curves obtained by using $\frac{1}{\rho^{3}}$ and $\frac{(\log \rho)^{2}}{\rho^{3}}$. They are used as references since these two curves achieve diversity $(3,0)$ and $(3,-2)$, respectively. By comparing the slopes of the curves, subset selection with full CSI and limited feedback achieve the achievable diversity gains $(3,0)$ and $(3,-2)$, respectively, which is expected. This conf rms our analysis of diversity. In addition, we can see the degradation in SNR due to using only quantized CSI, which is about 3 dB at BER $10^{-4}$ for one threshold. This degradation diminishes as the number of thresholds increases from 1 to 3 . Finally, we can also see the perfect match between theory and simulations, which validates the derived BER expression for subset selection.

The BER performance for fullset selection with $m=2$ and $n=3$ is shown in Fig. 5.3, with
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Figure 5.2: Bit error rate performance (theory and simulation) of subset selection with different number of thresholds.


Figure 5.3: Bit error rate performance (theory and simulation) of fullset selection with different number of thresholds.
similar obervations. We observe fullset selection with limited feedback also achieves diversity gain $(3,-2)$. As expected, the performance improves as the number of thresholds increases. In addition, the simulation results match the theoretical results, which validates the derived BER expression for fullset selection.


Figure 5.4: Theoretical bit error rate performance comparison between the fullset selection and subset selection.

In Fig. 5.4, we present the theoretical BER performance for the following cases: $m=2$ and $n=2,4,10$. We consider both fullset selection and subset selection. As shown in the fgure, fullset selection achieves the same diversity as subset selection. We can also see the degradation in SNR due to the subset selection scheme, which is about 2 dB at BER $10^{-5}$ for $n=4$.

In Fig. 5.5, we demonstrate the optimal threshold values and their corresponding asymptotic values as a function of $\rho$ for the following cases: $m=2$ and $n=2,3,4$. For all cases, we consider the case of one threshold. For the asymptotic optimal thresholds, we use the function $(n-1) \log \left(\frac{c \rho}{\log c \rho}\right)$ by setting $c=0.22, c=0.058$ and $c=0.0336$ for $n=2,3$ and 4 , respectively.


Figure 5.5: The optimal threshold values (exact and asymptotic) as a function of $\rho$ for subset selection.


Figure 5.6: Comparision of the optimal threshold values as a function of $\rho$ for subset selection and fullset selection.

It shows that the asymptotic values perfectly match the exact ones, which validates our observation for the form of the optimal threshold in Section 5.5. We also notice that the optimal thresholds increase as $\rho$ and $n$ increase.

In Fig. 5.6, we compare the values of the optimal thresholds for fullset selection and subset selection with $m=2$, and $n=3,4$. We consider the case when there is one threshold. As can be seen in the f gure, the curves for fullset selection and subset selection are parallel. It indicates that they have the same asymptotic optimal threshold function. In addition, the threshold value of fullset selection is greater than that of subset selection for the same $n$.

### 5.7 Conclusions

In this chapter, we presented a limited feedback quantization strategy and the corresponding relay assignment schemes for relay networks comprising multiple source-destination pairs. We examined two assignment schemes, fullset selection, which is based on searching over all possible assignment permutations, and subset selection, which is based on searching over only a subset on the possible permutations. We have derived BER expressions for both selection schemes based on the worst E2E SNR. By studying the asymptotic performance at high SNR, we found that the asymptotic optimal threshold function is in the form of $(n-1) \log c \rho$. We also compared the performance of relay assignment with limited feedback and full CSI in terms of the achievable diversity order and resulting E2E BER. For the diversity analysis, we adopted a generalized measure of diversity and showed that they can achieve diversity gains $(n,-(n-1))$ and $(n, 0)$, respectively. So there is a second-order diversity loss if only quantized CSI is available. As for the E2E BER, we observed that little loss in performance was experienced as compared to that of full CSI.

## Chapter 6

## Conclusions and Future Work

### 6.1 Conclusions

Cooperative communications has proven to be an effective way to combat wireless fading by allowing mobile nodes to share their antennas to achieve spatial diversity. However, for practical reasons, cooperative nodes should operate in a half-duplex mode, implying a loss in spectral eff ciency. In this thesis, we focused on proposing relaying strategies to mitigate the spectral effciency loss and achieve the diversity potential of cooperative communications. We considered two-way relay channels and addressed the challenge of coping with asymmetric data rates in twoway relaying. In addition, we studied the impact of quantized CSI on the performance of relay assignment.

Specif cally, several relaying strategies for two-way relaying with asymmetric data rates have been proposed and their performance has been analyzed and compared. Moreover, a practical limited feedback strategy in conjunction with relay assignment has been designed and the impacted of limited feedback on the performance of relay assignment has been evaluated.

In Chapter 3, a HZPNC scheme has been designed for two-way relaying with asymmetric data rates. This involves employing hierarchical modulation by the user with the higher data rate and at
the relay, while padding zeros at specif c positions of the shorter bit sequence at the relay. A OUS scheme, which exploits the inherent multiuser nature of two-way relaying has also been studied. For this scheme, only one user with the best E2E instantaneous SNR transmits at a time. The BER, access probability and throughput of the HZPNC and OUS schemes have been evaluated analytically.

In Chapter 4, a HNCOUS scheme has been proposed for two-way relaying with an effort to exploit both spectral eff ciency and multiuser diversity. It is a combination of HZPNC scheme and OUS scheme. In particular, for a given threshold $\gamma_{t h}$, if both instantaneous E2E SNRs are above $\gamma_{t h}$, both users transmit and HZPNC is used; otherwise, OUS is employed. The BER, access probability and throughput of the HNCOUS scheme has been evaluated analytically. It has been shown that our proposed HNCOUS scheme have the better E2E BER performance than that of HZPNC and OUS. In addition, its throughput approach that of HZPNC at high SNR. The asymptotic E2E BER performance of HNCOUS at high SNR for both users is also examined. It is shown that the proposed scheme achieves full diversity, which is the number of available users

In Chapter 5, a limited feedback quantization strategy and the corresponding relay assignment schemes have been presented. In this strategy, each destination acquires its SNR, quantizes it, and feeds it back to the relays. The relays then construct the E2E SNR table and select the relay assignment permutation from all possible relay assignment permutations or only a subset of these permutations. The asymptotic BER performance at high SNR in terms of the worst E2E SNR among all pairs has been analyzed. The optimal threshold values that minimize the E2E BER under quantized CSI assumptions at the relays have been derived analytically. It has been observed that the optimal threshold increases logarithmically with the average link SNRs. The BER performance of relay assignment with quantized CSI have also been evaluated and it has been shown that the optimal quantized levels can improve BER signf cantly. It has been proven that relay assignment with quantized CSI can achieve the same frst-order diversity as that of the full CSI case, but there
is a second-order diversity loss.

### 6.2 Future Work

### 6.2.1 Extending the Performance Analysis of Our Proposed Schemes to Other

## Scenarios

In Chapters 3 and 4, we proposed the HZPNC, OUS and HNCOUS schemes for two-way relaying with asymmetric data rates. We examined the proposed schemes in terms of BER, access probability and throughput for cooperative networks with two users communicating with each other via a relay, i.e., two-way communication. For simplicity, we assumed that there is no direct path between the two users. In addition, the CSI is assumed to be perfectly known. As we can see, there are several assumptions. Therefore, investigating our proposed schemes without these assumptions can be another topic for future studies.

When the direct path is considered, the challenge would be how to control error propagation at the destination. Another challenge is when one considers multiple hops. In our analysis, we only derived E2E BER expressions, the performance of outage probability can also be investigated. Also, the analysis of HZPNC, OUS and HNCOUS can be extended to networks that have multiple relays. Specif cally, the performance with relay selection can be analyzed. Finally, the performance of the proposed schemes with imperfect CSI estimation can be investigated. The BER analysis performed in Chapter 5 are based on the worst E2E SNR among all pairs. Deriving the exact E2E BER of each pair can be another topic for future studies.

### 6.2.2 Investigation of the Proposed Schemes in the Context of Variable Rate Transmission

Adaptive modulation refers to the scenario when the transmitter adjusts the modulation scheme according to the quality of the channel. As a practical way to improve the spectral eff ciency [82], one may combine cooperative diversity and adaptive modulation.

The performance of repetition-based cooperative relaying with adaptive modulation is studied in [85]. In order to reduce the spectral loss caused by orthogonal channels for relaying transmission, the authors in [86] investigated opportunistic incremental cooperative relaying in conjunction with adaptive modulation. But in [86], since the source-to-destination link is used as long as it can support the minimum data rate, the spectral eff ciency is not maximized. In contrast, the authors studied an adaptive modulation scheme to maximize the spectral eff ciency for an AF cooperative system with multiple relays. Adaptive modulation combined with best relay selection for AF relaying and DF relaying are investigated in [87] and [88], respectively. In [89], the authors studied the two-way AF relaying with adaptive modulation and analyze its performance in terms of the average spectral eff ciency.

As we can see, there is no work for two-way DF relaying with adaptive modulation. Therefore, extending our proposed schemes to use adaptive modulation can be one topic for future studies. That is, when each user adapts its transmission rate depending on the channel quality and bandwidth availability.

### 6.2.3 Design Spatial Modulation (SM)-based Asymmetric Two-way Relaying Schemes

Spatial modulation (SM) is a new modulation scheme proposed recently for multiple-input multiple-output (MIMO) systems [90]-[93]. In SM, the antenna indices are employed to convey
information. SM-based MIMO has advantages over the convention MIMO systems in the aspects of inter-channel interference (ICI), inter-antenna synchronization, number of radio frequency (RF) chains and energy consumption.

Due to its promising application, SM has received lots of investigations recently. Most of the work done focused on point-to-point and one-way relaying [94]-[101]. Therefore, SM for twoway relaying can be considered as future work. In light of the high energy eff ciency potential of SM, we believe that it is promising to achieve both spectral eff ciency and energy eff ciency for SM-based asymmetric two-way relaying schemes.

## Appendix A Derivations for Chapter 3

## A. 1 Proof of Equation (3.24)

The pdf of $\gamma_{i m}$ given $\gamma_{i}>\gamma_{j}$ can be expressed as

$$
\begin{equation*}
f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j}}\left(\gamma_{i m}\right)=\int_{0}^{\infty} f_{\gamma_{i m} \mid \gamma_{i}=\gamma}\left(\gamma_{i m}\right) f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma) d \gamma \tag{A.1}
\end{equation*}
$$

where $\gamma_{i}=\min \left(\gamma_{i m}, \gamma_{i n}\right)$ for $i, j, n, m=1,2$ where $i \neq j$, and $m \neq n$. The pdf of $\gamma_{i m}$ and $\gamma_{i}$ is given in (3.1) and (3.2). Thus (A.1) can be further expressed as [82]
where $i, j, n, m=1,2$, and $i \neq j, m \neq n$. The conditional cumulative distribution function (CDF) $F\left(\gamma_{i} \mid \gamma_{i}>\gamma_{j}\right)$ can be expressed as

$$
\begin{equation*}
F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma)=\frac{P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{j}\right)}{P_{r}\left(\gamma_{i}>\gamma_{j}\right)} \tag{A.3}
\end{equation*}
$$

By using the law of total probability, the numerator in (A.3) is given by

$$
\begin{equation*}
P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{j}\right)=\int_{0}^{\gamma} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \int_{0}^{\gamma_{i}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j}=1-e^{-\frac{\gamma}{\bar{\gamma}_{i}}}-\frac{1}{\bar{\gamma}_{i}} \frac{1}{\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma}\right) \tag{A.4}
\end{equation*}
$$

and the denominator is given by

$$
\begin{equation*}
P_{r}\left(\gamma_{i}>\gamma_{j}\right)=\int_{0}^{\infty} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d z_{j} \int_{\gamma_{j}}^{\infty} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{1}=\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}} . \tag{A.5}
\end{equation*}
$$

Plugging (A.4) and (A.5) into (A.3), we can derive the conditional CDF $F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma)$. The conditional pdf $f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma)$ is obtained by taking the derivative of $F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma)$ as

$$
\begin{equation*}
f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}}(\gamma)=\frac{\bar{\gamma}_{i}+\bar{\gamma}_{j}}{\bar{\gamma}_{i}}\left(\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma}{\bar{\gamma}_{i}}}-\frac{1}{\bar{\gamma}_{i}} e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma}\right) \tag{A.6}
\end{equation*}
$$

Plugging (A.6) into (A.2) and carrying out the integration, we can get

$$
\begin{equation*}
f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j}}\left(\gamma_{i m}\right)=\frac{\bar{\gamma}_{i n}\left(\bar{\gamma}_{i}+\bar{\gamma}_{j}\right)}{\bar{\gamma}_{i m} \bar{\gamma}_{i}\left(\bar{\gamma}_{i n}+\bar{\gamma}_{j}\right)}\left(e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}}-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{i m}}\right), \tag{A.7}
\end{equation*}
$$

where $i, j, n, m=1,2$ where $i \neq j, m \neq n$.

## Appendix B Derivations for Chapter 4

## B. 1 Proof of Lemma 4.1

According to the proposed scheme, if both instantaneous E2E SNRs of the two users are above $\gamma_{t h}$, both users transmit using HZPNC. In this case, three time-slots are needed for two new transmissions. In contrast, if either instantaneous E2E SNRs of the two users is below a threshold $\gamma_{t h}$, only the better user transmits. Then two time-slots are needed per transmission. To elaborate, let us assume, without loss of generality, that the coherence time is six time slots (of course the coherence time is normally much larger than this; this is used merely for illustration purposes.) When HZPNC is used, two new transmissions are completed per coherence time, whereas three new transmissions are completed for the same duration for the OUS case.

Given the hybrid nature of our proposed scheme, errors can occur when HZPNC or OUS is used. Let $N_{O U S}^{e}$ and $N_{O U S}^{b}$ represent the number of decoded errors and number of transmitted bits when OUS is used, respectively. Similarly, let $N_{N C}^{e}$ and $N_{N C}^{b}$ represent the number of decoded errors and number of transmitted bits when HZPNC is used, respectively. As such, the E2E BER corresponding to user $S_{i}$ can be expressed as

$$
\begin{align*}
P_{i} & =\frac{N_{O U S}^{e}+N_{N C}^{e}}{N_{O U S}^{b}+N_{N C}^{b}} \\
& =\frac{N_{N C}^{b} \times P\left(\varepsilon_{i} \mid \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)+N_{O U S}^{b} \times P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)}{N_{O U S}^{b}+N_{N C}^{b}}, \tag{B.1}
\end{align*}
$$

where $P\left(\varepsilon_{i} \mid \min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)$ is the BER corresponding to $S_{i}$, conditioned on $\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}$, and $P\left(\varepsilon_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)$ is the BER corresponding to $S_{i}$, conditioned on $\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}$.

Let us assume that the number of coherent time-slots is $A$ and the number of bits transmitted during this coherence time is $B_{i}$ per transmission for $S_{i}$. Thus, $N_{N C}^{b}$ and $N_{O U S}^{b}$ for $S_{i}$ can be written as

$$
\begin{equation*}
N_{N C}^{b}=2 A B_{i} P_{r}\left(\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right), \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{O U S}^{b}=3 A B_{i} P_{r}\left(\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right) \tag{B.3}
\end{equation*}
$$

respectively. $P_{r}\left(\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)$ and $P_{r}\left(\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)$ are the probabilities of using NC and OUS, respectively, which are derived as

$$
\begin{equation*}
P_{r}\left(\min \left(\gamma_{i}, \gamma_{j}\right)>\gamma_{t h}\right)=\int_{\gamma_{t h}}^{\infty} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \int_{\gamma_{t h}}^{\infty} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j}=e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}, \tag{B.4}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)=\int_{0}^{\gamma_{\text {th }}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j} \int_{\gamma_{j}}^{\infty} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i}=\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right) . \tag{B.5}
\end{equation*}
$$

Plugging (B.2), (B.3) into (B.1), we obtain (4.3).

## B. 2 Proof of Lemma 4.2

The BER over any of the links can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{i m} \mid \gamma_{i m}>\gamma_{t h}\right)=\int_{0}^{\infty} P_{e}^{4-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{B.6}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\varepsilon_{i m}^{h p} \mid \gamma_{i m}>\gamma_{t h}\right)=\int_{0}^{\infty} P_{e, h p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{B.7}
\end{equation*}
$$

where $P_{e}^{4-\text { QAM }}\left(\gamma_{i m}\right)$ and $P_{e, h p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right)$ are the exact conditional BER for 4-QAM and the HP bits of $4 / 16-\mathrm{QAM}$, conditioned on the instantaneous SNR, and are given by [83]

$$
\begin{equation*}
P_{e}^{4-\mathrm{QAM}}\left(\gamma_{i m}\right)=\frac{1}{2} \operatorname{erfc} \sqrt{\gamma_{i m}}, \tag{B.8}
\end{equation*}
$$

and [43]

$$
\begin{equation*}
P_{e, h p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right)=\frac{1}{2}\left[\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(d^{2}-2 d+1\right)}{1+d^{2}} \gamma_{i m}}+\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(d^{2}+2 d+1\right)}{1+d^{2}} \gamma_{i m}}\right], \tag{B.9}
\end{equation*}
$$

respectively, where $d$ is the constellation priority parameter and $f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right)$ is the conditional pdf of $\gamma_{i m}$ conditioned on $\gamma_{i m}>\gamma_{t h}$, which is derived as

$$
\begin{equation*}
f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right)=e^{\frac{1}{\bar{\gamma}_{i m}} \gamma_{t h}} \frac{1}{\bar{\gamma}_{i m}} e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}} . \tag{B.10}
\end{equation*}
$$

Plugging (B.8) and (B.10) into (B.6), we obtain (4.5). Similarly, plugging (B.9) and (B.10) into (B.7) and integrating by parts, we obtain (4.6).

## B. 3 Proof of Lemma 4.3

The BER over any of the links for the LP bits can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{i m}^{l p} \mid \gamma_{i m}>\gamma_{t h}\right)=\int_{0}^{\infty} P_{e, l p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m}, \tag{B.11}
\end{equation*}
$$

where $P_{e, l p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right)$ is the exact conditional BER for the LP bits, conditioned on the instantaneous SNR, for the $4 / 16$-QAM modulation, and is given by [43]

$$
\begin{align*}
P_{e, l p}^{4 / 16-\mathrm{QAM}}\left(\gamma_{i m}\right)= & \frac{1}{2} \operatorname{erfc} \sqrt{\frac{2}{1+d^{2}} \gamma_{i m}}+\frac{1}{4} \operatorname{erfc} \sqrt{\frac{2\left(4 d^{2}-4 d+1\right)}{1+d^{2}} \gamma_{i m}} \\
& -\frac{1}{2} \operatorname{erfc} \sqrt{\frac{2\left(4 d^{2}+4 d+1\right)}{1+d^{2}} \gamma_{i m} .} \tag{B.12}
\end{align*}
$$

Then plugging (B.10) and (B.12) into (B.11) and carrying out the integration, we obtain (4.10).

## B. 4 Proof of Lemma 4.4

For the $M$-QAM modulation, the BER over any of the links can be expressed as

$$
\begin{equation*}
P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)=\int_{0}^{\infty} P_{e}^{M-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) d \gamma_{i m} \tag{B.13}
\end{equation*}
$$

where $i, j, n, m=1,2$, and $i \neq j, m \neq n, P_{e}^{M-\mathrm{QAM}}\left(\gamma_{i m}\right)$ is the exact conditional BER , conditioned on the instantaneous SNR, and is given by [83]

$$
\begin{align*}
P_{e}^{M-\mathrm{QAM}}\left(\gamma_{i m}\right)= & \frac{1}{\sqrt{M} \log _{2}(\sqrt{M})} \sum_{k=1}^{\log _{2}(\sqrt{M})} \sum_{i=0}^{\left(1-2^{-k}\right) \sqrt{M}-1}\left[(-1)^{\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}\right\rfloor} \times\left(2^{k-1}-\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}+\frac{1}{2}\right\rfloor\right)\right. \\
& \left.\cdot \operatorname{erfc}\left((2 i+1) \sqrt{\frac{3 \log _{2}(\sqrt{M}) \gamma_{i m}}{2(M-1)}}\right)\right], \tag{B.14}
\end{align*}
$$

and $f_{\gamma_{i m} \mid \gamma_{i m}>\gamma_{t h}}\left(\gamma_{i m}\right)$ is the conditional pdf of $\gamma_{i m}$ conditioned on $\gamma_{i m}>\gamma_{t h}$, which is derived in (B.25) and (B.26) in Lemma 4.5. Note that the pdfs $f_{\left.\gamma_{i m}\right|_{\gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}}\left(\gamma_{i m}\right)$ have different expressions for $\gamma_{i m}<\gamma_{t h}$ and $\gamma_{i m}>\gamma_{t h}$. Therefore, (B.13) can be rewritten as

$$
\begin{align*}
P\left(\varepsilon_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)= & \int_{0}^{\gamma_{t h}} P_{e}^{M-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) \\
& +\int_{\gamma_{t h}}^{\infty} P_{e}^{M-\mathrm{QAM}}\left(\gamma_{i m}\right) f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) \tag{B.15}
\end{align*}
$$

Plugging (B.14), (B.25) and (B.26) into (B.15) and carrying out the integration, we obtain (4.12).

## B. 5 Proof of Lemma 4.5

The pdf of $\gamma_{i m}$, given $\gamma_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}$, can be expressed as

$$
\begin{equation*}
f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right)=\int_{0}^{\infty} f_{\gamma_{i m} \mid \gamma_{i}=\gamma}\left(\gamma_{i m}\right) f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma) d \gamma \tag{B.16}
\end{equation*}
$$

where $\gamma_{i}=\min \left(\gamma_{i m}, \gamma_{i n}\right)$ for $i, j, n, m=1,2$ and $i \neq j, m \neq n$. The pdfs of $\gamma_{i m}$ and $\gamma_{i}$ are given in (4.1) and (4.2), respectively. Then (B.16) can be further expressed as [82]

$$
\begin{align*}
f_{\left.\gamma_{i m}\right|_{i}>\gamma_{j} \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right)= & \int_{0}^{\infty} \frac{\frac{1}{\bar{\gamma}_{i m}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{i m}}} \frac{1}{\bar{\gamma}_{i n}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i n}}}}{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\mathcal{Y}_{i}}{\gamma_{i}}}} f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma) d \gamma \\
& +\frac{\frac{1}{\bar{\gamma}_{i m}} e^{-\frac{\gamma_{i m}}{\gamma_{i m}}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i_{i n}}}}}{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{i}}}} f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right) . \tag{B.17}
\end{align*}
$$

The conditional CDF of $\gamma_{i}$, conditioned on $\gamma_{i}>\gamma_{j}$ and $\gamma_{j}<\gamma_{t h}$, is def ned as

$$
\begin{equation*}
F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma)=\frac{P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)}{P_{r}\left(\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)} \tag{B.18}
\end{equation*}
$$

By using the law of total probability, the numerator in (B.18) is given by

$$
\begin{align*}
P_{r}\left(\gamma_{i}\right. & \left.<\gamma, \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right) \\
& =P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{j}, \gamma_{i}<\gamma_{t h}\right)+P_{r}\left(\gamma_{i}<\gamma, \gamma_{t h}>\gamma_{j}, \gamma_{i}>\gamma_{t h}\right) \\
& = \begin{cases}P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{j}\right) \\
P_{r}\left(\gamma_{i}<\gamma_{t h}, \gamma_{i}>\gamma_{j}\right)+P_{r}\left(\gamma_{i}<\gamma, \gamma_{i}>\gamma_{t h}, \gamma_{j}<\gamma_{t h}\right), & \gamma>\gamma_{t h}\end{cases} \tag{B.19}
\end{align*}
$$

where

$$
\begin{align*}
P_{r}\left(\gamma_{i}\right. & \left.<\gamma, \gamma_{i}>\gamma_{j}\right)=\int_{0}^{\gamma} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \int_{0}^{\gamma_{i}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j} \\
& =1-e^{-\frac{1}{\bar{\gamma}_{i}} \gamma}-\frac{\bar{\gamma}_{j}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma}\right) \tag{B.20}
\end{align*}
$$

and

$$
\begin{align*}
P_{r}\left(\gamma_{i}\right. & \left.<\gamma_{t h}, \gamma_{i}>\gamma_{j}\right)=\int_{0}^{\gamma_{t h}} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \int_{0}^{\gamma_{i}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j} \\
& =1-e^{-\frac{1}{\bar{\gamma}_{i}} \gamma_{t h}}-\frac{\bar{\gamma}_{j}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right), \tag{B.21}
\end{align*}
$$

and

$$
\begin{align*}
P_{r}\left(\gamma_{i}\right. & \left.<\gamma, \gamma_{i}>\gamma_{t h}, \gamma_{j}<\gamma_{t h}\right)=\int_{\gamma_{t h}}^{\gamma} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \int_{0}^{\gamma_{t h}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j} \\
& =\left(e^{-\frac{1}{\bar{\gamma}_{i}} \gamma_{t h}}-e^{-\frac{1}{\bar{\gamma}_{i}} \gamma}\right)\left(1-e^{-\frac{1}{\bar{\gamma}_{j}} \gamma_{t h}}\right) . \tag{B.22}
\end{align*}
$$

The denominator in (B.18) is given by

$$
\begin{align*}
P_{r}\left(\gamma_{i}\right. & \left.>\gamma_{j}, \gamma_{j}<\gamma_{t h}\right)=\int_{0}^{\gamma_{t h}} \frac{1}{\bar{\gamma}_{j}} e^{-\frac{\gamma_{j}}{\bar{\gamma}_{j}}} d \gamma_{j} \int_{r_{j}}^{\infty} \frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}} d \gamma_{i} \\
& =\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}+\bar{\gamma}_{j}}\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right) . \tag{B.23}
\end{align*}
$$

Plugging (B.20), (B.21), (B.22) and (B.23) into (B.18), we can derive the conditional CDF $F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma)$. The conditional pdf $f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma)$ is given by taking derivative of $F_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}(\gamma)$ as

$$
f_{\gamma_{i} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}\left(\gamma_{i}\right)=\left\{\begin{array}{ll}
\frac{\frac{\overline{\bar{\gamma}_{i}}+\bar{\gamma}_{j}}{\bar{\gamma}_{i}^{2}}\left(e^{-\frac{1}{\gamma_{i}} \gamma_{i}}-e^{-\left(\frac{1}{\gamma_{i}}+\frac{1}{\gamma_{j}}\right) \gamma_{i}}\right)}{1-e^{-\left(\frac{1}{\gamma_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}}, & \gamma_{i}<\gamma_{t h}  \tag{B.24}\\
\frac{\frac{\bar{\gamma}_{i}+\bar{\gamma}_{j}}{-\frac{1}{\gamma_{i}^{2}}} e^{-\frac{1}{\gamma_{i}} \gamma_{i}}\left(1-e^{-\frac{1}{\gamma_{j}} \gamma_{t h}}\right)}{1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\gamma_{j}}\right) \gamma_{t h}},} & \gamma_{i}>\gamma_{t h}
\end{array} .\right.
$$

Then for $\gamma_{i m}>\gamma_{t h}$, (B.17) can be further expressed as

$$
\begin{align*}
& f_{\left.\gamma_{i m}\right|_{\gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}}\left(\gamma_{i m}\right)=\int_{0}^{\gamma_{t h} \frac{1}{\overline{\bar{\gamma}}_{i m}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{i m}}} \frac{1}{\bar{\gamma}_{i n}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i n}} \frac{\bar{\gamma}_{i}+\bar{\gamma}_{j}}{\frac{\bar{\gamma}_{i}^{2}}{2}}\left(e^{-\frac{1}{\bar{\gamma}_{i}} \gamma}-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma}\right)}} \frac{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\gamma_{i}}{\bar{\gamma}_{i}}}}{1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}} d \gamma \\
& +\int_{\gamma_{t h}}^{\gamma_{i m}} \frac{1}{\frac{\bar{\gamma}_{i m}}{}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{i m}}} \frac{1}{\bar{\gamma}_{i n}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i n}}} \frac{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}}}}{\frac{\bar{\gamma}_{i}^{2}}{\bar{\gamma}_{i}^{2}}} e^{-\frac{1}{\bar{\gamma}_{i}} \gamma}\left(1-e^{-\frac{1}{\bar{\gamma}_{j}} \gamma_{t h}}\right) d \gamma \\
& +\frac{\frac{1}{\bar{\gamma}_{i m}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{i m}}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i n}}}}{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}}+\bar{\gamma}_{j}}} \frac{\overline{\bar{\gamma}}_{i}^{2}}{} e^{-\frac{1}{\bar{\gamma}_{i}} \gamma_{i m}}\left(1-e^{-\frac{1}{\bar{\gamma}_{j}} \gamma_{t h}}\right) \\
& =\frac{\bar{\gamma}_{i n}\left(\bar{\gamma}_{i}+\bar{\gamma}_{j}\right)\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i n}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)}{\bar{\gamma}_{i m} \bar{\gamma}_{i}\left(\bar{\gamma}_{i n}+\bar{\gamma}_{j}\right)\left(1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}\right)} e^{-\frac{1}{\bar{\gamma}_{i m}} \gamma_{i m}}, \tag{B.25}
\end{align*}
$$

and for $\gamma_{i m}<\gamma_{t h}$, (B.17) can be further expressed as

$$
\begin{align*}
& f_{\gamma_{i m} \mid \gamma_{i}>\gamma_{j}, \gamma_{j}<\gamma_{t h}}\left(\gamma_{i m}\right)= \int_{0}^{\gamma_{i m}} \frac{1}{\bar{\gamma}_{i m}} e^{-\frac{\gamma_{i m}}{\bar{\gamma}_{\gamma_{i m}}}} \frac{1}{\bar{\gamma}_{i n}} e^{-\frac{\gamma_{i n}}{\bar{\gamma}_{i n}}} \frac{\frac{1}{\bar{\gamma}_{i}} e^{-\frac{\bar{\gamma}_{i}}{\bar{\gamma}_{i}}}}{\frac{\bar{\gamma}_{j}}{\bar{\gamma}_{i}^{2}}\left(e^{-\frac{1}{\bar{\gamma}_{i}} \gamma}-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma}\right)} \\
& 1-e^{-\left(\frac{1}{\bar{\gamma}_{i}}+\frac{1}{\bar{\gamma}_{j}}\right) \gamma_{t h}}
\end{align*} d \gamma
$$

where $i, j, n, m=1,2$ and $i \neq j, m \neq n$.

## Appendix C Derivations for Chapter 5

## C. 1 Proof of Lemma 5.1

For subset selection, $\gamma_{k, \min }$ varies identically and independently and its pdf for a network with $m$ pairs and $n$ relays can be expressed as [31]

$$
\begin{equation*}
f_{\gamma_{\min }}\left(\gamma_{\min }\right)=\frac{1}{\bar{\gamma}_{\min }} e^{-\frac{\gamma_{\min }}{\bar{\gamma}_{\min }}} \tag{C.1}
\end{equation*}
$$

where $\bar{\gamma}_{\text {min }}=\frac{1}{m} \frac{\bar{\gamma}_{S R} \bar{\gamma}_{R D}}{\bar{\gamma}_{S R}+\bar{\gamma}_{R D}}$. Since the instantaneous SNR range $[0, \infty]$ is divided by $N-1$ thresholds, $\gamma_{t h l}(l=1,2, \ldots, N-1)$, there are $N$ quantization levels. If the worst E2E SNR of the selected choice,$\gamma_{k^{*}, \text { min }}$, belongs to the quantization level $\left[\gamma_{t h l}, \gamma_{t h(l+1)}\right]$, it means that at least one of $\gamma_{k, \min }$ belongs to this quantization level and no $\gamma_{k, \min }$ are greater than $\gamma_{t h(l+1)}$. For the probability term in (5.4) when $l=0$, i.e., $\gamma_{k^{*}, \text { min }}$ is less than $\gamma_{t h 1}$, it means that all $\gamma_{k, \min }$ are less than $\gamma_{t h 1}$. Then we have

$$
\begin{align*}
P_{r}\left(\gamma_{k^{*}, \min }\right. & \left.<\gamma_{t h 1}\right) \\
& =\left(P_{r}\left(\gamma_{\min }<\gamma_{t h 1}\right)^{n}\right. \\
& =\left(\int_{0}^{\gamma_{t h 1}} \frac{1}{\bar{\gamma}_{\min }} e^{-\frac{\gamma_{\min }}{\bar{\gamma}_{\min }}} d \gamma_{\min }\right)^{n} \\
& =\left(1-e^{-\frac{\gamma_{t h 1}}{\bar{\gamma}_{\min }}}\right)^{n} \tag{C.2}
\end{align*}
$$

When $l \geq 1$, the probability terms in (5.4) can be expressed as

$$
\begin{align*}
P_{r}\left(\gamma_{t h l}\right. & \left.<\gamma_{k^{*}, \text { min }}<\gamma_{t h(l+1)}\right) \\
& =\sum_{j=1}^{n} \frac{n!}{j!(n-j)!}\left(P_{r}\left(\gamma_{t h l}<\gamma_{\min }<\gamma_{t h(l+1)}\right)\right)^{j}\left(P_{r}\left(\gamma_{\min }<\gamma_{t h l}\right)\right)^{n-j} \\
& =\sum_{j=1}^{n} \frac{n!}{j!(n-j)!}\left(\int_{\gamma_{t h l}}^{\gamma_{t h(l+1)}} \frac{1}{\bar{\gamma}_{\min }} e^{-\frac{\gamma_{\min }}{\bar{\gamma}_{\min }}} d \gamma_{\min }\right)^{j}\left(\int_{0}^{\gamma_{t h l}} \frac{1}{\bar{\gamma}_{\min }} e^{-\frac{\gamma_{\min }}{\bar{\gamma}_{\min }}} d \gamma_{\min }\right)^{n-j} \\
& =\sum_{j=1}^{n} \frac{n!}{j!(n-j)!}\left(e^{-\frac{\gamma_{t h l}}{\gamma_{\min }}}-e^{-\frac{\gamma_{t h(l+1)}}{\bar{\gamma}_{\min }}}\right)^{j}\left(1-e^{-\frac{\gamma_{t h l}}{\gamma_{\min }}}\right)^{n-j} \tag{C.3}
\end{align*}
$$

The BER conditioned on $\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}$ can be expressed as

$$
\begin{equation*}
P\left(\varepsilon \mid \gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)=\int_{0}^{\infty} d \cdot \operatorname{erfc} \sqrt{a \gamma_{\min }} f_{\gamma_{\min } \mid \gamma_{t h l}<\gamma_{\min }<\gamma_{t h(l+1)}}\left(\gamma_{\min }\right) d \gamma_{\min } \tag{C.4}
\end{equation*}
$$

where $f_{\gamma_{\min } \mid \gamma_{t h l}<\gamma_{\min }<\gamma_{t h(l+1)}}\left(\gamma_{\min }\right)$ is the conditional pdf of $\gamma_{\min }$ conditioned on $\gamma_{t h l}<\gamma_{\min }<$ $\gamma_{t h(l+1)}$, which is derived as

$$
\begin{equation*}
f_{\gamma_{\min } \mid \gamma_{t h l}<\gamma_{\min }<\gamma_{t h(l+1)}}\left(\gamma_{\min }\right)=\frac{1}{e^{-\frac{1}{\gamma_{\min }} \gamma_{t h l}}-e^{-\frac{1}{\bar{\gamma}_{\min }} \gamma_{t h(l+1)}}} \frac{1}{\bar{\gamma}_{\min }} e^{-\frac{1}{\bar{\gamma}_{\min }} \gamma_{\min }} \tag{C.5}
\end{equation*}
$$

Plugging (C.5) into (C.4) and carrying out the integration, we obtain

$$
\begin{equation*}
P\left(\varepsilon \mid \gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)=\frac{d}{e^{-\frac{1}{\bar{\gamma}_{\min }} \gamma_{t h l}}-e^{-\frac{1}{\bar{\gamma}_{\min }} \gamma_{t h(l+1)}}} I\left(a, \bar{\gamma}_{\min }, \gamma_{t h l}, \gamma_{t h(l+1)}\right) . \tag{C.6}
\end{equation*}
$$

Plugging (C.2), (C.3) and (C.6) into (5.4) and then into (5.3) yields (5.5), which completes the proof.

Note that the obtained results can be adapted to other modulation schemes. For instance, for M-QAM, the exact BER, conditioned on the instantaneous SNR, $\gamma$, is given by [83]

$$
\begin{aligned}
P_{e}^{M-\mathrm{QAM}}(\gamma)= & \frac{1}{\sqrt{M} \log _{2}(\sqrt{M})} \sum_{k=1}^{\log _{2}(\sqrt{M})} \sum_{i=0}^{\left(1-2^{-k}\right) \sqrt{M}-1}\left[(-1)^{\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}\right\rfloor} \times\left(2^{k-1}-\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}+\frac{1}{2}\right\rfloor\right)\right. \\
& \left.\cdot \operatorname{erfc}\left((2 i+1) \sqrt{\frac{3 \log _{2}(\sqrt{M}) \gamma}{2(M-1)}}\right)\right] .
\end{aligned}
$$

Therefore, the analysis in this work can be directly extended to M-QAM by setting $a=(2 i+$ $1)^{2} \frac{3 \log _{2}(\sqrt{M})}{2(M-1)}$ and $d=\frac{1}{\sqrt{M} \log _{2}(\sqrt{M})} \sum_{k=1}^{\log _{2}(\sqrt{M})} \sum_{i=0}^{\left(1-2^{-k}\right) \sqrt{M}-1}(-1)^{\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}\right\rfloor} \times\left(2^{k-1}-\left\lfloor\frac{i \cdot 2^{k-1}}{\sqrt{M}}+\frac{1}{2}\right\rfloor\right)$.

## C. 2 Proof of Lemma 5.2

Since there are correlations among $\gamma_{k, \min }$ for different $k$, the calculation of the selected worst E2E BER cannot be done in the same way as that of subset selection. Alternatively, we can calculate the probability terms in Equation (5.4) in the following way. We frst derive the probability terms for the case when there is only one threshold, $\gamma_{t h l}(l=1,2, \ldots, N-1)$. Then we generalize it to multiple thresholds. In the case of one threshold, the quantized CSIs are only distinguished by whether they are greater or less than $\gamma_{t h l}$. As a consequence, the selected worst E2E SNR, i.e., $\gamma_{k^{*}, \min }$, can only be either greater or less than $\gamma_{t h l}$. Let $T$ denote the number of $\gamma_{i j}^{q}$ that are greater than $\gamma_{t h l}$. Note that $T$ is an integer. Since the total number of items in the E2E SNR matrix for a network with two pairs and $n$ relays is $2 n$, the probability terms for this case can be written as

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l}\right)=\sum_{t=0}^{2 n} P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid T=t\right) P_{r}(T=t), \tag{C.7}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l}\right)=\sum_{t=0}^{2 n} P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l} \mid T=t\right) P_{r}(T=t) \tag{C.8}
\end{equation*}
$$

where $P_{r}(T=t)$ represents the probability of having exactly $t$ items greater than $\gamma_{t h l}$, and $P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid T=t\right)$ is the probability that $\gamma_{k^{*}, \text { min }}$ is greater than $\gamma_{t h l}$ given that there are $t$ items greater than $\gamma_{t h l}$. Note that the pdf of the E2E SNR is given in (5.1). The term $P_{r}(T=t)$ in (C.7) and (C.8) can be derived as

$$
\begin{align*}
P_{r}(T & =t)=\frac{2 n!}{t!(2 n-t)!}\left(\int_{t+h l}^{\infty} \frac{1}{\bar{\gamma}} e^{-\frac{\gamma}{\gamma}} d \gamma\right)^{t}\left(\int_{0}^{\gamma_{t h l}} \frac{1}{\bar{\gamma}} e^{-\frac{\gamma}{\gamma}} d \gamma\right)^{2 n-t} \\
& =\frac{2 n!}{t!(2 n-t)!} e^{-\frac{t \gamma_{t h l}}{\bar{\gamma}}}\left(1-e^{-\frac{\gamma_{t h l}}{\bar{\gamma}}}\right)^{2 n-t} \tag{C.9}
\end{align*}
$$

For $0 \leq T \leq 1$, since $\gamma_{k^{*}, \text { min }}$ is always less than $\gamma_{t h l}$ in this case, we have

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid 0 \leq T \leq 1\right)=0, \tag{C.10}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l} \mid 0 \leq T \leq 1\right)=1 \tag{C.11}
\end{equation*}
$$

For $T=2$, we f nd that $\gamma_{k^{*}, \text { min }}$ will be greater than $\gamma_{t h l}$ once the two items that are greater than $\gamma_{t h l}$ are on the same row in the E2E SNR matrix. Since there are a total of $\frac{n!}{(n-2)!}$ rows in the fullset E2E SNR matrix, we have

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid T=2\right)=\frac{\frac{n!}{(n-2)!}}{\frac{2 n!}{2(2 n-2)!}} \tag{C.12}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \text { min }}<\gamma_{t h l} \mid T=2\right)=\frac{\frac{2 n!}{2(2 n-2)!}-\frac{n!}{(n-2)!}}{\frac{2 n!}{2(2 n-2)!}} . \tag{C.13}
\end{equation*}
$$

For $2<T \leq n$, we observe that $\gamma_{k^{*}, \text { min }}$ will be less than $\gamma_{t h l}$ if the items that are greater than $\gamma_{t h l}$ are in the same column of the E2E SNR matrix. Otherwise, $\gamma_{k^{*} \text {, min }}$ will be greater than $\gamma_{t h l}$ in this case. Since the total number of non identical items in one column is $n$ and there are two columns in the matrix, we have

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid 2<T \leq n\right)=\frac{\frac{2 n!}{t!(2 n-t)!}-2 \frac{n!}{t!(n-t)!}}{\frac{2 n!}{t!(2 n-t)!}}, \tag{C.14}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l} \mid 2<T \leq n\right)=\frac{2 \frac{n!}{t!(n-t)!}}{\frac{2 n!}{t!(2 n-t)!}} . \tag{C.15}
\end{equation*}
$$

For $n<T \leq 2 n, \gamma_{k^{*}, \min }$ will always be greater than $\gamma_{t h l}$ in this case. Then we have

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l} \mid n<T \leq 2 n\right)=1, \tag{C.16}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l} \mid n<T \leq 2 n\right)=0 . \tag{С.17}
\end{equation*}
$$

Then plugging (C.9)-(C.17) into C.7) and C.8), we obtain the expressions for $P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l}\right)$, which is given in (5.7) and $P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l}\right)$. By replacing $\gamma_{t h l}$ with $\gamma_{t h(l+1)}$, we obtain $P_{r}\left(\gamma_{k^{*}, \min }>\right.$ $\left.\gamma_{t h(l+1)}\right)$ as expressed in (5.6). Now we generalize the results of one threshold to multiple thresholds. By observing that

$$
\begin{equation*}
P_{r}\left(\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)=1-P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h(l+1)}\right)-P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l}\right), \tag{C.18}
\end{equation*}
$$

we can indirectly calculate the probability term in (5.4) from (C.18). Note that we can also use $P_{r}\left(\gamma_{t h l}<\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)=P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h l}\right)-P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h(l+1)}\right)$ or $P_{r}\left(\gamma_{t h l}<\gamma_{k^{*}, \min }<\right.$ $\left.\gamma_{t h(l+1)}\right)=P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h(l+1)}\right)-P_{r}\left(\gamma_{k^{*}, \min }<\gamma_{t h l}\right)$. Then we obtain a closed-form expression for $P_{e}$ as expressed in Lemma 5. 2.

## C. 3 Proof of Lemma 5.3

According to the E2E BER given in (5.3) for subset selection, the E2E BER with one threshold is given as

$$
P_{e}=P_{e 0}+P_{e 1},
$$

where $P_{e 0}$ and $P_{e 1}$ are the BERs that $\gamma_{k^{*}, \text { min }}$ is less and greater than $\gamma_{t h}$, respectively. According to (5.4), (C.2), (C.4) and (C.5), $P_{e 0}$ can be expressed as

$$
\begin{align*}
P_{e 0} & =\left(1-e^{-\frac{\gamma_{t h}}{\rho}}\right)^{n} \frac{1}{1-e^{-\frac{\gamma_{t h}}{\rho}}} \int_{0}^{\gamma_{t h}} \frac{1}{2} \operatorname{erfc} \sqrt{\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma \\
& \leq\left(1-e^{-\frac{\gamma_{t h}}{\rho}}\right)^{n-1} \int_{0}^{\infty} \frac{1}{2} \operatorname{erfc} \sqrt{\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma \\
& \leq \frac{\gamma_{t h}^{n-1}}{\rho^{n-1}} \times \int_{0}^{\infty} \frac{1}{4} e^{-\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma  \tag{C.19}\\
& \leq \frac{\gamma_{t h}^{n-1}}{4 \rho^{n}} \tag{C.20}
\end{align*}
$$

where (C.19) follows from the fact that $1-e^{-x} \leq x$ and $\operatorname{erfc} \sqrt{x} \leq \frac{1}{2} e^{-x}$. Since the asymptotic behavior will not be changed by the assumption of the symmetric channels and modulation scheme
[77], we simply assume $\bar{\gamma}_{\text {min }}=\rho$ by assuming that the equivalent worst E2E channel gains are modeled as zero mean, unit variance complex Gaussian random variables. We also assume BPSK in this part. According to (5.4), (C.4) and (C.5), $P_{e 1}$ can be expressed as

$$
\begin{align*}
P_{e 1} & =P_{r}\left(\gamma_{k^{*}, \min }>\gamma_{t h}\right) e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{1}{2} \operatorname{erfc} \sqrt{\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma \\
& \leq e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{1}{2} \operatorname{erfc} \sqrt{\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma  \tag{C.21}\\
& \leq e^{\frac{1}{\rho} \gamma_{t h}} \int_{\gamma_{t h}}^{\infty} \frac{1}{4} e^{-\gamma} \frac{1}{\rho} e^{-\frac{\gamma}{\rho}} d \gamma  \tag{C.22}\\
& =\frac{1}{4(1+\rho)} e^{-\gamma_{t h}} \\
& \leq \frac{1}{4 \rho} e^{-\gamma_{t h}} \tag{C.23}
\end{align*}
$$

where (C.21) follows from knowing that the probability that $\gamma_{k^{*}, \min }>\gamma_{t h}$ is less than one and (C.22) follows from $\operatorname{erfc} \sqrt{x} \leq \frac{1}{2} e^{-x}$. Then plugging (C.23) and (C.20) into (5.3), yields the asymptotic E2E BER for subset selection, which is given by (5.8). This completes the proof.
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[^0]:    ${ }^{1}$ A time-slot in this context implies the time required to transmit an entire frame.

[^1]:    ${ }^{1}$ We merely use specif c modulations in the development of the proposed adaptive scheme just for ease of presentation. The results obtained in this chapter are in fact independent of the modulation schemes employed.

[^2]:    ${ }^{1}$ In this chapter, we assume that a single relay is assigned to a single pair at any given time, suggesting that the number of relays should be at least as many as the number of pairs. This is a realistic assumption because any node in the network can serve as a relay.

[^3]:    ${ }^{2}$ Note that each destination can only acquire the CSI of the source-relay links and its own receiving channel, and each relay can only obtain the CSI of all the sources to itself by training. Therefore, it is impossible for the destinations to perform relay assignment without CSI feedback. Furthermore, it is not suff cient to ask the destinations to feedback the relay-destination CSI to the relays.
    ${ }^{3}$ The destination can acquire the CSI of the links between the relays and itself via training. The relays can acquire the CSI of the source-relay link by training. The relays can amplify and forward the received training signals from the sources to the destination, so that the destination can estimate the product of the source-relay and relay-destination links. Since the CSI of the relay-destination links is known by the destination, the CSI of the source-relay links can be estimated

[^4]:    ${ }^{4}$ We can design the feedback strategy in such a way that one node collects all the quantized CSI and makes the decision. However, there will be additional overheads since this node needs to notify the relays to help which pairs. While for the proposed scheme, the relays make decisions by themselves in a distributed manner and without a need for additional overheads.

[^5]:    ${ }^{5}$ We remark that these assumptions are used merely to demonstrate the eff cacy of the proposed schemes. That is, the proposed schemes and the conclusions do not depend on the modulation scheme adopted.

