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Abstract Compared with traditional manufacturing scheduling, service process scheduling poses additional 7 
challenges attributable to the significant customer involvement in service processes. In services, there are typically 8 
no inventoried products, which make the service provider’s capacity more sensitive to dynamic changes. Service 9 
process scheduling objectives are also more complicated due to the consideration of customer preferences, customer 10 
waiting costs and human resource costs. After describing the Unified Services Theory and analysing its scheduling 11 
implications, this paper reviews the research literature on service process scheduling system design with a particular 12 
emphasis on agent-based approaches. Major issues in agent-based service process scheduling systems design are 13 
discussed and research opportunities are identified. The survey of the literature reveals that despite of many domain-14 
specific designs in agent-based service process scheduling, there is a lack of general problem formulations, 15 
classifications, solution frameworks, and test beds.  Constructing these general models for service process 16 
scheduling system design will facilitate the collaboration of researchers in this area and guide the effective 17 
development of integrated service process scheduling systems.   18 

Keywords: Services, agent-based systems, decentralized scheduling, dynamic scheduling, auctions 19 

1 Introduction 20 

Scheduling is a decision-making process which allocates limited resources to tasks over time while 21 

satisfying certain constraints and optimizing one or more objectives. Scheduling problems are common to 22 

many domains such as manufacturing and services. The number and variety of scheduling problem 23 

models is astounding. In spite of the various presentations, most of the models can fit into a four-element 24 

structure which consists of activities, resources, constraints, and objectives (Wang, 2007). Using the four 25 

elements, Wall (1996) defines general resource constrained scheduling problems as given a set of 26 

activities that must be executed, a set of resources with which to perform the activities, a set of constraints 27 

which must be satisfied, and a set of objectives with which to judge a schedule’s performance, finding the 28 

best way to assign the resources to the activities at specific times such that all of the constraints are 29 

satisfied and the best objective measures are produced.  30 

The scheduling problems in service settings can be somewhat different from those in manufacturing. 31 

As summarized in Pinedo (2009), in manufacturing an activity usually transforms a physical component 32 

and adds value to it; resources are typically referred to as machines and the configuration of machines; 33 
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objectives are typically a function of the completion times, the due dates, and the deadlines of the jobs. In 34 

service settings an activity usually involves people. It can be, for example, a meeting that has to be 35 

attended by certain people, a flight that transports passengers, an operation that has to be done by a 36 

surgeon on a given day. Services usually require both physical and human resources. In addition, the 37 

operational constraints in services can take diverse forms. A typical type is capacity requirements. They 38 

are important in reservation systems, in timetabling of meetings as well as in transportation planning and 39 

scheduling. In service settings, additional factors such as personnel costs, customer waiting costs and 40 

customer preferences are often considered in the objective function.  41 

The differences between manufacturing and service process scheduling are mainly derived from the 42 

fundamental characteristic which defines service processes. A service significantly involves customer 43 

inputs (Sampson & Froehle, 2006). In other words, in order for a service to be produced, a customer has 44 

to present personally or he/she has to present his/her belongings or information. Compared with classical 45 

manufacturing scheduling models, this significant involvement of customer inputs presents additional 46 

challenges including distributed and dynamic environments, the presence of private customer information 47 

and often considerably more complicated scheduling objectives (we will explain these challenges in 48 

details in the next section).  49 

The objective of this paper is not to provide an extensive survey of general service process scheduling 50 

models, but to focus on the models that take an agent-oriented paradigm which, we believe, is suitable for 51 

tackling service process scheduling challenges given its strength on dealing with distributed, dynamic and 52 

complex environments. An earlier survey of multi-agent systems for manufacturing process planning and 53 

scheduling can be found in Shen et al. (2006). Detailed descriptions of classical service process 54 

scheduling models can be found in Pinedo (2009).  55 

The rest of the paper is organized as follows. In Section 2, we first describe the Unified Services 56 

Theory (Sampson, 2001), which categorically defines services. We then analyze the challenges in service 57 

process scheduling system design in light of the theory. In Section 3, we provide a brief overview of 58 

traditional approaches to service process scheduling system design. In Section 4, we review literature on 59 

agent-based service process scheduling system design. Major design issues and research opportunities are 60 

discussed in Section 5. Section 6 concludes the paper.   61 

2 Unified Services Theory and Its Scheduling Implications 62 

Services have been commonly defined as intangible products (Pearce, 1981, p. 390; Bannock et al., 63 

1982, p. 372; Harvey, 1998, p. 596). In other words, a service typically does not result in the ownership of 64 

anything (Kotler & Keller, 2006, p. 402). Intangibility is an important characteristic of services. However, 65 

as stated in Sampson and Froehle (2006), it does not serve as a sufficient condition which defines a 66 

production process as a service. For example, software development results in a product that is intangible 67 

(computer code), but the output can indeed be inventoried and used or sold later. Unified Services Theory, 68 

on the other hand, identifies a single commonality that comprises all services. It defines what services are 69 

and what they are not. To facilitate the analysis of service implications to scheduling, it is useful to first 70 

introduce the Unified Service Theory. 71 

2.1 Unified services theory 72 

The Unified Services Theory (UST) is formally stated as follows (Sampson, 2001, p. 16): 73 

 “With service processes, the customer provides significant inputs into the production process. With 74 

manufacturing processes, groups of customers may contribute ideas to the design of the product, but 75 

individual customers’ only participation is to select and consume the output. All managerial themes 76 

unique to services are founded in this distinction.” 77 

The most important component in UST is customer inputs which distinguish services from 78 

manufacturing processes and are the root cause of the unique issues and challenges of services 79 
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management. The literature has typically identified three general types of customer inputs (Wemmerlov, 80 

1990): the customer’s self, his belongings or other tangible objects and information. Customer-self inputs 81 

are common in services involving co-production (i.e., the employment of customer labor in the process) 82 

and in services involving the physical presence of the customer. Typical examples are health care offices, 83 

buffet restaurants and taxi services. These service providers can prepare for production, but they cannot 84 

execute the actual service process until necessary customer-self inputs are present. Tangible belongings 85 

(or property) and physical objects make up another type of input a customer can provide to the service 86 

process. One’s car is an essential input into the automobile repair service process and one’s clothing is a 87 

necessary input to the dry cleaning service process. Providing tangible inputs often allows the service 88 

process to proceed even without the customer being physically present. Customer-provided information is 89 

a third type of input to the service process. For example, the tax return preparation process requires that 90 

customers provide financial information as process inputs. Without that information input the service 91 

production process cannot begin. 92 

The UST reveals principles that are common to the wide range of services and provides a unifying 93 

foundation for various theories and models of service operations. As demonstrated in Sampson and 94 

Froehle (2006), the UST has significant operational corollaries pertaining services management processes. 95 

Among them, capacity management and demand management significantly rely on the scheduling of 96 

service resources. In the rest of this section, we analyze the implications of UST to service process 97 

scheduling. We also present challenges in designing service process scheduling systems.  98 

2.2 Service process scheduling implications 99 

Scheduling plays an important role in service management due to the perishable nature of service 100 

provider’s capacity. A service provider has to pay scheduled workers even though there are no customers 101 

currently needing services. In other words, the service provider’s capacity to produce the service is time-102 

sensitive and cannot be inventorized by producing to stock. This high “operating leverage” implies that 103 

many service operations will be much more cost-competitive if the service providers effectively manage 104 

variable demand (Hur et al., 2004; Jack & Powers, 2004), which gives them higher utilization levels 105 

(Sampson, 2001, p. 240) or, alternately, manage capacity, which increase their volumes.  106 

The management of demand and capacity involves the allocation of service orders and resources over 107 

time, which is essentially a scheduling activity. On the demand management side, reservation systems 108 

schedule customer inputs into the production process such that waiting times are minimized. On the 109 

capacity management side, service managers schedule full- and part-time personnel to meet the expected 110 

workload for a future day. When the day of service arrives, if a significant gap is present between the 111 

experienced workload so far and the scheduled staff capacity, service managers will attempt to make an 112 

immediate adjustment to the staff schedule by changing station assignment, shifting breaks, or calling in 113 

additional workers (Hur et al., 2004). Compared with classical manufacturing scheduling, service process 114 

scheduling presents different challenges attributable to significant customer inputs in service production 115 

processes. In the following, we describe three important service process scheduling challenges, namely 116 

distributed and dynamic environments, complicated objectives and customers’ private information.  117 

2.2.1 Distributed and dynamic environment 118 

The requirement of customer inputs in services leads to a distributed and dynamic scheduling 119 

environment. First, the information needed for computing schedules, e.g. customers’ availability and 120 

preference information, is scattered among possibly a large number of customers. Collecting the 121 

information and keep it up to date can be challenging tasks. Secondly, service process scheduling has to 122 

be robust in accommodating contingencies caused by the customer involvement in service production. 123 

Uncertainty in customer demand, resource availability, service times, customer cancelations and no-124 

shows make the scheduling of services a complex dynamic process. Customers may ask to include 125 

additional tasks that are not anticipated, or to adapt to changes to several tasks, or to neglect certain tasks. 126 

The resources available for performing tasks are subject to changes as well. Certain resources can become 127 
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unavailable, and additional resources may need to be introduced. The beginning time and the processing 128 

time of a task are also subject to variations. A task can take more or less time than anticipated, and the 129 

customer inputs can arrive early or late. An optimal schedule, generated after considerable effort, may 130 

rapidly become unacceptable because of unforeseen dynamic situations. Since service capacity cannot be 131 

inventorized by producing to stock, customers who fail to present their inputs according to the schedule 132 

can lead to poor resource utilization, lower revenues and longer waiting times. The time-sensitive nature 133 

of service capacities signifies the need for more robust dynamic scheduling approaches. In addition, 134 

unlike the manufacturing environments where the number of resources (which are typically machines) is 135 

usually fixed (at least for the short term), in services, the number of resources (e.g. people, rooms, and 136 

trucks) may vary over time.  137 

The service process scheduling is further complicated by the fact that customers’ needs for services 138 

have varying degrees of urgency, and some decisions about non-urgent requests must be made in advance 139 

of having complete information about urgent and emergency demands. Take patient scheduling in 140 

diagnostic services, such as magnetic resonance imaging (MRI) scanning or computed tomography (CT) 141 

scanning, as an example.  The low-priority demand (outpatients) must be booked (often weeks in advance) 142 

before knowing the highly unpredictable high-priority demand (inpatients). To accommodate the demand 143 

imposed by the highly dynamic high priority inpatients, the hospital is forced to reserve a significant 144 

portion of the total capacity for this unknown high-priority demand leaving little room for outpatients. 145 

This results in unused capacity on days when inpatient demand is lower than expected and thus longer 146 

waiting times for outpatients than might be the case if this unused capacity could be utilized.  147 

2.2.2 Complicated objectives 148 

Planning and scheduling objectives in service industries are often considerably more complicated than 149 

those in manufacturing. Scheduling objectives in manufacturing are typically a function of the completion 150 

times, the due dates, and the deadlines of the jobs. Objectives in services may have additional dimensions. 151 

In contrast to manufacturing, the number of resources in a service environment may be variable (e.g. the 152 

number of full-time and part-time people employed). Because of this, there may be a different type of 153 

objective that tries to minimize the number of resources used and/or minimize the cost associated with the 154 

use of these resources. This is a typical objective of capacity management. In addition, customer 155 

preferences regarding the timing of delivering their inputs should also be considered in service process 156 

scheduling as they represent customer values over a schedule.  For example, in healthcare services, 157 

patients want more personalized care, which includes involvement in selecting appointment-times. Some 158 

patients prefer an appointment on the day they call, or soon thereafter, and the day of the week or the time 159 

of the appointment is not particularly important to them. Others prefer a particular day of week and a 160 

convenient time. They do not mind waiting for convenience. In both private and public healthcare 161 

systems, healthcare managers care about having high scores on patient satisfaction surveys. In addition, 162 

offering patients a convenient appointment time can decrease the number of no-shows and thereby 163 

increase operational efficiency (Wang and Gupta, 2011). 164 

2.2.3 Customers’ private information 165 

 Service processes involve significant customer inputs, which, in many cases, require that services are 166 

produced and consumed at the same time. Scheduling systems are used to synchronize the timing of the 167 

use of the different types of resources and the presence of customer inputs. To compute optimal schedules, 168 

ideally, the scheduler should know the complete customer availability information within the scheduling 169 

horizon. However, collecting the availability information across a large number of customers requires a 170 

significant amount of communication between the scheduler and the customers. This amount of 171 

communication can incur high administrative costs if the collecting procedure is not automated, which is 172 

the case of most existing service process scheduling systems. The issue is further complicated by the fact 173 

that customers are reluctant to reveal their complete availability because they treat their personal schedule 174 

as their private information. They are actually motivated to protect their privacy. Therefore, service 175 
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process scheduling systems should also be designed in a way that they are able to elicit necessary 176 

customer availability information to compute high quality schedules. The computation spent on eliciting 177 

customer’s availability information is referred to as elicitation complexity of the system. Elicitation 178 

complexity is imposed by the privacy constraint of the customers and calls for game theoretic approaches. 179 

3 Centralized Service process scheduling Approaches 180 

Traditional service process scheduling approaches usually assume a centralized environment in which 181 

a scheduler has all needed information to compute the schedule. Various service process scheduling 182 

models have been proposed, implemented, and evaluated for several decades. Generally speaking, the 183 

solution methods form two distinct classes: exact methods and heuristic methods. Exact methods are 184 

guaranteed to find a solution if it exists, and typically provide some indication if no solution can be found. 185 

However, given the NP-hard nature of service process scheduling models, exact methods are not practical 186 

for non-trivial problem instances. Heuristic methods do not guarantee optimization, but typically assure 187 

experimentally or analytically some degree of optimality in their solutions. They are usually quick and are 188 

practical ways of solving larger size scheduling problems. In this section, we briefly review some general 189 

heuristic methods and their application to service scheduling. 190 

3.1 Genetic algorithms 191 

Genetic Algorithms (GAs) are a set of global search and optimization methods for solving complex 192 

optimization problems with a large search space. With the objective of reaching the “best” solution, GAs 193 

systematically evolve a population of candidate solutions by using evolutionary computational processes 194 

inspired by genetic variation and natural selection. One of the earliest GAs for scheduling was proposed 195 

by Davis (1985). In his paper, Davis suggested an indirect representation which can be decoded to form 196 

the actual schedule of the scheduling problem. GAs have been applied to many service scheduling 197 

problems. For example, Ghaemi et al. (2007) proposed co-evaluation algorithm for university timetabling 198 

problem. Paechter et al. (1995, 1996) applied memetic algorithm for course timetabling. The memetic 199 

algorithm explorer the neighbourhood of the solution obtained by GA and navigates the search towards 200 

the local optima. Graph colouring heuristics are used by Burke et al. (1995, 1996, & 1998) to improve and 201 

accelerate the search process in timetabling. Burke et al. (1995) also developed a hybrid GA to ensure the 202 

most fundamental constraints are never violated in timetabling problem. They showed that the algorithm 203 

is guaranteed to produce a feasible solution by hard coding constraints and using hybrid crossover 204 

operator. In addition to timetabling, GAs have also been used to solve the scheduling problems in 205 

healthcare, such as patient scheduling and nurse scheduling (Petrovic et al., 2011; Aickelin & Dowsland, 206 

2001). 207 

3.2 Simulated annealing 208 

Simulated Annealing (SA), is a neighbourhood search method. Rather than always choosing the 209 

direction of the best improvement, which gives steepest-ascent hill-climbing, SA initially chooses random 210 

or semi-random direction but over time comes to prefer the direction of the best improvement. The 211 

direction selection process is controlled by some sort of temporal parameter, which is usually called 212 

‘temperature’ by analogy with real annealing. SA approaches require a schedule representation as well as 213 

a neighbourhood operator for moving from the current solution to a candidate solution. Annealing 214 

methods allow jumps to worse solutions and thus often avoid local sub-optimal solutions (Kirkpatrick et 215 

al., 1983). Quality of solutions produced by a SA implementation depends on the correct choice of 216 

solution space and neighbourhood, as well as the parameters that govern the cooling schedule. SA has 217 

been applied to service scheduling. For example, Gunawan et al. (2007) used a hybrid algorithm which 218 

consists of an integer programming, a greedy heuristic and a modified SA algorithm for solving large 219 

scale timetabling problems. Bailey et al. (1997) solved a nurse scheduling problem using SA and 220 

compared its performance with integer programming and a GA. They found that, for a given quality, their 221 



6 Dargahi et al. / Agent-Based design for Service Scheduling 

 

 

algorithm was faster than the GA and integer programming for the set of nurse scheduling testing 222 

problems.  223 

3.3 Tabu search 224 

Tabu search (TS) is similar to SA in that it also moves from one schedule to another with the next 225 

schedule being possibly worse than the one before. The difference is in the mechanism by which moves to 226 

new schedules are accepted. A TS maintains a list of tabu moves, representing schedules which, having 227 

been visited recently, are forbidden in order to diversify the directions in which search proceeds. TS has 228 

been proposed to compute high complexity large size health care service scheduling. Dowsland (1998) 229 

used tabu search with strategic oscillation for nurse scheduling. The objective is to ensure adequate nurses 230 

are on duty at all times while incorporating individual preferences and requests for days off in a way that 231 

is seen to be fair to all nurses. The method uses a variant of TS which oscillates between solutions with 232 

feasible nurse coverage and then applies nurse preferences to improve upon the solution. Demeester et al. 233 

(2010) proposed a hybrid TS algorithm for patient admission scheduling. It automatically assigns patients 234 

to beds in the appropriate departments by considering medical needs of the patients as well as their 235 

preferences while keeping the number of patients in the different departments balanced. The method uses 236 

a TS algorithm hybridized with a token-ring and a variable neighbourhood descent algorithm. To 237 

university course timetabling problems, TS has also been applied (Hertz, 1991; Hertz, 1992). 238 

3.4 Constraint logic programming 239 

Many service scheduling problems can be modelled as constraint satisfaction problems (CSP). In a 240 

CSP, values which satisfy a set of constraints must be found for a set of discrete variables with finite 241 

domains. Constraint satisfaction is a search procedure that operates in the space of constraint sets rather 242 

than in that of the solution sets. A Constraint Logic Programming (CLP) provides the ability to declare 243 

variables and their domains for CSP problems. Examples of applying CLP to service scheduling problems 244 

can be found in Gueret et al. (1995), Henz and Wurtz (1995), and Abdennadher and Schlenker (1999). 245 

3.5 Approaches considering customer preferences and dynamic environment 246 

Because of the computational complexity involved in creating schedules that simultaneously consider 247 

customer preferences and scheduling objectives, a limited research in centralized service scheduling 248 

considered customer preferences. Wang and Gupta (2011) proposed a heuristic approach for patient 249 

scheduling which captures customer preferences. The method has two components. The first one 250 

dynamically learns patient’s preferences, updates estimate of acceptance probabilities. The second one 251 

uses the acceptance probability information for booking decisions. Jaumard et al. (1998) proposed an 252 

integer programming model accommodating workers’ preferences. The problem was solved using 253 

Dantzig-Wolfe decomposition. The objective was to minimize salary costs and maximize nurse 254 

preferences. Azaiez and Sharif (2005) developed a 0-1 linear goal programming model for the nurse 255 

scheduling in a hospital in Saudi Arabia. Nurse’s preferences for shift time are obtained from a survey 256 

consisting of 15 multiple choices. Nurses’ preferences were combined with hospital constraints to develop 257 

the linear goal programming model.  258 

Centralized service scheduling usually deal with dynamic environment using simulation based 259 

approaches. A simulation is the imitation of the operation of a real-world process or system over time 260 

(Groothuis & Merode, 2001). An advantage of simulation study over heuristic approaches is the ability of 261 

modelling complex systems and representing environmental variables. Hancock and Walter (1984) 262 

conducted a simulation study based on historical data of patient arrival. The simulation is used to 263 

determine the number of procedures that would be performed in each day of the week. Groothuis and 264 

Merode (2001) applied discrete event simulation technique to optimize the use of catheterization capacity 265 

in a hospital. Ho and Lau (1999) proposed a simulation based method for evaluating the impact of 266 
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different combinations of the dynamic environmental factors such as no-shows, service times, and the 267 

number of customers per service session to the quality of service schedules. 268 

The above mentioned traditional scheduling methods encounter great difficulties when they are 269 

applied to real-world situations. This is because they use simplified theoretical models and are essentially 270 

centralized in the sense that all computations are carried out in a central computing unit. The intelligent 271 

agent technologies, on the other hand, suggest an innovative, lightweight approach to scheduling 272 

problems. The main characteristic of intelligent agents is their autonomy. Each agent makes its own 273 

decisions, based on its internal state and on the information it receives from its environment; so each 274 

agent can keep its independency from the rest of system. In other words each agent according to its 275 

private information may use different policy independently from the rest of the system. Agent-based 276 

systems are inherently distributed and robust in dynamic environments. Agents can retrieve information 277 

from different resources, analyze them, filtering redundant information, select and present the data by an 278 

interface which is interested by users. Another feature of agents is their sociability. Agents can 279 

communicate with each other and exchange any kind of information. By this way they can overcomes 280 

inconsistency among their local schedules and resolve errors and collaborate in the process of scheduling. 281 

Thus according to the properties of agent-based systems, agent-based approach can be a good candidate 282 

for service scheduling. 283 

4 Literature on Agent-Based Service Scheduling System Design 284 

Agent-based service scheduling system design is essentially a distributed approach which is more 285 

flexible, efficient, and adaptable to real-world dynamic environments (Shen et al., 2006). By applying 286 

agent-based service scheduling system architecture, the distributed nature of service scheduling is 287 

naturally modelled. In addition, each agent can be assigned different objectives. In this way, the 288 

complicated multiple objectives in service scheduling can be decomposed to individual agents. This 289 

decomposition significantly simplifies the modelling of the objectives (Jennings, 2001). Agent-based 290 

scheduling systems have been proposed for several important service sectors. However, there is a lack of 291 

general problem formulations, classifications, solution frameworks, and test beds in service scheduling. 292 

We therefore take a domain specific approach. The service process scheduling literature has concentrated 293 

on several representative domains such as meeting, healthcare, transportation, and computing services. 294 

We review these application domains through the lens of how agent-based system design approach 295 

addresses service process scheduling challenges. Since the challenges of distributed scheduling 296 

information and complicated multiple objectives have been naturally modelled in agent-oriented design 297 

paradigm, in this section, we focus on how agent-based scheduling system design tackles the challenges 298 

of dynamic environment and users' private information. 299 

4.1 Meeting scheduling 300 

Meeting scheduling problem signifies a decision-making process affecting several users, in which it is 301 

necessary to decide ”when” and ”where”, one or more meetings should be scheduled (Hassine et al., 302 

2004). Since it usually involves inputs of multiple users, meeting scheduling can be classified as a service 303 

scheduling problem. Agent-based meeting scheduling approaches have been proposed in the literature. 304 

Some of them are distributed implementation of constraint satisfaction algorithms in the multiagent 305 

systems environment. In the multiagent meeting scheduling system developed by Franzin et al. (2002), 306 

agents communicate in several proposal phases. Whenever agents communicate during the proposal 307 

phases, the information they exchange can be used to build an approximation of the constraint set of the 308 

other agents. In other words each agent in the proposal phase is able to elicit other agent’s availability. To 309 

deal with the challenge of dynamic environment, Hassine et al. (2004) formalize meeting scheduling as a 310 

dynamic valued constraint satisfaction problem. Agents negotiate with each other to achieve a schedule in 311 

a way that maximizes global utility. In the negotiation process host agent proposes a set of timeslots as a 312 

solution to the other agents who participate in the meeting. Each participant agent that has received this 313 
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message ranks the obtained time slots according to its preferences and constraints and returns them to the 314 

proposer agent. Proposer agent tries to find the best solution, which maximizes its utility, from the 315 

received time slots. The same process resumes until an agreement is reached among all of the agents. 316 

Course timetabling at universities, which can be seen as a type of meeting scheduling problem, is also 317 

modeled as a constraint satisfaction problem by Meisels and Kaplansky (2003). Inter agent negotiation 318 

protocol is used to overcome inconsistency among local schedules.  319 

The presence of users’ private information is also addressed in agent-based meeting scheduling. 320 

Wainer et al. (2007) defined four levels of privacy protocol (or modes of agents’ interaction) to model 321 

users’ private information, namely, full information protocol, approval protocol, voting protocol and 322 

suggestion protocol. These modes of interaction are defined based on whether the participants are 323 

comfortable in sharing their private information with the host or not during the negotiation process. In 324 

Modi et al. (2004), agents’ private information is modelled as their utilities. Each agent makes a decision 325 

about accepting a meeting time based on how the decision will impact its utility. The utility of a timeslot 326 

is calculated based on the difference between the value of meeting scheduled in the timeslot and the 327 

predicted cost of negotiating with other agents. Crawford and Veloso (2004) designed a mechanism for 328 

meeting scheduling which is incentive compatible. A mechanism is incentive compatible if it is every 329 

agent’s dominant strategy to reveal their private utility values truthfully. The mechanism motivates agents 330 

to reveal their valuation for each of the feasible schedules. The schedule that maximizes the social welfare 331 

is selected. Agent’s payments are VCG auction payments which justifies the incentive compatibility of 332 

the mechanism. Iterative auction are also used in agent-based meeting scheduling.  In a course timetabling 333 

system proposed by Sönmez and Ünver (2007), students are assigned certain amount of bid endowments 334 

and they bid for different schedules of courses using the endowments assigned. Students are modelled as 335 

price-takers under a belief system. In other words students’ bids are based on their guess about the 336 

market-clearing price they will face. Krishna and Ünver (2007) also proposed a course bidding system 337 

and conducted a field test at the Ross School of Business, University of Michigan, in spring 2004 338 

semester. In their biding system student bids are used to infer students’ preferences over courses and to 339 

determine their priorities for courses. In addition to users' private information, the challenge of dynamic 340 

environment is also addressed in agent-based meeting scheduling. Typical examples include Wainer et al. 341 

(2007), Modi et al. (2004) and Sönmez and Ünver (2007). 342 

4.2 Healthcare 343 

Agent-based approach in which patients and hospital resources are modelled as autonomous agents 344 

with their own goals, reflects the decentralized structures of health care environment. Most of the agent-345 

based healthcare scheduling literature focuses on the challenge of distributed and dynamic environment of 346 

healthcare management. In a recent research on operation rooms scheduling, Zhiming (2011) developed a 347 

two stage approach which addresses the challenges of dynamic scheduling. Mixed integer programming is 348 

used in the first stage for assigning surgical operation to each operation room. The second stage utilizes a 349 

dynamic rescheduling approach, in which agents reallocate tasks among them using the contract net 350 

protocol in a way that minimize the cost of the operation rooms.  351 

Agent-based approaches are also proposed for patient scheduling. Hannebauer and Muller (2001) 352 

formulated patient scheduling as a distributed constraint optimization problem. They proposed the Multi-353 

phase Agreement Finding (MPAF) algorithm for coordinating the agents and covering the constraints. 354 

MPAF consists of two phases, the proposal phase and the assignment phase. In the proposal phase 355 

diagnostic unit agent selects a set of feasible appointment timeslots based on its optimization criteria and 356 

proposes to the patient agent. In the assignment phase, the patient agent decides whether to accept the 357 

proposed timeslots. This decision is made based on the agent’s scheduling constraints and its scheduling 358 

objective which is to minimize the waiting time between appointments. Other agent-based patient 359 

scheduling approaches model the scheduling environment as a market. Given the distributed and dynamic 360 

nature of patient scheduling, markets can efficiently distribute scare resources between patients. 361 

Paulussen et al. (2003) developed a bidding mechanism for patient scheduling, in which patient agents 362 



Dargahi et al. / Agent-Based design for Service Scheduling 9 

  

communicate their (private) utility for certain time-slots on a resource via a price mechanism. The price 363 

that patient agents are willing to pay is the difference between the cost-value of the current allocation and 364 

the cost-value for the wanted appointment. Resources are assigned to the patients that are willing to pay 365 

the highest price (to the patients who gain the highest health sate improvement). The scheduling objective 366 

is to maximize resource utilization and minimize patient stay time in hospital. For patients who need to 367 

schedule several related appointments, a multi-round auction mechanism is proposed by Hosseini et al. 368 

(2011). In this approach, patients calculate the value of obtaining each resource by solving their Markov 369 

decision problem. In each round of auction, agents submit their bids; auctioneer determines the winner 370 

and moves to the next step. The objective of winner determination is to minimize the global regret values 371 

of patients. Regret value of a patient on a resource is defined as the difference in value between getting 372 

the resource and not getting the resource given patient’s current health state.  373 

Agent-based approaches are also proposed for nurse timetabling. Grano et al. (2009) proposed an 374 

auction based nurse scheduling approach that considers both nurse preferences and hospital requirements. 375 

In the auction nurses bid for work shifts and rest day using the points instead of money value. So in the 376 

bidding stage nurse’s private information which consists of availability and preferences for specific days 377 

and shifts are obtained. Winners are selected using an optimization model which seeks to award shifts to 378 

the highest bidders while simultaneously meeting hospital requirements.  379 

4.3 Transportation services 380 

Agent-based approach has been adopted in transportation planning and scheduling research for more 381 

than two decades. Fischer et al. (1995) pointed out that transportation planning and scheduling are 382 

inherently distributed, complex tasks. Geographically, trucks and jobs are distributed and also maintain 383 

some level of autonomy. To implement traditional methods, a scheduler must gather a large amount of 384 

information to a central place where the solution can be computed. However, using agent-based approach, 385 

an agent only requires local information. In their review on multiagent systems in logistics, Lang et al. 386 

(2008) concluded that planning and scheduling problems in transportation have specifications that comply 387 

with particular capabilities of agent systems. Specifically, these systems are able to deal with inter-388 

organizational and event driven scheduling settings that meet supply chain’s planning and execution 389 

requirements. Davidsson et al. (2005) also identified a number of positive aspects of the agent-based 390 

approaches to logistics. Existing surveys (Lang et al., 2008; Davidsson et al., 2005) mainly focus the 391 

research addressing the distributed and dynamic aspects of transportation services. In the rest of this 392 

section, we review papers focusing on the challenge of the presence of customers’ private information, 393 

which is mainly tackled by the design of various auction systems in the context of multiagent systems.  394 

Auction mechanisms, especially combinatorial auctions, have been adopted by a large number of 395 

shippers and 3PL (third party logistic) providers. Leading companies such as Wal-Mart, Procter & 396 

Gamble and Sears have used combinatorial auctions to reduce their logistic costs (Sheffi, 2004). Song and 397 

Regan (2003) proposed an auction based mechanism, the Collaborative Carrier Network, for carriers to 398 

exchange their excess capacities in a TL (truckload) spot-market. Through this network, carriers can buy 399 

and sell transportation capacities. The network is structured as a group of auctions launched by carriers. 400 

Each carrier can be both a contractor and a sub-contractor in different auctions. A carrier will launch at 401 

most one auction at a time and that if new loads come in during the previous auction round, they will be 402 

simply held and wait for the next round. The network attempts to ease the exchange of information, drop 403 

transaction cost and make it possible for both carriers and shippers to access larger markets. Kwon et al. 404 

(2005) also proposed an iterative auction mechanism for TL transportation procurement. Each agent 405 

(carrier) bids for a package of lanes. A descending multi-round format is used to allocate lane packages to 406 

the agents. First, agents compute their preferred packages based on their cost structures and submit them 407 

to the auctioneer. Then the auctioneer performs a provisional allocation of lanes to the agents by solving a 408 

winner determination problem (WD) with objective of minimizing the payments. Simulation results 409 

showed that both carriers and shippers reduced their cost through a better collaboration. For the LTL (less 410 

than truckload) setting, Krajewska and Kopfer (2006b) proposed an auction model for the collaboration 411 
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among individual freight forwarding entities. Cooperating forwarders exchange their orders through a 412 

combinatorial auction. The auction is individually rational, which means each individual partner increase 413 

its profit by participating in the coalition. 414 

Effective collaboration among agents in a distributed system leads to better utilization of resources 415 

and, thus, greater efficiency and profit for the whole system. However, before entering into the 416 

partnership, agents have to agree upon how to share the profit resulted from the collaboration. In a 417 

collaborative environment where, for example, carrier companies belong to a common holding 418 

organization, profit sharing may not require incentive compatible mechanisms. Gujo et al. (2009) 419 

proposed an exchange mechanism, called ComEx, for inter-enterprise logistic services. In ComEx, 420 

transportation capacity in each division is managed by a profit centre which can possibly exchange 421 

delivery orders with other profit centres based on the geographical zones and time windows of the orders. 422 

The gained profit is shared proportionally among profit centres based on the cost saving of each profit 423 

centers participating the exchange. A precondition of this type of profit sharing is that ComEx has access 424 

to the cost saving data of profit centers. ComEx works well in the collaborative setting. However it is not 425 

suitable for game theoretic settings where profit centres do not belong to a common holding organization 426 

and they may be reluctant to share their cost saving data. In this case, profit distribution mechanism based 427 

on game theory and combinatorial auction should be applied (Krajewska and Kopfer, 2006b; Gomber et 428 

al., 1997).  Other agent-based models in transportation services distribute gained benefit of collaboration 429 

from a loss sharing rather than profit sharing perspective (Schönberger, 2005; Schönsleben & Hieber, 430 

2004). Krajewska and Kopfer (2006a) present an overview of these benefit sharing models. 431 

4.4 Computing services 432 

Modern computing services aggregate a large number of independent computing and communication 433 

resources and data stores. They are built on the bases of distributed computing, grid computing and 434 

virtualization. Computing service environment is inherently complex, heterogeneous and dynamic. 435 

Service resource management systems need to provide mechanisms and tools that allow resource 436 

consumers (end users) and providers (resource owners) to express their requirements and facilitate the 437 

realization of their goals. This objective necessitates seamless scheduling of providers’ resources to 438 

support dynamic scaling of users activities across multiple domains. Scheduling computing services under 439 

varying load, diverse application requirements and heterogeneous systems is a challenging problem. 440 

Agent-based approach can be an effective way to realize information sharing, unpredictable dynamism 441 

and increasing heterogeneity in computing service scheduling.  442 

With the aim of tackling the challenge of dynamic environment in computing services, An et al. (2010) 443 

proposed a distributed negotiation mechanism for dynamic and uncertain resource demand and supply in 444 

computing as service (cloud computing) platform. The mechanism is an extension to alternating offers 445 

protocol with the feature of allowing agents to decommit from contracts at a cost. The mechanism 446 

facilitates the agents’ negotiation over both a contract price and a decommitment penalty. They evaluated 447 

and compared their approach experimentally using representative scenarios and workloads, to both 448 

combinatorial auctions and the fixed-price model used by Amazon’s EC2, and showed that their model 449 

achieves a higher social welfare. Scheduling mechanisms for computing services typically deal with the 450 

dynamics of both resource and service markets. Sim (2012) proposed a concurrent negotiation mechanism 451 

for agents to negotiate in multiple interrelated e-Markets.  He developed an agent-based test bed 452 

consisting of provider agents and consumer agents acting on behalf of resource providers and consumers, 453 

respectively, and a set of broker agents. The mechanism consists of: (1) a bargaining-position-estimation 454 

strategy for the multilateral negotiations between consumer and broker agents in a service market and (2) 455 

a regression-based coordination strategy for concurrent negotiations between broker and provider agents 456 

in resource markets. The negotiation outcomes between broker and provider agents in a resource market 457 

can potentially influence the negotiation outcomes between broker and consumer agents in a service 458 

market. Using this mechanism, the broker agent accepts service requests from consumer agents, purchase 459 

resources from provider agents. The collection of resources which satisfy consumer agents' requirements 460 
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is dynamically composed. Mobile agents are also designed for providing scalability in cloud computing. 461 

In Singh and Malhotra (2012), a mobile agent is capable of transporting its state from one environment to 462 

another with its data intact and performing appropriately in the new environment. The agents are 463 

supported with algorithms for searching another cloud with better response time when the approachable 464 

cloud becomes overloaded.  465 

To deal with the challenge of customer’s private information, game-theoretic based methods have 466 

been proposed to solve the resource allocation problem in network systems. Gagliano et al. (1995) 467 

presented an auction allocation of computing resources. In the proposed auction, computing tasks are 468 

provided sufficient intelligence to acquire resources by offering, bidding and exchanging them for funds.  469 

Wolski et al. (2001) compared commodities markets and auctions in grids in terms of price stability and 470 

market equilibrium. Zaman and Grosu (2011) studied and implemented combinatorial auction-based 471 

mechanisms for efficient provisioning and allocation of computing service (VM instances) in cloud 472 

computing environments with the objective of maximizing the revenue of the service provider as well as 473 

providing an efficient allocation of resources. A recent survey on market-oriented resource management 474 

and scheduling in computing services can be found in Garg and Buyya (2011). 475 

5 System Design Issues and Research Opportunities 476 

By adopting the agent-based approach, the challenges of distributed environment and complicated 477 

multiple objectives in service scheduling have been naturally modelled in the agent-oriented architecture. 478 

The main design issue is how to design agent-based scheduling systems such that they can effectively 479 

address the challenges of dynamic scheduling environment and the presence of customers’ private 480 

information. In the previous section, we have reviewed typical agent-based scheduling approaches aiming 481 

at addressing these challenges from a domain specific perspective. In this section, we summarize the 482 

existing agent-based service scheduling approaches from the system design perspective and identify 483 

future research opportunities 484 

5.1 System structures 485 

Existing literature on agent-based service scheduling system design usually adopt the physical 486 

decomposition approach for agent encapsulation. Service providers who control the service resources are 487 

modeled as provider agent. Users who request services are modeled as customer agents. In some cases, 488 

such as carrier collaboration in transportation services, a service provider can also request services from 489 

other providers. In this situation, a service provider can have both the roles of provider agent and 490 

customer agent. Given the agent encapsulation scheme, agent system architectures provide the organizing 491 

framework within which agents interact with each other. In the context of agent-based service scheduling, 492 

two types of system structures are usually adopted, namely mediated structure and autonomous structure. 493 

Mediated structure utilizes a mediator to coordinate the allocation of resources to users. Service provider 494 

agent often assumes the role of mediator. For example, in healthcare scheduling, provider (resource) 495 

agents usually take the role of mediator and coordinate the resource allocation among patients (Paulussen 496 

et al., 2003; Hannebauer and Muller, 2001; Hosseini et al., 2011). 497 

Autonomous structure appears in the settings where a service provider also requires services from 498 

other providers, that is, an agent is both a provider and a customer. In autonomous structure, interactions 499 

between agents are not coordinated by mediator agents. Instead, agents optimize their schedules by 500 

exchanging their resources (Krajewska and Kopfer, 2006b, Gujo et al., 2009). In some service scheduling 501 

settings, such as meeting scheduling or workforce scheduling, there are no explicit resource times to be 502 

allocated. Instead, the main issue is to find a meeting time or work schedule which is agreeable by all 503 

participants. For example, in Becker and Hans (2006), agents representing operation room staffs negotiate 504 

with each other based on the Nash bargaining solution to schedule their work shifts. Autonomous 505 

structure is also often used in agent-based meeting scheduling applications (Hassine et al., 2004, Modi et 506 

al., 2004, and Franzin et al., 2002). 507 
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5.2 Negotiation mechanisms 508 

Given its inherently decentralized nature, agent-based service scheduling must coordinate agents’ 509 

behavior using some types of negotiation protocols. Among others, the Contract Net protocol (CNP) and 510 

economic based models, such as auctions, are more prevalent. CNP is essentially a general tendering 511 

procedure. However, unlike auctions, the awarding decision may not be related to price or cost factors. To 512 

summarize, each agent (manager) having work to subcontract broadcasts a call for bidding message and 513 

waits for other agents (contractors) to send back their bids. After receiving bids from all agents or waiting 514 

for a certain time period, the manager evaluates all bids received based on its evaluation criteria and 515 

awards its contracts to one or more contractors, which then process the subtask. CNP coordinates task 516 

allocation, providing dynamic allocation and natural load balancing. Unlike general equilibrium market 517 

mechanisms or auctions, which usually require a mediator, contract nets are purely distributed model, in 518 

which any agent can act as a manager and subcontract tasks to other agents. CNP can be easily embedded 519 

into the autonomous system structure and is suitable for distributed dynamic scheduling.  For example, in 520 

Zhiming (2011), CNP is used to dynamically reallocate tasks among agents in an operation rooms 521 

scheduling setting. The drawback of CNP is that there is no built in mechanism to motivate agents to 522 

reveal their private information. Therefore, it is not sufficient in the service scheduling settings where 523 

there is the presence of customers’ private information. 524 

Auctions can accommodate customer private information by providing necessary incentives to 525 

customers. There is a wealth of literature on auction design. Different auction formats such as sequential 526 

auctions, simultaneous auctions and combinatorial auctions have been studied extensively in the literature. 527 

In agent-based service scheduling, combinatorial auctions (also called bundle auctions) are usually used 528 

because scheduling is, in its essence, a combinatorial optimization problem. Typical examples include 529 

various implementations of VCG auctions (Crawford & Veloso, 2004; Sheffi, 2004; Berger and Bierwirth, 530 

2010).  However, due to high computational complexity, VCG is not practical for large scale problems, 531 

especially in dynamic environments. To provide better responsiveness sequential auctions, simultaneous 532 

auctions and iterative implementations of combinatorial auctions are also adopted in services scheduling 533 

(Paulussen et al., 2003; Song and Regan, 2003; Sönmez & Ünver, 2007; Kwon et al., 2005; Gujo et al., 534 

2009). We will compare different auction models and analyze their applicability to agent-based service 535 

scheduling in the following subsection. 536 

5.3 Research opportunities 537 

This paper provides a survey on system design for service process scheduling. Our review covers 538 

several representative service domains. The reviewed approaches focus on either dynamic scheduling 539 

environment or users’ private information. These approaches may not be sufficient for many real world 540 

service scheduling applications because they usually deal with only part of the challenges. Based on this 541 

survey, as well as on our first-hand research and development experience in this area, we believe that 542 

future research on an integrated approach that tackles service scheduling challenges concurrently is much 543 

needed. While there is no built in mechanism in CNP to address customers’ private information, a logical 544 

step to the integrated approach is to design auctions which can accommodate dynamic changes and 545 

handle bundles of resource requirements in service scheduling.  The key issue is how to deal with 546 

enormous computational complexities of combinatorial auctions in dynamic environments. 547 

In general auction terms, combinatorial auctions (CA) allow bidders to place bids on bundles of items. 548 

It addresses bundle preferences explicitly. However, the computation required to solve hard valuation 549 

problems and winner determination problems can be prohibitive. In general, CAs are likely to be practical 550 

for smaller size problems. In addition, CAs require a complete valuation on alternative schedules to be 551 

revealed to the auctioneer. In service scheduling, customers are often reluctant to do so in case 552 

information might leak out and adversely affect their other decisions or negotiations. Lack of 553 

transparency is another practical concern in CAs. It can be difficult to explain to the customers why a 554 

certain schedule is chosen. Iterative bundle auctions are iterative implementations of CAs. This class of 555 

auction has practical significance because it addresses the computational and informational complexities 556 
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of CAs by allowing bidders to reveal their preference information only as necessary as the auction 557 

proceeds, and bidders are not required to submit (and compute) complete and exact information about 558 

their private valuations. In many cases, iterative auctions present better computational and privacy 559 

properties than those of CAs. In addition, iterative auctions have the potential of accommodating dynamic 560 

events, which is an important requirement in service scheduling applications. With a careful design of the 561 

structure and components, iterative bundle auctions have the potential of significantly reducing 562 

computational costs and accommodating the dynamic environment and users’ private information in 563 

service scheduling.  564 

Differently from CAs and their iterative implementations, sequential and simultaneous auctions price 565 

bundles as the sum price of the individual items. However, they do not allow bidders to bid on bundles of 566 

items. Sequential auctions suppose that the set of items is auctioned in sequence. Bidders bid for items in 567 

a specific known order and can choose how much (and whether) to bid for an item depending on past 568 

successes, failures, prices and so on. Sequential auctions are particularly useful in situations where setting 569 

up combinatorial or simultaneous auctions is infeasible. Simultaneous auctions sell multiple items in 570 

separate markets simultaneously. Bidders have to interact with simultaneous but distinct markets in order 571 

to obtain a combination of items sufficient to accomplish their task. Real-world markets quite typically 572 

operate separately and concurrently despite significant interactions in preferences. Sequential and 573 

simultaneous auctions tackle the complementarities over resources in the same spirit of general 574 

equilibrium theory. These auctions fail when there are no prices that support an efficient solution (the 575 

existence problem) and also when agents bid cautiously to avoid purchasing an incomplete bundle (the 576 

exposure problem). However, given that these auctions are more practical in terms of computation, they 577 

are two important models worthy of further study. 578 

In addition to the design of core negotiation mechanisms, there are other research needs in agent-based 579 

service scheduling. For example, there is a lack of systematic analysis and comparison on how system 580 

design factors affect computational time in agent-based service scheduling systems. To adequately test 581 

and evaluate various approaches, benchmark problems are also needed.  Furthermore, the systems must 582 

be designed to integrate a wide range of real-time information and uncertain parameters into the dynamic 583 

service scheduling process. Differently from existing auction designs in the literature, dynamic pricing 584 

cannot be applied to some services, such as healthcare and government services. In these settings, bidding 585 

based service scheduling systems without dynamic pricing are needed. We believe this is an interesting 586 

research topic even for auction design in general.  587 

6 Conclusion 588 

Service scheduling are inherently distributed and dynamic. The presence of customers’ private 589 

information imposes additional challenges in finding high quality solutions. Agent-based systems can be 590 

an appropriate approach to service scheduling due to their distributed and autonomous nature. This paper 591 

analyzed challenges in service scheduling system design and reviewed agent-based scheduling 592 

approaches in representative service domains through the lenses of how they address the challenges of 593 

service scheduling. Despite of many domain specific design applications in agent-based service 594 

scheduling, there is a lack of general problem formulations, classifications, solution frameworks, and test 595 

beds.  Constructing these general models for service scheduling will greatly facilitate the collaboration of 596 

researchers in this area and guide the effective development of integrated service scheduling systems. 597 

Moreover, the applicability of a service scheduling approach to industrial settings will largely depend on 598 

how it copes with distributed and dynamic environments and on how it computes high quality solutions 599 

despite the presence of customers’ private information. 600 
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