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ABSTRACT 

Finding Usage Patterns from Generalized Weblog Data 

Tahira Hasan 

Buried in the enormous, heterogeneous and distributed information, contained in the 

web server access logs, is knowledge with great potential value. As websites continue 

to grow in number and complexity, web usage mining systems face two significant 

challenges - scalability and accuracy. This thesis develops a web data generalization 

technique and incorporates it into the web usage mining framework in an attempt to 

exploit this information-rich source of data for effective and efficient pattern discovery. 

Given a concept hierarchy on the web pages, generalization replaces actual page-clicks 

with their general concepts. Existing methods do this by taking a level-based cut 

through the concept hierarchy. This adversely affects the quality of mined patterns 

since, depending on the depth of the chosen level, either significant pages of user 

interests get coalesced, or many insignificant concepts are retained. We present a usage 

driven concept ascension algorithm, which only preserves significant items, possibly 

at different levels in the hierarchy. Concept usage is estimated using a small stratified 

sample of the large weblog data. A usage threshold is then used to define the nodes to 

be pruned in the hierarchy for generalization. Our experiments on large real weblog 

data demonstrate improved performance in terms of quality and computation time of 

the pattern discovery process. Our algorithm yields an effective and scalable tool for 

web usage mining. 
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Chapter 1 

Introduction 

"The sheer volume of information 

dissolves the information" 

Giinter Wilhelm Grass 

The World Wide Web, known as the web, has made a phenomenal contribution 

in disseminating information across the globe. Over the years, the number of infor­

mation seekers and providers has grown exponentially, creating a highly competitive 

environment. This has made it indispensable for the providers to recognize the in­

formation needs of their users in order to attract new visitors and retain the existing 

ones. 

With more than 180 million websites and 1.5 billion web users [52, 36], the 

resulting web browsing activities generate huge amount of data, recorded in web 

server access log files. Since a weblog keeps track of the users' browsing behavior 
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down to individual mouse clicks, manual inspection of this immense amount of data 

becomes virtually impossible. Therefore, the use of data mining techniques (known 

as web usage mining) for the modeling and analysis of such data, was the natural 

alternative step and is now the focus of an increasing number of researchers. 

Web Usage Mining [12, 21] is formally defined as the application of data mining 

techniques to discover and analyze interesting patterns in the browsing behavior of web 

users. Over the years, it has emerged as an essential tool for providing more personal­

ized, user friendly and improved Web services. This has resulted in the development 

of many successful applications such as web personalization [18], site improvements 

[44], marketing decision support [6], web caching and prefetching [49]. 

1.1 Motivation 

The ultimate goal of web usage mining is to capture, model and analyze the behavioral 

patterns (such as association rules or classification rules) and profiles of the users' 

interactions with a website, that are of potential interest and also reflective of the 

users' preferences. However, in some of the earlier proposals for web usage mining (e.g. 

[14]) the quality of the extracted patterns was poor due to the shallowness of the data 

available to these systems. Relying on the web usage data alone can be ineffective due 

to two reasons. Firstly, in cases where little or no usage information is available (such 

as in the case of newly added pages), the system fails to draw reasonable conclusions 

about such items. Moreover, as a result of insufficient usage data two pages that 
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are never used together will not be identified as similar even if they are semantically 

(content-wise or structurally) related to each other. Secondly, the use of dynamic 

URLs hampers the ability of these systems to interpret or reason about the discovered 

usage models, since the resulting profiles only contain usage patterns at the URL 

level. For example [53], consider the following cryptic association rule, in the context 

of an online bookstore: "If ht tp: / /www.the shop.com/show.html?item=123, then 

ht tp : / /www.the shop.com/show.html?item=456, support = 0.5, confidence = 0.4". 

This does not give any useful interpretation of the user intentions. On the other hand, 

actionable patterns like " Users who bought 'Hamlet' also tended to buy 'How to stop 

worrying and start living'," could give significant insights into the underlying reasons 

for particular user behaviors. 

A common approach to compensate for these limitations of the usage data is 

to integrate content characteristics of pages into the web usage mining process [17]. 

Generally, in this approach, URLs are either mapped to keywords extracted from the 

content on the Web site or classified into various content categories obtained from 

externally available concept hierarchies. The integration of domain knowledge can 

capture patterns of user interests at a deeper semantic level, exploit the underlying 

dependencies among the users' navigational behaviors and in general improve the 

quality of the web usage mining. 
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Figure 1.1: Skeletal Structure of User-Page view Matrix 

1.1.1 Challenges in Web Usage Mining 

It is clear from the published literature that semantically enriched web usage mining 

is successful in overcoming the shortcomings of the traditional systems, but there are 

still some challenges that need to be addressed. 

The primary choice of data representation for web usage mining procedures has 

been the vector space model [62, 50, 47], where each visit of a user to a website is 

encoded as a vector whose dimensions correspond to the total number of distinct 

URLs in a website. Figure 1.1 shows a skeletal structure of the user-pageview matrix 

composed of all such vectors, capturing the past transactions. Although this simple 

representation is claimed to facilitate various data mining algorithms {e.g., clustering 

and association rule mining), its usability is limited by the following two inherent 

problems of web data which are generally aggravated by its semantic enrichment. 

1. High dimensionality: Web usage data is characterized by high dimension 
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(c.f., Fig. 1.1) as it is composed of quite heterogeneous and granular features 

such as URLs. The semantic enrichment of these URLs further amplifies the di­

mensionality of the underlying data. As a result, the mining process requires an 

excessive amount of storage space, is often very time-consuming, scales poorly 

in practice, and eventually encounters the inherent curse of dimensionality [4]. 

The curse of dimensionality is a term commonly used in data mining to ex­

press the fact that the complexity of many existing data mining algorithms is 

exponential in the number of dimensions. Therefore, with increasing dimension­

ality, these algorithms soon become computationally intractable and effectively 

impractical in many real applications. 

2. Sparsity: For high-dimensional representations, the data distribution is usu­

ally sparse which means that the data points are located in different dimen­

sional subspaces. In other words, as the number of both the web pages and 

users continues to grow, the likelihood that different users access common pages 

decreases. Therefore, eventually we have insufficient usage data as many web 

pages are not accessed by most users. This corresponds to many empty cells 

in the user-pageview matrix shown in Fig. 1.1. Friedman [23] discusses that as 

data sparsity increases, data points tend to become equidistant from one an­

other. This phenomenon may render many data mining tasks (e.g., clustering) 

ineffective because the model becomes vulnerable to the presence of noise and 

fails to correctly capture the underlying structure of data. 
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This shows that along with introducing greater flexibility to the process of web 

usage mining the integration of domain knowledge also makes the process suscepti­

ble to two significant challenges, i.e., quality and scalability. However, it is possible 

to take advantage of this additional semantic information and use it to project the 

high-dimensional data to an aggregated lower-dimensional representation. Commonly 

known as data generalization, it is an effective data reduction technique which sub­

sequently minimizes the effects of sparseness as well. Generalization is a data com­

pression technique that helps remove excessive and non-relevant details and derives 

from a source dataset, a target dataset at a reduced scale such that the structural 

characteristics of the source data are maintained for a given application. Most known 

generalization techniques utilize a concept hierarchy to replace detailed concepts in 

the given dataset by their general concepts in an attempt to decrease the data di­

mensionality and increase the data density. Therefore, restricting mining tasks to 

concepts at a higher level of abstraction (in a concept hierarchy) is believed to help 

in improving not only the scalability of the mining process but also the quality of 

the patterns discovered. This improvement in quality is expected not only due to the 

possibility of identifying certain patterns which otherwise might be missed due to the 

insufficient usage, but also due to pruning away many patterns which were redundant 

and uninteresting. 

In the context of web usage mining, the presence of millions of web pages that 

provide diverse information, impairs the ability of the mining algorithm to capture 

overlapping user interests which is essential for reflecting the trends of accessing the 
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website. For example, it is likely that many users are interested in "programming 

languages", but at a finer granularity they will either access pages on "Java", "C++" , 

or "Ruby." This diversity of choice at the page-click level increases the sparsity of 

the web data making it difficult for the mining algorithm to identify interesting and 

meaningful usage patterns. The problem occurs when the discovered patterns do 

not include important items which may have occured less frequently in the usage 

data. It often happens that references to pages containing specific concepts occur far 

less frequently than pages containing general content [40]. For effective knowledge 

discovery, however, it is also important to capture those patterns that contain these 

less frequently used items. By aggregating the usage data and focusing on higher 

level concepts of such items, we can identify patterns of potential interest that were 

hidden in the originally sparse dataset. For example, Mobashar [16] suggests that 

although a movie site may not provide enough support for an association rule such 

as: "// Spiderman, Xmen then Xmen2", mining at a higher level may have enough 

usage support to capture a rule like: " / / Sci-Fiction and Action, Xmen then Xmen2." 

A variety of generalization based web usage mining techniques have been pro­

posed in the literature (c.f. Section 2.4). As expected, they significantly decrease 

the dimensionality of the web data, thus reducing the computation time and space 

requirements. However, these improvements in scalability seem to come at the cost of 

the quality of patterns discovered. We noted that existing techniques have one char­

acteristic in common, i.e., every concept is generalized to the same hierarchy level 

irrespective of its significance. At a macro level, this significance is defined as the 
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degree of interest of the web users in a concept. Since, concept hierarchies on web 

data usually have a high branching factor, desirable rates of data compression are 

only achieved by generalizing to higher levels in the hierarchy. As a result, some sig­

nificant concepts get generalized in the process leading to a potential loss of patterns 

that existed in the original data, or extraction of false/misleading patterns. For ex­

ample, suppose in a university site we find an association rule: "// GradStudent then 

GradStudentAssociation", suggesting that graduate students are interested in infor­

mation about their association. However, if we mine at a higher level of abstraction 

where, {{GradStudent, UnderGradStudent} C Student} we get a generalized rule: 

"// Student then GradStudentAssociation" which is misleading, since this pattern is 

mainly a characteristic of GradStudent. For this reason, it is desirable to develop a 

generalization technique that can retain the significant concepts while pruning away 

the unnecessary details so that we can improve both the scalability and accuracy of 

web usage mining. 

1.1.2 Objectives and Proposed Methodology 

Our work is based on the requirement to devise a flexible generalization technique, 

suitable for web data, that is able to achieve desirable data compressions without 

loosing the essence of the users' navigational behavior on the website. Previous studies 

[24, 51, 3, 57, 66] about generalization based web usage mining have observed or 

implied that the expected quality improvements in the patterns cannot be achieved at 

the desired rates of data compression. Our criticism of these techniques is that taking 
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a level-based cut through the given concept hierarchy results in reduced quality since 

either significant concepts get coalesced (overgeneralization) and/or insignificant ones 

are retained (undergeneralization). 

In a more general sense, the existing techniques of web data generalization, 

to which we refer to as level-driven generalization techniques, suffer from a problem 

which has been studied in literature in the context of content-based personalization 

techniques [46]. These techniques were not effective because they relied on content 

similarity alone for making recommendations and missed more significant semantic 

relationships among objects such as usage. Similarly, merging similar items in a con­

cept hierarchy as one pseudo-concept without taking into account the much relevant 

usage information makes the level-based generalization techniques less useful in the 

web usage mining domain where the goal is to capture and model user behavioral 

patterns. 

In this thesis, we propose an extension to the existing techniques for generaliza­

tion of web data by controlling the generalization of a concept based on its significance 

rather than its level in the hierarchy. For this, we estimate the significance of concepts 

in an intuitive way from a stratified sample of the large usage dataset. While this 

yields only an approximation of user interests (i.e., usage), it is fast, as we only need to 

use a small sample, from the large dataset. Further, our experiments on a large weblog 

data have shown that an approximate usage estimate is sufficient to yield significant 

improvements in scalability and quality. A usage threshold is defined to control the 
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concept hierarchy pruning (interchangeably called compression) process , which al­

lows to flexibly manipulate the trade-off between data compression and the quality 

of the mined patterns. Web data is generalized by merging the insignificant concepts 

into their higher level concepts along with an aggregation of significance at the gen­

eralized nodes. Numerous experiments and analysis of the mined profiles obtained 

from the generalized web data confirm that our technique can extract interesting and 

meaningful patterns from large and sparse weblog datasets, more efficiently. 

1.2 Contributions 

The thesis primarily focuses on the development of a web usage data generalization 

module, and evaluates its impact by incorporating it as an additional step in the 

conventional web usage mining framework. The aim of this generalization is to con­

siderably reduce the large quantity of the web usage data available and, at the same 

time, to improve the quality of the subsequent pattern discovery. In summary, we 

are interested in developing a web usage mining process that serves towards fulfill­

ing the much desired goals of a higher quality pattern discovery and scalability. The 

contributions of this research are as follows: 

1. Development of an efficient method to estimate significance of concepts in a 

hierarchy based on a sample of the large usage data contained in the web access 

logs. 

2. Introducing a parameter, called usage threshold, to control generalization of each 
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concept in the hierarchy. When the usage of a concept is less than the threshold, 

it is generalized to the next level in the hierarchy. 

3. Development of a usage driven compression algorithm, which preserves the items 

of significance, possibly at different levels in a concept hierarchy. 

4. A comprehensive experimental study comparing our usage-driven generalization 

technique with existing level-driven techniques. 

To the best of our knowledge, we are the first to propose a usage-driven gener­

alization of concept hierarchies underlying web usage data to facilitate better mining 

of user navigation patterns. We adapt and use a fuzzy clustering algorithm, which 

implements and tests the proposed idea. 

1.3 Thesis Organization 

The rest of the thesis is organized as follows. In Chapter 2, we provide background 

and review related work. In Chapter 3, we give a detailed description of our web data 

generalization technique. Chapter 4 presents experiments and results. Finally, chapter 

5 provides concluding remarks and outlines some directions for future research. 
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Chapter 2 

Background and Related Work 

In this chapter, we describe the web usage mining process along with a review of the 

relevant knowledge discovery techniques. It also describes the notion of data general­

ization and explains the attribute oriented induction based approach to generalizing 

large datasets. The intent is to introduce the basic concepts and some notations that 

are going to be used in the rest of the thesis. A review of the related work is given in 

the end. 

2.1 Web Usage Mining 

Web Usage Mining is defined as the process of automatically discovering meaningful 

usage patterns from the web server access logs, using data mining techniques [12]. 

The discovered patterns are usually represented as a collection of pages, objects, or 

resources that are frequently accessed by groups of users with common needs and 
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Figure 2.1: The Classical Web Usage Mining Process 

interests. In essence, web usage mining allows the web-based organizations to gather 

interesting information about the users navigational behavior which can be later used 

to perform activities such as personalizing the web content, enhancing the system 

performance, understanding the nature of web traffic, determining effective market­

ing strategies, identifying potential customers for E-commerce related applications, 

developing adaptive websites, etc. 

Similar to the standard data mining process, the overall web usage mining pro­

cess is usually divided into three inter-dependent stages: data pre-processing, pattern 

discovery, and pattern analysis, as shown in Fig. 2.1. Next, we discuss the relevant 

concepts and techniques used in each stage: 
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2.1.1 Pre-Processing 

Web server logs are the primary source of data for capturing the navigational behavior 

of web users. Moreover, data can also be collected at the client-level, proxy-level or 

obtained from an organization's database (i.e. business/operational data). Due to 

caching and network transmission times the information in web server logs may not 

be entirely reliable. In such situations, the use of navigation information available in 

the proxy servers and/or at the client side can contribute towards better quality and 

"completeness" of the usage information. The use of remote hosts (JavaScripts or Java 

applets) or modified browsers at the client side, provided the client's corporate, can 

capture detailed information about user behaviors at the actual source. Similarly, the 

web proxy server, which acts as an intermediate level of caching between the client 

browsers and web servers, may serve as a good data source for characterizing the 

browsing behavior of a group of anonymous users sharing a common proxy server. 

For more details on the sources and types of data for web usage mining, see [12]. 

Web servers register a log entry for every click made by a user which keeps track 

of, among other things, the IP address from which the request is originated, the URL 

requested, and a timestamp. The following is a fragment of a typical log file from a 

web server, which is based on the Common Logfile Format [41]: 

24.203.44.21 - - [31/Dec/2004:12:14:32 -0500] 

"GET /help/homepage.html HTTP/1.1" 200 5459 

Table 2.1 describes the different components of this standard format. It should 

be noted that the fields logname and username are usually not recorded. 
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Component Description 

remotehost The remote hostname or IP address of the client 

logname A character string which identifies the identity of 

the user from a particular TCP connection 

username The name with which the user authenticates himself 

date Date and time when the request was made 

request The resource requested by the client specifying 

the method, file name, and the protocol of the request 

status The HTTP status code returned to the client 

bytes The size of the returned file 

Table 2.1: The Common Logfile Format 

Depending on the goals of modeling and analysis, the raw weblog data has to 

be cleaned, condensed, and transformed in order to retrieve and analyze significant 

and useful information. The process is briefly explained below. For details interested 

readers are referred to [15, 47]. 

Data cleaning results in the removal of useless log entries including references to 

multimedia data and scripts, and/or requests performed by robots and web spiders. 

Moreover, irrelevant fields like status and bytes may be removed as well. The next 

step is to group together the browsing activities belonging to the same user. User 

Identification is necessary since a user may visit a site more than once. For websites 

where a user authentication mechanism is not available, a simple heuristic is to identify 

each IP address as a unique user, although it is known that an IP address can be used 

by several users. Depending on the information available, other user identification 

heuristics can be used as suggested in [37]. Once the users are identified, the user 

activity record must be divided into sessions, which are segments of user activities 

15 



performed during individual visits of the user to the site from the moment of entering 

the site to time of leaving it. This is referred to as the sessionization process which 

attempts to reconstruct the real sequence of actions performed by a user during one 

visit to the site with the help of different heuristics. Generally, a timeout is used 

as the default method of breaking a user's activity record into consecutive sessions. 

Various heuristics based on parameters derived from time or the linkage structure of 

the website are discussed in [5] and evaluated for effectiveness in [59]. 

Based on the requirements of the mining application, the sessions may be viewed 

as either a set or a sequence of pages accessed by users. Many applications, such as 

market basket analysis and study of usage profiles, consider a session as a set of pages 

accessed by users irrespective of the order in which they were accessed. However, 

for applications where establishment of sequential or frequently browsed patterns is 

needed, each session is modeled and viewed as a sequence of web pages accessed. In 

this work, we consider sessions as sets not sequences. 

At the end of the data pre-processing step, we obtain a set of N sessions, S = 

{si,S2,s3 ... sN}. We use P = {pi,P2,P3 • • -PM}, to denote the set of all pages, each of 

which is a URL (i.e., Uniform Resource Locator). Conceptually, a session Si includes 

a subset of all pages requested by the same user in a "single" visit, i.e., 

Si = (silD,{{pklD,wi,k)}) (2.1) 

where ui%
pk is the weight associated with each page pk in session s*, representing its 

significance. Usually, this weight is either binary (i.e. representing the existence or 
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non-existence of a page in the session) or is a function of the actual time that the user 

spent on the page. 

The pre-processing tasks ultimately result in a collection of user sessions, each 

corresponding to a delimited set of pages accessed by a user. However, as discussed in 

Chapter 1 recent research efforts have focused on integrating a variety of other data 

sources, such as web content, web structure and other semantic domain knowledge 

from site ontologies, with the pre-processed usage data at this stage to ensure effective 

pattern discovery. 

2.1.2 Pa t t e rn Discovery and Analysis 

In general, methods and algorithms in different fields such as statistics, data mining, 

machine learning and pattern recognition can be adopted and used to discover mean­

ingful patterns of user navigational behavior from pre-processed usage data. The 

choice of the technique, however, depends on the goals and the desired outcomes. 

Major techniques, in the context of web usage mining domain, are discussed below 

[62]: 

1. Statistical Analysis: Gains knowledge about visitor behavior by applying stan­

dard statistical techniques such as mean, median, frequency, etc. on various 

data items available in the log files such as requested resources, time duration, 

and domain. 

2. Association Rule Mining: Finds groups of items or pages that are commonly 
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accessed together usually, but not exclusively, using a modification of the Apriori 

Algorithm [1]. 

3. Sequential Patterns: Allows the discovery of patterns of co-occurrence (of web 

pages), by incorporating the notion of time. 

4. Clustering: Groups together pages or users that have similar characteristics 

based on the general idea of a distance function which computes the similarity 

between groups. This yields a usage model. 

5. Classification: Assigns the users to predefined classes based on their characteris­

tics. Classification requires extraction of features that have high discriminative 

ability as referred to the given classes or categories. 

In this thesis we have focused on clustering techniques discussed in Section 2.2 in 

detail. 

Once patterns are discovered, the final phase of the web usage mining process 

involves converting the discovered rules, patterns and statistics into knowledge (or 

insight) about the website being analyzed. The exact analysis methodology depends 

on the application for which the web mining is carried out. In most cases visualiza­

tion techniques, such as graphs, are used to communicate the knowledge in a more 

convenient format to the human analysts and users. 
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2.2 Web Data Clustering 

Web data clustering is the process of organizing web data into groups whose members 

are similar in some way. It not only allows to facilitate the accessibility of web 

information but is also used to improve the content delivery on the web. 

Clustering of usage records (i.e., sessions), usually termed as usage-based clus­

tering, is one of the most commonly used analysis tasks in web usage mining. It 

mainly consists of three steps: 

1. Representing sessions as vectors: Since, in our context of usage modeling, the 

ordering of URLs accessed is not relevant in clustering, we can represent each 

session Si as a binary vector over the M-dimensional space i.e., the number of 

the available pages: Sj = (11^,11^,11^ .. -w^^, where wl
pk (see Formula 2.1) is 

1 if pk appears in the session Sjj otherwise wl = 0. 

2. Computing similarities: Measuring similarities among objects is a primary task 

in many data mining algorithms. In the context of web data clustering this 

involves computing strength of the relationship between the attributes of two 

usage sessions using measures such as cosine similarity, Euclidean distance, Pear­

son correlation, etc. 

Cosine similarity is a well-known and commonly used method to measure the 

similarity between two sessions[50]. It is computed by normalizing the dot prod­

uct of the two corresponding session vectors s4 and Sj, with respect to their vector 
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norms. Formally, 

cosinesirriij = '—>* _ ^ .2) 

Y Ljk=\ bik 2-uk=i bjk 

3. Clustering: The final step is to employ a clustering technique, which is basi­

cally an unsupervised learning algorithm for discovering different usage profiles, 

each representing the interests or behavior of a significant 'interest group 'of 

users. There are a number of well-known clustering algorithms [69]; e.g., leader, 

k-means, hierarchical, fuzzy clustering, etc. The wide variety of clustering ap­

proaches proposed in the literature aim at solving problems in different appli­

cation domains but their common objective is to determine the classes/clusters 

to which each session will be assigned. 

Given a dataset S = {si, s2, s 3 , . . . , s^} consisting of N sessions, clustering at­

tempts to partition S into C groups {c i , c 2 , c 3 . . . ,Cc}, such that the following 

conditions hold [69]: 

(a) cm ^ 0,1 < m < C 

(b) ULi ^ = S 

The clustering results can be represented by a (C x JV) partition matrix (also 

referred to as a membership matrix) U = [umi], m = 1, . . ., C and i = 1,. . ., N, 

where umi is the membership of the user session Sj in cluster m. For a hard (or 

crisp) clustering algorithm, where each session is assigned to a single cluster, 

Umi S {0,1}. However, in a fuzzy clustering every session has a variable degree 

of membership to each of the output clusters, i.e., um , e [0,1]. Moreover, a 
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fuzzy clustering can be converted to a crisp clustering by assigning each session 

to the cluster with the largest membership grade. 

The ultimate goal in clustering sessions is to provide the ability to analyze each 

segment for deriving business intelligence, or to use them for tasks such as personaliza­

tion or recommendation. This requires the derivation of good quality and actionable 

usage profiles from the patterns obtained in the clustering process. A usage profile, 

which is a weighted collection of pages accessed in a cluster, helps in capturing an 

aggregate view of the navigational behavior of users with the same interest group. 

More formally, given a cluster cm, a usage profile is a set of URL-weight pairs, 

UPCm = {(pk,uPkm)}, where upkm is the ratio of the sum of the weights of the kth 

page across the sessions to the total number of sessions, in cluster m [48]: 

uPkm = Esfc"' |
< (2.3) 

where i is a session in cluster m, and \cm\ is the total number of sessions in this cluster. 

More specifically, upkm is the support of URL k in cluster m. If the page weights in 

the original sessions are binary, then wpkm is the percentage of sessions cluster m in 

which the page k occurs. 

Further analysis and filtering of this aggregate representation of user behavior 

may be required to guarantee the reliability of the extracted knowledge. Experts 

in the relevant fields can then use this information for predictive modeling and in 

applications such as recommender systems. 

In our work, we have used the Relational Subtractive Fuzzy Clustering algorithm 
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[65] which is discussed below in detail. 

2.2.1 Relational Fuzzy Subtractive Clustering 

The Relational Fuzzy Subtractive Clustering (RFSC) algorithm, proposed by Surya-

vanshi et al. [65], is a relational data clustering technique for partitioning web access 

logs into soft classes capturing the fuzziness inherent in the web log data. 

Relational data describes objects by specifying pairwise dissimilarities (or simi­

larities) between them [33]. Being a relational clustering algorithm the input to RFSC 

is a collection of sessions represented by a matrix R, where Rij is the dissimilarity 

between the ith and j t h sessions. It also holds that 0 < R^ < 1, R^ = Rjt, and 

Ru = 0. 

RFSC is based on the subtractive clustering algorithm, proposed by Chiu [10], 

which is an efficient algorithm for estimating the number and locations of the clusters. 

Extending the idea in [10], RFSC starts by computing the potential for each session 

based on its dissimilarity to all other sessions in the dataset. A session with many 

similar sessions will have a high potential value. The potential of a session ŝ  is 

calculated using the formula: 
N 

Pt = 5]VQ Ry (2.4) 

where R^ is the dissimilarity between sessions Sj and Sj, N is the total number of 

sessions to be clustered, and a = 4/72 . Here, 7 is essentially the neighborhood-

dissimilarity value calculated from R. The dissimilarity(7,) of the ith session is defined 
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as the median of dissimilarity values of session i to all other sessions. The median of 

all 7,'s, then forms the dissimilarity for the entire dataset, denoted by 7, which is a 

value in the range [0,1]. 

Once the potential of every session is computed, the session with the highest 

potential P{ is selected as the first cluster center. This is followed by a series of 

subtractive steps which start by reducing the potential of each session proportional 

to the degree of similarity with the cluster center found in the preceding step. The 

sessions which are highly similar to the previous cluster center will have a higher degree 

of reduction in their potentials, and thus are unlikely to be selected as the next cluster 

center. Each subtractive step identifies the next candidate cluster center, i.e. the 

session with the highest potential Pt after subtraction. This process of acquiring new 

cluster centers and revising potentials repeats until Pt < (=PX*, where E, called reject 

ratio, is a threshold below which a candidate cluster center st is definitely rejected. 

The condition for termination/acceptence is relaxed by introducing an additional 

threshold G\ called the accept ratio. If Pt > ~EPf, then st is definitely selected as the 

next cluster center, and this is followed by the next subtractive step. However, if the 

potential falls in the gray region, i.e., ePf < Pt < ePj*, a check is performed to see if 

acceptance of the cluster center provides a good trade-off between having a sufficient 

potential and being sufficiently far from the existing cluster centers. 

When the subtractive step terminates, RFSC yields a clustering of the form 

{sCl, sC2, • • • , sCc}, where sCm is a user session serving as the mth cluster center. The 

membership umj of the j t h session in the dataset [1 .. . N] with respect to the mth 
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cluster center is calculated using the formula: 

umj = e-°R'mJ (2.5) 

where a is defined by Eq. 2.4 and RCmj is the dissimilarity between sessions sCrn and 

Sj. Sessions that are close to each other have high memberships in the same clusters. 

RFSC uses fuzzy techniques for web data clustering which is preferable since 

usage, categories and associations in web mining do not have crisp boundaries. A 

web user can belong to multiple interest groups with some degree of membership to 

each group. For instance, he/she might access the same page for different purposes 

in different sessions or can also have conflicting sub-goals in the same session. This 

inherent ambiguity and fuzziness of the underlying data can be better represented 

using overlapping (or soft) clusters, i.e., founded on fuzzy sets [71] to reflect degrees 

of user interests in the different classes. 

2.2.2 Cluster Evaluation 

After a set of clusters is found, we need to assess the goodness of the clusters. Clus­

tering evaluation is a very difficult problem. Clustering is an unsupervised process 

since there are no predefined classes and no examples that would indicate grouping 

properties in the dataset, therefore it is difficult to find an appropriate metric for 

measuring if the derived cluster configuration is acceptable or not. We discuss the 

two commonly used evaluation methods below: 

1. User Inspection: Human inspection on the clustering output may be the most 

24 



intuitive clustering validation method as it compares the clustering result with 

the user's intention in a natural way. It refers to the subjective process of manual 

inspection of the resulting clusters by experts on the data. This is obviously a 

labor intensive and time consuming task. However, in most applications, some 

level of manual inspection is necessary because no other existing evaluation 

methods are able to guarantee the quality of the final clusters. 

2. Quantitative Measures: In these methods, internal information in the clus­

ters is used to evaluate the clustering results. Two measurement criteria have 

been used for evaluating and selecting an optimal clustering scheme [39]: 

• Compactness (intra-cluster cohesion): This measures how near the data 

points in a cluster are to to the cluster centroid. A common measure of 

compactness is the variance. 

• Separation (inter-cluster isolation): This measures how far apart are dif­

ferent clusters from one another. There are three common approaches 

measuring the distance between two different clusters: distance between the 

closest member of the clusters, distance between the most distant members 

and distance between the centers of the clusters. Any distance functions 

can be used for the purpose. 

Using these quantitative measures, the objective of clustering is defined as fol­

lows: to minimize the distances among the data points in individual clusters 

and to maximize the distances between the clusters. We should note, however, 
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that good values for these measurements do not always mean good clusters. In 

most applications, expert judgements are still the key. 

2.3 Data Generalization 

Data generalization is a process of grouping data by transforming concrete item sets 

into more abstract (high-level) conceptual representations based on similarity [26]. 

It is a form of descriptive data mining, which aims at identifying general patterns 

or properties that lie within the massive set of task-relevant data. The volume of 

data and human user's inability to comprehend the large sets of data have driven the 

development of such data analysis techniques that provide concise and summarized 

information at multiple levels of abstraction. 

Data generalization can be implemented using data cube (OLAP-based) ap­

proach [26] and the attribute-oriented induction (AOI) approach [7, 27, 28]. The data 

cube approach is essentially based on materialized views (called "data cube") of the 

data, which are typically pre-computed and stored in a data warehouse. Generaliza­

tion is performed using a roll-up operation which reduces the number of dimensions in 

the data cube and captures an aggregate view of the underlying data. However, data 

cube computations are challenging as they are resource intensive, requiring ample 

computational time and storage space. Furthermore, it is a user-controlled process 

which confines its applications to simpler data analysis problems, in general. On the 
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other hand, the AOI approach which was introduced by Cai et al. [7] a few years be­

fore the data cube approach is relatively a more automated process that provides the 

flexibility to determine the degree of generalization in order to produce an interesting 

and feasible summarization of the data. We next discuss the AOI approach which 

forms the basis of our generalization technique. 

2.3.1 Attribute Oriented Induction 

AOI is an iterative process which generalizes the values of tuples in a relation to their 

corresponding higher level concepts, and subsequently merges the tuples having the 

same generalized value into a generalized tuple [26]. This generalized tuple typically 

reflects some common characteristics of the original tuples from which it is generalized. 

In essence, AOI is a data summarization technique that integrates the gener­

alization rule known as concept ascension which is defined as climbing up a concept 

hierarchy. In the AOI algorithm [7], each attribute to be generalized is associated 

with a concept hierarchy [29] that is provided by knowledge engineers, domain ex­

perts or users prior to the process. A concept hierarchy is represented as a tree (i.e., 

a multi level taxonomy) in which concepts are ordered in a general-to-specific order­

ing. Fig. 2.2(a) shows a concept hierarchy for a categorical attribute-student status. 

The root node corresponds to the most general domain value, whereas the leaf nodes 

correspond to the most specific values in the database. The hierarchical character 

of induction permits gradual, similarity-based, aggregation of attribute values stored 

in the original tuples. The choice of concepts has a fundamental influence on the 

27 



name major status 

ANY 
Bnch 

Frasw 

Gupta 

,l;u-kson 

Monk 

Math 

Physirs 

Math 

Computing 

CoiuputiiiE; 

J 

Junior 

M.S. 

Ph.D. 

Senior 

Pli.D. 

•Junior Senior M.S. 
* major status 

P l i . l ) . Si-ieiuv Undergraduate 

Scieiiee Graduate 

count 

2 

(a) A categorical concept hierarchy for 
the attribute status 

(b) An instance of relation studentand 
it's generalization 

Figure 2.2: An Example Concept Hierarchy and Attribute Oriented Induction 

retrieved results. For details on how to choose concept hierarchies, interested readers 

are referred to [29]. 

AOI can be effectively utilized as an initial step in the data mining process 

followed by further knowledge extraction from the generalized data. This may lead 

to the discovery of patterns that provide a general description of the original data. 

These general patterns are not only easier to understand but most often are stronger, 

(i.e., have higher support) as well as interesting/meaningful. Besides this, it is an 

effective data reduction technique since it compresses the raw data without totally 

omitting even rare attribute values from the data. Although each higher level in 

the hierarchy has a smaller number of descriptors, their broad character captures the 

general meaning of domain values from the lower abstraction levels. Furthermore, to 

preserve the original dependencies among the data, each generalized tuple is associated 

with an added attribute, called count, which keeps track of the number of objects 
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represented by the abstract object. This count is accumulated when merging identical 

objects in generalization. Other popular aggregate functions (e.g., sum or average) 

can also be associated with the generalized tuples given there are numeric attributes 

in the working relation. 

The generalization process is composed of a sequence of (iterative) replacements 

of attribute values with their general descriptors present at the next abstraction level 

in the concept hierarchy, followed by an accumulation of the merged tuples to keep 

track of the original values which are now characterized by a particular abstract con­

cept. The concept ascension continues until a reasonable level in the concept hierarchy 

is attained. Two parameters, the attribute generalization threshold and the general­

ized relation threshold, can be used to define a desired level for generalization. The 

former threshold regulates the maximum number of distinct values that are allowed 

in an attribute after generalization, and the second threshold regulates the maximum 

number of tuples. If, at the end of an iteration, either of the thresholds is not satisfied, 

the process terminates. An alternative termination condition is to define a level up to 

which objects are merged based on their degree of similarity to each other. Angryk 

et al. [2] refer to this level as an a-cut level, where a is the similarity between the 

values of an attribute. This can be used when there is a similarity relation defined 

on the attribute which needs to be generalized. The control of how high an attribute 

should be generalized, irrespective of the approach, is typically quite subjective. If 

the attribute is generalized "too high", it may lead to overgeneralization, and the 

resulting patters may be erroneous (not reflecting reality). On the other hand, if the 
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attribute is generalized "too low", then undergeneralization may result, and the pat­

terns obtained may not be informative either. Therefore, the termination condition 

has to be applied with caution in order to attain a desirable balance in AOL 

Let us consider an example student relation [27] and the conceptual hierarchy 

shown in Fig. 2.2(a). Fig. 2.2(b) shows the AOI based generalization of student 

relation using this concept hierarchy and an attribute generalization threshold value 

of 3. The value of count for each tuple depicts the number of tuples in the original 

relation generalized after applying AOI. 

2.4 Related Work 

Web usage mining has been a topic of extensive research in the recent years. A 

number of data mining techniques are proposed in order to efficiently model user 

behavior [43, 42, 70, 68, 38, 65]. However, as discussed in Chapter 1, the success of 

such techniques in truly discovering the usage model cannot be demonstrated, due to 

insufficient usage information at the page-click level. 

In the following sections, we review the related work in the domain of semanti-

cally enriched web usage mining focusing on the content characterization using concept 

hierarchies. We also provide a quick overview of the generalization techniques used 

for data analysis. Finally, we discuss the conventional techniques of generalizing web 

usage data in detail. 
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2.4.1 Concept Hierarchies and Web Usage Mining 

A number of recent studies have shown the usefulness of exploiting semantics for 

mining. The mining process is enhanced by mapping the navigational data to either 

content features [22] or to concepts within an ontology [53]. Eirinaki et al. [19] suggest 

to characterize web content using a concept hierarchy (i.e. a taxonomy), in order to 

bring uniformity in the semantic enrichment of web data we need 

Concept hierarchies have been considered extensively in the contexts of data 

mining, data warehousing, and other areas and their incorporation has improved re­

search results and produced useful systems. Harinarayan et al. [32] improved the 

performance of OLAP operations using concept hierarchies to express dependencies 

among views. Focusing on text databases, Chakrabarti et al. [9] demonstrated that 

taxonomies provide a means for designing enhanced searching, browsing and filtering 

systems. Moreover, concept hierarchies have been used by McCallum et al. [45] to 

improve the accuracy and scalability of classification algorithms, and by Han et al. 

[30] for the discovery of interesting and strong association rules in large databases. 

Concept hierarchies have also been effectively applied in other areas including infor­

mation retrieval to allow web users to formulate more expressive queries [55], and in 

language processing for effective document indexing [25]. 

A number of recent studies have discussed the usefulness of exploiting concept hi­

erarchies for mining meaningful and interesting usage patterns. Oberle et al. [53] have 

used this as a vehicle to incorporate semantics into the mining process by mapping 
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URLs to concept labels reflecting application events. This enhances both visibility of 

the mined patterns and their usefulness to the users. Eirinaki et al. [19] extended 

this framework by using the mined profiles for web personalization and noted that the 

patterns found produced a broader yet semantically focused set of recommendations. 

Nasraoui et al. [51] intuitively identifies two kinds of concept hierarchies that 

can be used in a web usage mining framework. An implicit concept hierarchy is 

available in the form of the website structure (i.e., a page hierarchy) and can be 

exploited for computing the similarity between two web pages [50]. The explicit 

concept hierarchies, such as product categories, are either hand-crafted by domain 

experts, or automatically created through a variety of machine learning techniques, 

such as agglomerative clustering [64] or association rule mining on the feature space 

to identify composite features [11]. 

In our work we exploit the implicit concept hierarchy derived from the website's 

directory structure. Different studies have shown that there is a lot of effort, man­

ual or automated, involved in constructing the explicit concept hierarchies [35, 56]. 

Therefore, if the web pages are represented by meaningful URL prefixes and the web­

site design reflects the underlying semantics, a page hierarchy is simple to use and is 

a preferable choice. Moreover, it is generally readily available for many websites. 

2.4.2 Applications of At t r ibute Oriented Induction 

The incorporation of concept hierarchies into AOI [7] has by far been the most sig­

nificant formal use of this background knowledge in data mining which has lead AOI 
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to become one of the most popular class description methods. 

Many studies in the domain of data mining have demonstrated that abstracting 

raw data to a higher conceptual level, and discovering and expressing knowledge at 

higher abstraction levels have superior advantages over data mining at a primitive 

level. Han et al. [31] have resolved the semantic heterogeneity problem, in building 

of cooperative information systems, by mapping low level heterogeneous data to high 

level homogenous data. Srikant et al. [60] have performed association rule mining 

across different levels of item taxonomies. They show that the generalized association 

rules are valuable as they include many interesting rules that had poor support at 

lower levels. On the other hand, many redundant rules are pruned away. Later, this 

work was extended for generalized sequential pattern mining in [61]. AOI has also 

been effectively applied in various other fields of data analysis, including geographical 

information systems for discovering associations rules between geographic data and 

non-geographic data [20], and multimedia data mining for analyzing patterns from 

multimedia data [72]. 

All these works are good examples for arguing in favor of the application of 

generalization techniques in the domain of web mining, where diversity of usage due 

to insufficient information is a challenging problem. The next section looks at existing 

techniques of generalization based web usage mining. 
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2.4.3 Level-Driven Generalization Techniques 

With the emerging techniques related to semantically enriched web usage mining 

and the explosive growth of the web, usage data has become an ideal target for 

effective data reduction techniques. In the recent years, some researchers have been 

studying effectiveness of data generalization techniques for faster mining and reducing 

the sparsity of data. An overview of the work in this context is as follows. 

Fu et al. [24] proposed the idea of generalizing web session data and integrated 

this with a clustering algorithm to find and analyze web access patterns. For this, 

they categorize the web pages in a page hierarchy created automatically via URL 

tokenization. This categorized representation is used to generalize the session data 

by replacing actual pages accessed with general URLs appearing as higher level con­

cepts in the hierarchy. For example, a page like /p rograms/ugrad /cs / is replaced 

by /programs /ugrad/ or /programs/ depending on a pre-determined generalization 

level. This generalization level, which is critical to both the efficiency and effective­

ness of the approach, is a user-specified parameter. The authors do not specify any 

automated method for estimating this parameter, but only suggested to try several 

levels, which is not a feasible option, especially if dealing with huge data sizes. The 

generalized web sessions are later clustered using a hierarchical clustering algorithm. 

The approach is tested for scalability and it is shown that the generalization of ses­

sions greatly reduces the dimensionality but there is no quantitative evaluation of the 

validity and/or quality of the clustering results. 
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Simpler versions of the above-mentioned technique are applied in [57, 3]. They 

have only used pages at the level right below the root as categories to the remaining 

URLs. Rossi et al. [57] propose a method to cluster these categories of pages based 

on similarity of their usage. They provide a visual analysis of the clustering result 

and find some significant high level patterns. On the other hand, Banerjee et al. [3] 

use these categories to transform the raw Longest Common Subsequence (LCS) paths 

of user navigation into concept-based LCS path, which are later clustered based on 

the navigation time information using a graph-partitioning algorithm called Metis. 

They report some anecdotal evidence of effectiveness but suggest that generalization 

to a lower level will further enhance the quality of user clusters, provided additional 

information complexity can be managed. Both of these papers have not considered 

generalization with different compression factors (at lower generalization levels), and 

thus fail to provide an evaluation of the impact of generalizing to other levels of the 

hierarchy. 

Nasraoui et al. [51] study the impact of data compression on quality of knowl­

edge discovery by incorporating simple cues from the page hierarchy into the mining 

process. They parameterize the generalization process by defining a similarity thresh­

old. Pages are recursively merged into their ancestor URLs as long as their content 

similarity with the general page is above the defined threshold. The metric used for 

similarity calculation is a measure of the amount of overlap in the paths of two URLs. 

Therefore, for a particular threshold value the roll-up is consistent for all the naviga­

tion trails, and hence this yields a level based cut of the hierarchy. For example, if 
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the depth (i.e. number of levels) of the given page hierarchy is 4 and the similarity 

threshold suggests to merge URLs that are 50% similar, compression is performed by 

merging all URLs that share a common prefix path into general URLs at the second 

level of the hierarchy. They have formally evaluated the impact of varying the thresh­

old on the quality of the discovered patterns. Precision, coverage and F l measures 

used, confirm the negative impact of higher data compression on the quality of the 

mined profiles. 

There are also reports of generalization-based web usage mining using explicit 

concept hierarchies (c.f. Section 2.4.1. Tanasa et al. [66] proposed the idea of 'se­

mantic generalization' where they map pages to manually identified semantic topics. 

The mapping is done only for the first and second level of the page hierarchy due 

to limited resources. For example, all pages under / au tho r s / i ndex .h tml would be 

classified as 'peoples' pages. The page accesses in each user session are then described 

using these page categorizations. Generalization is incorporated as an advanced step 

in the data preprocessing phase. This study primarily focuses on the data prepara­

tion tasks and does not discuss the impact of generalization on the pattern discovery. 

Similarly, Dai et al. [16] discuss the usefulness of integrating domain knowledge in 

the pattern discovery phase and suggest to focus on higher level concepts in the con­

cept hierarchy to improve the scalability issues that can be endemic at this stage. 

They do not indulge into the details of the impact of such aggregations on the qual­

ity of the mined patterns. We have observed that while using the explicit concept 

hierarchies, the mining algorithms have to perform relatively more complex similarity 

36 



computations. However, the idea of concept ascension is similar in all kinds of concept 

hierarchies. Therefore, our proposed technique is applicable to explicit concept hier­

archies, given there are efficient algorithms to perform the underlying computational 

tasks. However, the explicit concept hierarchies are outside the scope of this thesis 

and in the remaining part of the thesis we will only focus on the page hierarchies. 

Readers interested in details of mining with explicit hierarchies are referred to [16]. 

2.4.4 Discussion and Perspective 

In each of the techniques of session generalization discussed above, a generalization 

level is either explicitly specified by the user or implied by a threshold. It is also 

noted that typically the generalization levels are kept high, closer to the root of 

the hierarchy, in order to achieve desirable data compression. Since the number of 

concepts increase exponentially in the hierarchy as the level increases, a lower level of 

generalization may neither give desirable data compression nor would it significantly 

reduce the data sparsity. Nasraoui et al. [51] have suggested that similarity thresholds 

for generalization be chosen such that the process achieves a URL compression of 90%. 

For hierarchies which are deep and have a high branching factor, such a compression 

ratio is generally achieved only at the top most levels. However, the higher the level, 

the greater the risk of truncating some significant portions of the hierarchy. As already 

mentioned, this overgeneralization may have a negative impact on the quality of the 

profiles discovered for loosing patterns to which the truncated concepts might have 

belonged, and also generating some false patterns due to the misrepresentation of 
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information. Therefore, instead of rolling-up a fixed number of hierarchy levels, the 

need is to prune away the infrequently accessed areas of the page hierarchy. In the 

next chapter we introduce our technique of usage driven generalization and show its 

effectiveness to address the issues. 
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Chapter 3 

Usage Driven Generalization of 

Web Sessions 

The goal of generalization based web usage mining is to prune away the unnecessary 

items from the high dimensional data space, which introduces sparsity in the under­

lying data. This in turn effectively impairs the ability of the mining algorithms to 

capture meaningful patterns. For example, Strehl [63] suggests that when the data 

becomes extremely sparse, data points located in different dimensions can be consid­

ered as all equally distanced, making the similarity measure, which is essential for a 

clustering technique, meaningless. 

The usage driven approach to generalizing web data is motivated by the inverse 

power law properties found in the user navigation behavior [34]. Basically, a page 

hierarchy is a collection of trails that users follow to satisfy their goals. Levene et al. 

[40] demonstrate that the probability of accessing a URL decreases as we descend in a 
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Figure 3.1: Approaches to Generalizing a Concept Hierarchy 

trail. Our belief is that merging such infrequently accessed URLs into a general URL 

appearing at a higher level in the hierarchy and using aggregate access frequencies 

of such merged groups would reduce both the dimensionality and sparseness of the 

data. This should not only make the knowledge extraction process efficient but also 

improve the quality of the patterns discovered. However, as discussed in Section 2.4.3, 

existing techniques of web data generalization are unable to achieve the expected 

quality improvement at desired rates of data compression. This is primarily due to 

generalizing all the trails to the same higher level of the page hierarchy, irrespective of 

the availability of usage information for the truncated URLs. The following example 

illustrates this point. 

Example: Fig. 3.1(a) illustrates a concept hierarchy. Assuming each node 

in this hierarchy is a web page and most visitors followed the path Programming 

Languages to Object Oriented to C++. As shown in Fig. 3.1(b) the existing level 
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driven web data generalization techniques, in this situation, will generalize a dense 

item like 'C++ . ' In most cases, this either causes loss of patterns that existed in the 

original data, or extracts false or misleading patterns. Another related problem is 

the inability to alleviate the sparsity of some trails even after generalization, e.g., an 

insignificant item 'Procedural' is retained. As mentioned earlier, mining algorithms 

extract uninteresting and redundant patterns if the underlying data is sparse. On 

the contrary, with usage-driven generalization, we can identify frequently accessed 

portions of the navigation trails and have the generalization process preserve the 

corresponding URLs for subsequent participation in the pattern discovery process. 

As shown in Fig. 3.1(c), each trail is trimmed from lower levels to a higher level 

where the aggregate access frequency of the merged URLs qualify the remaining trail 

for retention in the compressed hierarchy. Therefore, not all trails are generalized to 

the same level in the concept hierarchy. 

As the first attempt to utilize the rich information contained in the weblog 

data for web data generalization, our research paves the way for further improving 

the accuracy and scalability of existing web usage mining systems. This chapter 

presents the revised web usage mining framework incorporating data generalization 

as an additional module. Following that, we discuss the proposed data generalization 

methodology in detail. 
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3.1 Generalization of Web Usage Data 

As discussed in Section 2.1, the classical web usage mining process consists of three 

stages [62]: data preprocessing, pattern discovery, and pattern analysis. Tradition­

ally, web data generalization has been performed implicitly as part of the data pre­

processing [24]. Later, Tanasa et al. [66] considered this as an advanced step in the 

data preprocessing phase. In this thesis, we propose our usage driven generalization 

as an intermediary step between data pre-processing and pattern discovery, called 

data generalization. It is separated from data pre-processing because usage informa­

tion, which drives the generalization of URLs, is extracted from the pre-processed 

user sessions using data mining techniques. Fig. 3.2 illustrates the extended four 

step web usage mining process. Usage driven data generalization comprises of three 

steps: usage estimation, URL compression, and session transformation. The idea 

of compressing the page hierarchy and subsequently transforming the session data 

is identical to all web data generalization techniques. However, in our usage driven 

generalization, instead of horizontally cutting the page hierarchy at a particular level, 

we propose to prune away the insignificant portions explicitly based on the estimated 

usage information. 

At the end of the data pre-processing stage, we have the following set of infor­

mation: 

1. User sessions, which consists of the page requests originating from the same 

IP address within a pre-defined time-out (c.f. Section 2.1.1). 
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Figure 3.2: The Extended Web Usage Mining Framework Driven by Usage-Based 
Generalization of Web Sessions 

2. The page hierarchy, which is a reflection of the overall content of the website at 

different levels of abstraction. Fig. 3.3 provides a snapshot of the page hierarchy 

consisting of some pages present in the web server of a computer science and 

software engineering department at a university. Each node, represented by a 

URL, reflects a concept. The hierarchy is arranged in a general-specific ordering 

with the root, which is the home page of the website, serving as the most general 

concept. These nodes participate in an ancestor-descendant relationship. The 

preceding URLs in the path from the root to URL j , are called the ancestors of j . 

Similarly, the succeeding URLs which can be reached from a URL k, are called 

the descendants of k. If semantics form the basis of the page organization, than 

each node abstracts the content of its descendent nodes. Under this assumption, 
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Figure 3.3: An Example Page Hierarchy 

the general intent of users can be identified by looking at the ancestor URLs of 

the actual user clicks in the session data. Fu et al. [24] provide a simple method 

of constructing a page hierarchy using the URLs of the pages. 

This information forms the input to the 'data generalization' stage (c.f. Fig. 

3.2). The following sections provide a detailed description of our usage-driven gen­

eralization methodology, and explain the relevant concepts and techniques applied in 

its various stages. 

3.2 Proposed Methodology 

Web logs are the most commonly used implicit source of user behavioral data. Over 

the years, they have been used to derive sets of user-centric data models (i.e., user 

profiles) that represent the activities and interests of all the users of a website. In this 

work, we exploit information contained in the weblog data to derive a generalization 

scheme which reduces the dimensionality and sparsity of the data available to the 
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web usage mining systems. We show how this resolves the drawbacks (c.f. Section 

2.4.4) of existing web data generalization techniques. The following sections provide 

a detailed description of the usage-driven web data generalization methodology. 

3.2.1 Usage Estimation 

In this section, we propose an intuitive method of efficiently estimating the usage 

of URLs (i.e., nodes in the page hierarchies). We use this information to guide the 

process of compressing the concept hierarchy. Since the weblog data is very large, 

usage computation with the entire weblog would take too much computation time 

and space. Instead, we extract a stratified random sample of the user sessions, which 

is the main source of usage information. The reason behind this is twofold. Firstly, 

using a sample makes sense since we are primarily interested in identifying pages that 

occur frequently in the sessions. A sample can help capture this information quickly 

and precisely as it is very likely that a popular URL in the original dataset, will also 

be present in a representative subset of the data. Secondly, the use of stratification 

is motivated due to the seasonal properties inherent in the weblogs. Generally web 

usage data is collected over an extended period of time t, whereas the popularity of 

pages is subject to change over t. A small non-stratified random sample is likely to 

be less representative of usage than a stratified sample of time ordered sessions. 

The process of usage estimation begins with ordering the session data according 

to relative time of page access. This ordered dataset is then divided into time frames 

and sessions are selected randomly from each of these frames. This allows us to 
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capture the desired information even with relatively small sample sizes. 

Once a sample has been selected, any appropriate data mining technique can be 

applied to capture the URL usage. However, we estimate this usage by analyzing the 

Usage Profiles obtained from clustering of the sample data. Clustering is preferred 

over other techniques since in addition to the added advantage of removing noisy or 

irrelevant data, it helps identify popular URLs among user groups based on their 

interests. It is such items of user interest that need to be preserved in the compressed 

hierarchy. It is important to note that this initial clustering is performed with the 

purpose of estimating the usage of URLs and using this information to improve the 

actual knowledge discovery. 

The clustering of the sample dataset results in a set of URL-weight pairs called 

usage profiles (c.f. Section 2.2). As a result, every URL k in the page hierarchy is 

associated with a list of d components, 

UPk = (wpfci.--- ,upkCd) (3.1) 

where Cd is the number of clusters obtained from the sample clustering and upkm is 

the significance of URL k in cluster m (c.f. Eq. 2.3). 

The Usage Threshold 

A usage threshold, denoted as //, regulates the minimum usage value which will qualify 

a URL along with its ancestral path to be retained in the compressed hierarchy. In 

other words, it will control the number of levels that can be pruned in each navigation 

trail of the hierarchy. 
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The following parameters need to be considered while selecting a usage thresh­

old: 

1. The average size of clusters (denoted by |cd|ai)g) of the sample dataset, defined 

as j4-, where d is the size of the sample dataset and d is the number of clusters. 

2. The sparsity level of the sample dataset, defined as 1 — 's j ^ " g , where \sd\avg is the 

average session length, i.e., the average number of nonzero items in the sample 

session vectors and N is the total number of URLs. 

Using these parameters, JJL can be expressed as .^JP" , where wmin G (0, |cd|ai)9] 

is the minimum weight that a URL k should have in a cluster of uniform size, to 

be preserved in the compressed hierarchy. When sessions are binary vectors, this is 

defined as the minimum number of sessions in a uniform cluster. The choice of wmin 

depends on the sparsity of the sample dataset. As the sparsity increases, the weights 

of URLs decrease in the clusters, i.e., fewer sessions access a URL (for binary weights). 

Consequently, wmin should approach 0. This implies that even if a URL is accessed by 

a small percentage of sessions, its presence in a user interest group makes it significant 

enough to be retained. In the next chapter, we study the impact of different threshold 

values on the quality of the patterns discovered. 

3.2.2 URL Compression 

The usage driven URL compression is an iterative process. Given a usage threshold 

\i €E (0,1], and the list of usage profiles, UPk for each URL k, compression begins at 

47 



the leaf nodes of the hierarchy. A URL k is merged into its parent ka if there is no 

cluster m such that upkm > /•*• The usage profile list of the parent URL ka is updated 

to capture this increase in the significance of node ka (c.f. Eq. 2.3). 

UPkam = Upkam + ^ UPkm (3.2) 
k € desc(ka) 

where upkam is the aggregate usage profile of a general URL ka for cluster m and 

desc(ka) returns the descendants of URL ka which satisfy the generalization condition. 

The compression continues upwards for each navigation trail in the hierarchy. A 

trail discontinues to participate in the compression if any of the following conditions 

holds: 

1. A URL's usage estimate is above the usage threshold. This qualifies both the 

URL and its ancestral path to be retained in the compressed hierarchy. 

2. Compression for a trail reaches the second level of the hierarchy. It is not 

recommended to continue compression to the root as this will loose the semantic 

boundaries of the web data, altogether. 

A compressed list of URL pairs of the form {(k, ka)}, is constructed and main­

tained during the process, where ka is an ancestor of URL k. This is used to guide 

the transformation of session data where the actual page-clicks are replaced by their 

general concepts. 

Our URL compression algorithm is described as follows, in which + denotes the 

merge operation, \ *s the set of nodes in the page hierarchy at certain level (initially 
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set to include the leaves), and parent(fca) returns the immediate parent node of a URL 

ka. This set is regenerated at each level as we roll-up the hierarchy. 

Algorithm: URL Compression 

Input: A page hierarchy, C usage profiles from sample clustering, and the 

usage threshold \x 

Output: 7: A list of compressed URL pairs 

D = the maximum depth of the page hierarchy 

X = a set of "leaf nodes at level D 

do while D > 2 A x ¥" <t> 

for each URL k in x 

if upH < /J., VI = 1..C 

Update 7 by replacing k with parent(k) 

Add the pair (k,parent(k)) to 7 

Update upparent(k)i = 

UPparent(k)l + UPkh V7 = 1..C 

decrement D by 1 and regenerate x 

To illustrate the steps of this algorithm, consider the page hierarchy in Fig. 

3.3. A level driven generalization of this hierarchy, under the settings of level = 

2 and 3, generates compressed hierarchies shown in Fig. 3.4(a) and 3.4(b). (We 

assume that the root is at level 1 and the levels increase as we move from top to 

bottom). Suppose Table 3.1 captures the usage profile obtained from the clustering 

of a sample session data for the given page hierarchy. Assuming a usage thresh­

old / / = 0.3, the leaf nodes {Administrat ive Staff , F a c i l i t i e s , Prof2, Grpl, 

Grp2} satisfy the compression condition and thus are merged into their corresponding 

parent URLs. However, {Prof 1} has usage above the threshold in Cluster 1. This 

qualifies the path Home to People to Facul ty to Prof 1 to be frequently accessed and 
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Figure 3.4: Compressed Hierarchies using Generalization Techniques 

hence retained in the compressed hierarchy shown in Fig. 3.4(c). Similarly, consid­

ering the aggregate usage for node {Research Groups} in Cluster 1, we have that 

wpresearchgroup.ci — 0.4 which is more than fi, and hence this node is retained in the com­

pressed hierarchy along with its path. The final list of compressed URL pairs we get in­

cludes the following pairs {(Prof 2, F a c u l t y ) , (Adminis t ra t ive Staff , People ) , 

(Grpl, Research Groups), (Grp2, Research Groups), ( F a c i l i t i e s , Research)}. 

A higher usage threshold value would result in higher data compression, as shown in 

Fig. 3.4(d), where ^ = 0.6. 
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Usage Profiles (UPs) 

ID 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

Page Category 

Home 

People 

Research 

Faculty 

Admin. Staff 

Research 

Facilities 

Profl 

Prof2 

Grpl 

Grp2 

Groups 

Cluster 1 

1.0 

0.3 

0.4 

0.2 

0 

0.2 

0 

0.4 

0 

0.1 

0.1 

Cluster 2 

0.8 

0.6 

0.2 

0.05 

0.2 

0 

0 

0.1 

0 

0 

0.05 

Table 3.1: Sample Usage Profiles Data 

3.2.3 Session Transformation 

Once the list of compressed URL pairs is obtained, it can be used to generate the 

generalized sessions. The original session is structured as (SJ, (k)), where s* and k are 

unique identifiers for sessions and URLs, respectively. This is a compact structure 

which is generally used to implement sessions that associate binary weights with pages. 

The session transformation is a two step process. 

• In the first step, each URL A; in a session s^ is replaced with its ancestor URL 

ka if a pair (k, ka) is found in the list of compressed URL pairs. This results in 

duplicate entries in the same session. 

• In the second step, the session obtained from the first step is restructured as 

(SJ, ((ka,countSjfc0)))) where A; is a distinct URL in session s$ and count Sika is 
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the number of times ka appears in S{. For example, a session of pages in Fig. 

3.3, (People, Faculty, Prof2, Research, Grp2), is transformed into ((People, 1) 

(Faculty, 2) (Research, 1) (Research Groups, 1)) based on the usage driven URL 

compression, shown in Fig. 3.4(c). 

This has the desired effect of reducing the sparsity of the session data. 

In the original session data, the session s; is represented as a binary vector of 

size N (the total number of URLs in the page hierarchy), where the kth entry is 1 

if the user accessed the kth URL during this session, and 0 otherwise. As discussed 

in Section 2.2, a common session similarity measure used to calculate the similarity 

between two such sessions is the Cosine similarity measure (c.f. Eq. 2.2). 

However, the cosine measure is not effective for measuring the similarity between 

two generalized sessions since it tends to misrepresent information. For example, 

suppose that we have two generalized sessions characterized by the following values 

for count : s\ = [2,4], 52 = [4,8]. This reflects that user 2 was more interested in the 

two generalized concepts as compared to user 1. However, it is easy to verify that the 

two users are maximally similar according to the cosine angle, i.e. cosinesimSuS2 = 1. 

This limitation of the cosine measure is because it does not take into account 

the magnitude of user interest (i.e., count) associated with each URL. To incorporate 

this additional (semantic) information in measuring the session similarity, we define 

below a similarity measure based on the one proposed in [58], which utilizes fuzzy sets. 

This measure is commonly used to calculate the similarity between sessions which are 

represented as vectors of the normalized time spent on each page instead of binary 
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values. Castellano [8] demonstrate the effectiveness of implementing this measure. 

The similarity of two sessions i and j is defined as: 

{uzzystmv = g . " " ' ; ^ . > > (3.3) 

where UJ^ is the degree of interest for URL k in session Sj and M is the total number 

of available URLs. 

This degree of interest is a value in the range [0,1], and can be defined as 

a function of count, where 0 indicates count=0, and 1 indicates the page is surely 

preferred by the user. Ideally, u>ik can be modeled using an exponential function, 

since the degree of user interest is believed to grow rapidly with each increment in 

count and level off to 1 after some number of clicks, making it a highly interesting 

page for that user. 

uik = 1 - e~cminUk (3.4) 

where county is the number of times the URL k or any of its descendants were clicked 

in session Sj. 

This similarity measure (c.f. Eq. 3.3) is reflexive (i.e. fuzzy sirrta = 1) and 

symmetric (i.e. fuzzysim^ — fuzzysirriji). Defined as the ratio of the cardinality 

of the intersection of fuzzy sets to the cardinality of union of fuzzy sets [58], this 

measure gives a much more acceptable evaluation of the similarity between two ses­

sions. Reconsidering the example, we can calculate the similarity between Si and «2 

as follows: 

q °-6 + 0-8 ns9 nv 
bfuzz,Sl,s2 - o g + 0 g = U.82 (3.5) 
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This stage results in a set of generalized sessions and a matrix of pairwise similarity 

values computed among all. This information forms the input to the next stage of 

the web usage mining process described in the next chapter. 
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Chapter 4 

Clustering Generalized Sessions 

and Evaluation 

In this chapter we address the problem of discovering useful patterns efficiently from a 

large set of web access log data. The aim is to capture not only the patterns comprised 

of items that are frequently accessed in the website (that are usually apparent and thus 

uninteresting), but also patterns identifying trends of using the infrequently accessed 

but significant items of the website. 

4.1 Pa t te rn Discovery 

Clustering [70] has been recognized as a principal technique for mining web usage 

data. In our work, we cluster the generalized sessions for evaluation of the proposed 

technique. While we could use any clustering algorithm, we used Relational Fuzzy 
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Subtractive Clustering (RFSC) algorithm (c.f. Section 2.2.1) for its scalability to 

very large datasets. Note that generalization is recommended in general when the 

underlying dataset is large, as is in our case. Using RFSC, we can study the impact 

of generalization on large dimensional data. Besides, RFSC does not require user 

specified input parameters and is less sensitive to noise. In what follows we briefly 

describe RFSC clustering technique which serves as basis for testing our proposed 

generalization technique. 

Similarity Measures: As discussed in Section 2.2.1, RFSC operates on a relational 

matrix R for iV sessions, where Rij is the dissimilarity between sessions i and j . This 

dissimilarity is defined as D^ — 1 — Sy, where Sij is the similarity between sessions 

Si and Sj and is calculated using two measures [50]. The first measure is the fuzzy 

similarity measure proposed in Eq. 3.3: 

Si,ij — fuzzy sirriij (4.1) 

The second measure incorporates the syntactic URL similarity, defined as: 

bW ~ =̂ww ^ M \^-1) 
2—ik=\ sik 2-/i=i Sji 

where 

s = min d \Pk n Pi\ "\ u 3) 
u{h'l) \ ' max{l, max{\pk\,\pi\) - 1 ) / 

in which pk denotes the path traverses from the root to the node which corresponds 

to the kth URL. The length of path pk is denoted as \pk\-
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The final similarity is denned by Equations 4.1 and 4.2: 

Sij = max(Siiij,S2,ij) (4.4) 

After construction of relation R, RFSC is applied to group together similar generalized 

sessions. A significant advantage of using the implicit concept hierarchy (page hierar­

chy) for generalization is that it does not require any modification to the underlying 

clustering algorithm. A session is still represented as a vector over pageviews and 

the implicit semantics are effectively incorporated and isolated within the similarity 

measure used to compare sessions. 

The Membership Matrix: Once the cluster centers are identified over the gener­

alized session data, a membership matrix C x N is constructed for the entire weblog 

data i.e. for the original pre-processed, non-generalized set of sessions. Here, C is the 

number of clusters and N is the total number of sessions. An entry umi (c.f. Eq. 2.5) 

in the membership matrix indicates the membership value of session Si in cluster m. 

The reason for incorporating the original sessions into the discovered patterns at this 

stage of the web usage mining process is to avoid loosing significant information in 

the applications of the mined knowledge. Note that some URLs may not have played 

any part during pattern discovery because they had negligible usage in the stratified 

sample. However, it is important that this does not make them insignificant to the 

model. They are a part of the underlying dataset and thus need to participate in 

subsequent applications of the derived model. 
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Post-processing Tasks: Finally, a defuzzification step is performed which assigns 

each session to a cluster to which its degree of membership is the highest. Every 

session which has a low membership to all the clusters is considered as noise and 

hence ignored. The resulting crisp clusters are used to generate the usage profiles for 

interpretation purposes. 

4.2 Experiments and Results 

We have studied performance of the proposed usage driven generalization using ac­

cess log data collected by the server in our department at Concordia collected(ie. 

from December 31, 2004 to March 05, 2005. Standard data pre-processing tasks (c.f. 

Section 2.1.1) were performed on the available log data. The maximum elapsed time 

between two consecutive accesses in the same session was set to 45 minutes. The root 

node "/" was filtered out from all sessions as it was accessed by more than 80% of the 

sessions. We also removed short sessions of length 1 or 2, since they have insignificant 

contribution towards users' access patterns. At the end of the preprocessing stage, 

the data was segmented in 64530 user sessions with 12685 distinct URLs. It is im­

portant to note that this is a much larger dataset compared to those used by other 

generalization-based clustering techniques [24, 51]. The average length of sessions was 

6.997 pages and the sparsity level (c.f. 3.2.1) was 0.999329. The page hierarchy has 9 

levels. Clustering results obtained by applying RFSC on the generalized sessions was 

used in our evaluation. We have used the discovered profiles to provide a quantitative 
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as well as qualitative comparisons between our usage-driven and level-driven gener­

alization techniques. All experiments were performed on a typical desktop computer 

with a dual core 3GHz Pentium IV processor with 2GB of RAM running Windows 

XP. We used C + + in our implementations. 

4.2.1 Experimental Setup 

Our experiments started with the selection of stratified samples from the 64530 user 

sessions, to estimate the usage of URLs. For comparison purposes, we used three 

sampling fractions /=0.03, 0.07, 0.15, which generated samples of sizes 2500, 5000, 

and 10000 sessions respectively, where / is the ratio of the size of the sample to the 

total number of usage sessions. Each sample was clustered using the RFSC algorithm. 

The resulting usage profiles were used to guide the URL compression algorithm. For 

enabling a study of the effect of a varying usage threshold, experiments were carried 

out over a range of the usage threshold /i from 0 to 1.0. Fig. 4.1 depicts the URL 

compression ratios obtained at some threshold values for each stratified sample. The 

URL compression ratio r is defined as [51]: 

where M is the total number of actual URLs and M' is the total number of retained 

URLs. 

There are two important points to note here. Firstly, r increases as /j, approaches 

1. It is not totally unexpected that this increased data compression might result in the 
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Figure 4.1: Effect of varying the Usage Threshold on the Compression Ratio for 
Different Values of the Sampling Fraction 

loss of some significant URLs and thus adversely effect the quality of the patterns. 

Secondly, r also increases when / approaches 0. For example, a sample of 10000 

sessions approximately retains 40% of the URLs at // = 0.001, compared to a smaller 

sample of size 2500 which retains only 30% of the original URLs for the same threshold 

(Fig. 4.1). We also noted that the URLs participating in a sample approximately form 

a subset of the URLs participating in a larger sample. This property holds due to 

the use of stratified samples. Randomly chosen sample sets of the same sizes have 

been tested and were found to give inconsistent results, again not surprising given the 

time dependent variation in preferences of users. As a consequence of this property, 

at higher values of \i all three samples generate similar compression hierarchies, both 

in terms of size and content, as shown in Fig. 4.1. 
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4.2.2 Comparison on Cluster Validity 

In this section, we compare the quality of the clusters generated from applying RFSC 

on a collection of generalized sessions. We carried out a number of clustering exper­

iments to evaluate the effectiveness of our usage driven generalization as compared 

to the level driven generalization technique. Firstly, the non-generalized original ses­

sions were clustered. The results were used as reference in performing the intended 

comparison. Next, for the usage driven generalization, sessions were generalized using 

three sample sizes ( / = 0.15,0.07,0.03) and varying y. = 0.001, 0.005, 0.01, 0.05, 0.1, 

0.5, 1.0 for each sample. Finally, for the level driven generalization, sessions were 

generalized using the generalization levels 2, 3, 4. Since, at level 4 r was less than 

0.5, the remaining levels were not considered. Further lowering of compression ratios 

will defeat one of the main purposes of generalization. In carrying out these experi­

ments, the only varying factor was the input of generalized sessions, produced by the 

corresponding technique being tested. The remaining steps were kept identical. 

The goal of clustering is to group similar sessions together such that intra-

cluster distance is maximized and inter-cluster distance is minimized (c.f. Section 

2.2.2. This property can be quantified using a compactness to separation ratio used 

as the clustering validity index [54], In this thesis, we have used the validity index 

proposed in [67]. 
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The Validity Index 

Given a clustering of C clusters over a dataset of N sessions, we assume that cluster 

cm is non-singleton, where 1 < m < C.The Xie Index SC is defined in [67] as follows: 

SC = SP x CP (4.6) 

The optimal clustering solution is obtained where SC is maximized. The compactness 

CP for clustering with textitC clusters, is defined as: 

/ c / Y u2 B2 \ 

where umj is the membership of session Sj in cluster m, and RCmj is the dissimilarity 

between sessions cm and j . Similarly, separation SP is defined as: 

SP = | ^ ^ ' raWl<P<C,m^p{flcmcp} \ g 

It is important to note that the session dissimilarity Rij is calculated using similarity 

measures proposed in Equations 2.2 and 4.2. As mentioned above, the use of original 

sessions and their corresponding similarity measures during pattern analysis will en­

able us to conduct a more focused, useful and comparable evaluation of the clustering 

results. 

Evaluation 

Fig. 4.2 compares the quality obtained from clustering of the sessions generalized 

through usage and level driven generalization techniques. For each technique, the 
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Figure 4.2: Comparison of Cluster Validity 

figure shows the amount of change (in percentage) obtained in the Xie Index (relative 

to the non-generalized session clustering) at different compression ratios. 

It should be noted that for the level driven generalization the attainable com­

pression ratios are equal to the number of levels in the hierarchy. Since in these 

experiments we use three levels 2, 3, 4, it generates three corresponding compression 

ratios, r — 0.94, 0.72, and 0.47, which are shown as single points in Fig. 4.2. On 

the other hand, usage driven generalization is more flexible allowing to choose from 

a range of compression ratios. For a given sample, the highest compression ratio is 

achieved at // = 1 and declines as // approaches 0. For example, when / = 0.15, the 

range of the compression ratio is [0.58,0.94], as shown in Fig. 4.1. This range shrinks 

for smaller sample sizes, due to the reduction in the number of URLs participating in 

the corresponding sample. 
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The results of our experiments indicate that usage driven generalization outper­

forms the level driven generalization in terms of cluster validity, at all compression 

ratios. Moreover, usage driven generalization indicates slight improvement in the 

quality, relative to the non-generalized session clustering, at very high rates of data 

compression, i.e., r > 0.9. On the other hand, it is only at the 4th level (r = 0.47) that 

the level driven generalization indicates improved quality compared to the clustering 

of non-generalized sessions. 

Comparing the three usage driven generalization scenarios, Fig. 4.2 shows that 

the quality of the clusters is similar for higher compression ratios. This makes sense, 

since the high support URLs are approximately identical for all three samples. As 

/i approaches 0, the compression ratios decline and a larger number of URLs are 

retained, as shown in Fig. 4.1. If these URLs are actually popular in the original 

dataset, retaining them will improve the quality of the mined profiles. This is reflected 

by the general increase in the cluster validity at lower compression ratios. However, 

it is likely for some of these URLs to belong to the infrequently accessed portions of 

the navigation trails. Retaining such URLs will introduce sparsity in the data and 

could negatively impact the quality of the resulting clusters. This can be seen at / = 

0.03 as the quality declines when r < 0.78. 

The usage threshold fi is a critical parameter, but easy to understand and control 

by any user, as its impact on compression and quality is consistent. Since the dataset 

being used for evaluation is highly sparse, we obtain the best quality of clustering 

as JJ. approaches 0 (c.f. Section 3.2.1). We also believe that this assumption will 
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Figure 4.3: The Total Time taken in Web Data Generalization for Different Sample 
Sizes 

hold for other datasets which include a very large number of items and sparse usage. 

However we also maintain that the choice of the threshold can also be driven by 

the available computational resources for the web usage mining process by making a 

feasible selection from the range of compression ratios available. It should be noted 

that lower values of /i require relatively higher computational resources, memory and 

time. 

4.2.3 Execution Time and Scalability 

The time spent on the generalization process should not overshadow the time savings 

it yields. The generalization time is defined as the total time taken during usage 

estimation, URL compression and session transformation. Among these, usage esti­

mation is found to be the most time consuming step. Therefore, the processing time 
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Figure 4.4: Comparison of Execution Time in Minutes 

depends mainly on the size of the session samples derived for usage estimation, as 

shown in Fig 4.3. However, it will not take much time if we use an efficient algorithm 

for clustering sample data, since the samples are quite small. The figure shows that 

for the largest sample size of 10000 sessions, it took about 80 seconds to generalize the 

web data. This is a small fraction of the time required for clustering non-generalized 

sessions, which took 45 minutes to complete. On the other hand, by varying r, usage 

driven generalization gains a 20% to 80% reduction in clustering time compared to the 

clustering of non-generalized sessions. This suggests that the proposed generalization 

is an effective data compression technique in web usage mining. 

One of the underlying objectives of web data generalization is to reduce the 

time taken for modeling and pattern discovery. Fig. 4.4 compares this time in min­

utes, using generalized sessions either derived from usage ( / = 0.15,0.07,0.03) or 
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from level (level = 2,3,4). As can be seen, at similar compression levels, level driven 

generalization takes slightly less time compared to usage driven generalization. This 

is because level driven generalization merges many frequently accessed URLs, which 

reduces the average length of the generalized sessions, resulting in faster session sim­

ilarity calculation. This relatively reduces the overall execution time for the level 

driven generalization technique. It is important to note that this saving in processing 

time comes at the cost of reduced quality of the mined profiles, as shown in Fig. 4.2. 

4.2.4 Profile Analysis 

The Xie Index, discussed in Section 4.2.2, gives an idea of the cluster validity. How­

ever, it would be helpful to better understand the impact of usage driven generalization 

in a subjective manner, by actually examining the profiles it produced. We did this 

exercise manually by analyzing the clusters generated. Our experiments confirm the 

quality improvements achieved due to generalization driven by usage information. For 

this, we compared the profiles obtained from clustering of sessions generalized through 

the usage driven and level driven generalization techniques. For the level driven tech­

nique, sessions were generalized to the third level of the hierarchy, corresponding to a 

compression ratio of 73%. For comparison purposes, a similar compression ratio was 

obtained from the usage driven generalization by adjusting the usage threshold ap­

propriately. Let UPusage and UPievei be the profiles obtained after applying the usage 

driven and the level driven generalizations on the session data, respectively. Also let 

UPoriginai denote the profiles generated from the clustering of non-generalized session 
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U P level 

Profile: upn 

/programs/ugrad/courses.html 0.3079 

/programs/ugrad/cs/cs.html 0.1787 

/prospective_students.html 0.1549 

/programs/grad/courses.html 0.1507 

/programs/ugrad/cs/curriculum.html 0.1283 

/programs/ugrad/soen/soen.html 0.1130 

U P 
' - ' x usage 

Profile: upu\ 

/programs/ugrad/courses.html 0.3646 

/programs/ugrad/cs/cs.html 0.1895 

/prospective-students.html 0.1656 

/current-Students.shtml 0.1454 

/programs/ugrad/cs/curriculum.html 0.1341 

/programs/ugrad/soen/soen.html 0.1160 

Profile: upU2 

/programs/grad/courses.html 0.3438 

/programs/grad/masters/master.html 0.2106 

/current-students.shtml 0.1524 

/programs/grad/diploma/courses.html 
0.1041 

Table 4.1: Comparison of Discovered Usage Profiles 

data. 

RFSC algorithm finds clusters in descending order of their potentials in the 

dataset. Therefore, each cluster has its potential relative to the first cluster. This 

feature of RFSC is helpful in identifying significance of some differences among the 

profiles compared. We summarize our observations from this analysis. 

The Impact of Overgeneralization: Table 4.1 depicts an example of overgener-

alization by the level driven generalization technique. The usage profile shows the 

URLs whose popularity is greater than 0.1. In UPusage, Profile upu\ and Profile upU2 

capture the user's interests in the undergraduate and graduate courses offered by 

the department, respectively. Although, they reflect semantically dissimilar concepts, 
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they are merged into Profile upn of UPievei- This is a good example of the curse of 

overgeneralization. At the third level of the hierarchy we have the general URLs /pro-

grams/ugrad/ and /programs/grad/. The frequently accessed subsuming portions of 

the navigation trail are lost in the process of generalization. The high structural sim­

ilarity of the general URLs overshadows the dissimilarity of their usage and thus the 

clustering algorithm merges them into one profile. As a result, not only an impor­

tant profile is lost but the generated profile also misrepresents the usage behavior. 

This explains the negative impact of the quality of any subsequent applications of the 

model. 

Similarly, we identified another instance where a profile related to a professor, 

corresponding to a high potential cluster in UPusage and UPoriginai is lost in UPievei. 

A detailed analysis of the compression indicates that usage driven generalization re­

tained some URLs in the lower portions of the navigation trails associated with that 

professor. These URLs were obviously merged into their ancestors at the third level 

of the hierarchy by the level driven generalization. We believe that these URLs were 

significant for identification of this profile. 

The Impact of Sparsity: It is found that the number of repeating profiles in 

UPieVei was much higher than in UPusage. Data sparsity is identified as a reason for 

this repetition. The clustering algorithm in general cannot identify items to be similar 

if data is sparse. It is likely that generalizing to level 3 does not alleviate the sparsity 

of some items in the web data. On the other hand, usage driven generalization 
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correctly identifies the sparse, less used portions of the hierarchy and generalizes 

the corresponding URLs. This allows to extract general patterns which are more 

meaningful. 

Apart from the aforementioned aspects, UPusage ignores the three lowest poten­

tial profiles in U Paginal, which are identified as noise after careful inspection. On the 

other hand, UPievei ignores only one of these profiles and retains the other two. As a 

result, clusters in UPusage are better separated. 

70 



Chapter 5 

Conclusions and Future Work 

"What does ALL my data say?" This is the main question that a web usage mining 

system tries to answer. However, as the complexity of the web applications and user's 

interaction in these applications increases, we need to either exploit new algorithms 

or optimize an established approach in order to find a scalable and accurate answer. 

In recent years, semantic enrichment of weblogs has been perhaps the most promising 

development in the area of web usage mining. As affirmed in Cooley [13], "not only is 

the web usage mining process enhanced by content and structure, it cannot be com­

pleted without it." However, for complex websites which have numerous users, the 

integration of semantics further aggravates the dimensionality and sparseness of the 

feature space. This not only impairs the performance of many data mining algorithms, 

but also the comprehensibility of the mined patterns by a human analyst. Restricting 

mining to concepts at a chosen level of abstraction, using concept hierarchies, is per­

haps the most common, yet implicit, approach to dimensionality reduction. Although 
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dealing with granularity is, in fact, one of the techniques exploited by many recent 

semantic web usage mining studies; in Section 2.4, we argued that this alone is not 

sufficient to prevent the curse of dimensionality while retaining enough detail. 

The idea of applying generalization techniques to the web data in order to 

achieve data compression and sparsity alleviation was first introduced in [24]. Since 

then, a number of techniques have been proposed for incorporating generalization with 

semantic web usage mining; while much progress has been made, improved quality is 

still desired for extracted patterns. This is because, in an attempt to reduce the data 

sparsity, existing techniques tend to overgeneralize the usage information. 

In this thesis, we proposed a web data generalization methodology which in­

corporates the information-rich usage data to guide the process of concept hierarchy 

ascension. For this, we utilize the page hierarchy to replace the actual clicks with 

high level URLs only when they are infrequently accessed. In other words, it exploits 

the usage information to guide the generalization of the sparse portions of the web 

data. This addresses the problem of overgeneralization in existing level based tech­

niques. A usage threshold is introduced to guide this generalization process. We also 

developed a new session similarity metric, based on fuzzy sets, which better captures 

the similarity of the generalized sessions. We show that usage driven generalization 

can extract significantly better quality web usage patterns at high compression ratios 

compared to existing level driven generalization techniques. It is important to note 

here that the choice of the usage threshold has a significant role in maximizing these 

underlying benefits of usage driven generalization. If the threshold is set too high, 
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overgeneralization may occur and the validity of the patterns may be in question. On 

the other hand, if the threshold is set too low, the generalization would not effectively 

alleviate the sparsity of the dataset. However, we have derived parameters in this 

study which will help an experienced data analyst to select a suitable threshold value, 

with an underlying assumption that the clustering used to derive the usage values is 

approximately uniform. 

We established the effectiveness of the proposed technique through numerous 

experiments and analysis of the results, both qualitatively and quantitatively, for 

alleviating data sparsity and significant improvement in quality of mined patterns. 

Our results indicate that usage driven generalization of web sessions is an effective 

technique and when coupled with an efficient pattern discovery algorithm, it can serve 

to fulfil the much desired goals of higher quality pattern discovery and scalability. 

Some of the potential extensions and improvement strategies for the work done 

in this thesis are outlined below: 

• The usage-driven generalization of explicit concept hierarchies would also be a 

significant contribution. With the advent of dynamic URLs and multi-framed 

sites, semantic enrichments using explicit concept hierarchies is becoming inde­

fensible. It would be highly useful to measure the impact of our technique on 

the scalability and accuracy of such systems. 

• We have mainly focused on clustering as the primary data mining technique 

for the discovery of usage profiles. However, a potential future direction would 
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be to evaluate the quality improvements in a variety of other techniques, e.g., 

association rule mining and/or sequential pattern mining. 

• It would be interesting to compliment the cluster evaluation methods used in 

this study with statistical significance testing techniques to assess the strength 

of pattern changes comparing the non-generalized clustering results to those 

obtained from our proposed technique. In particular, we would like to verify 

whether an observed change is statistically significant or not. 

• In this work we used a large weblog dataset for testing purposes. It would be 

interesting to apply the proposed technique on datasets from other websites 

and domains (such as e-commerce) to study the effectiveness of the proposed 

approach. Although we firmly believe that the usage driven generalization will 

significantly improve the pattern discovery for a website in any domain, given 

it has a very large number of items and the usage data tends to be sparse. 
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