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Abstract

Availability-Aware Provisioning in p-Cycle-Based Mesh Networks
Amin Ranjbar

Survivability of high-capacity optical wavelength-division multiplexing (WDM)
mesh networks has received much research attention for many years now. These
networks are typically designed to survive single component failures. The method
of pre-configured protection cycles (p-cycles), recently proposed by W. Grover’s re-
search group, promises to achieve ring-like high speed protection with mesh-like high
efficiency in use of spare capacity. In such networks, which are designed to with-
stand only single failures, service availability comes to depend on dual-failure (or
more) considerations. Hence, availability-aware service provisioning emerged as a
topic of great importance in the past few years.

In this thesis, we first revisit the problem of availability analysis in p-cycle based
networks and present an accurate model for availability-aware provisioning after
highlighting major flaws in prior work. Our model provides a technique for allocating
p-cycles to restore single link failures such that the unavailability of all the demands
in the network is bounded by an upper limit. We then provide some heuristics for
restricting the number of variables and constraints in an integer linear programming
formulation in order to solve our problem in a reasonable amount of time.

Failure-Independent Path Protecting (FIPP) p-cycle recently has been proposed
as an extension of the basic p-cycle to provide a pre-connected, failure indepen-
dent, path-protecting network design. We present in this thesis the first model for
availability-aware provisioning in FIPP based networks. Our study focuses on de-
termining whether FIPP will maintain its resource efficiency advantages over span

p-cycles when the network design is based on limiting the service unavailability.
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Chapter 1

Introduction

Survivability of high-capacity backbone mesh networks based on wavelength division
multiplexing (WDM) technology has been an issue of great practical importance in
recent years; this is due to the fact that any service interruption with connections
operating at high bit rates (typically 10 Gbit/s or higher), even for a short period
of time, may lead to a tremendous waste of (critical) data information. Network op-
erators of these new generation of backbone networks have to face their customers’
requirements, which are usually very strict on the outage period. Therefore, pre-
venting service interruption and minimizing the loss of service must be considered in
designing telecommunication networks.

Optical networks, using WDM technology, have enabled the provisioning of fast
and high-quality éonnections to end users. Using optical fiber as a transmission
‘medium achieves many advantages such as low loss, light weight, electromagnetic
immunity, high bandwidth and low cost [2]. Currently, optical fiber is widely de-
ployed in backbone networks and the number of users relying on this type of com-
munications is growing rapidly. In WDM networks, where up to 100 terabits data
information per second is transmitted over a single fiber, service outages can have

disastrous consequences.



Previously, component failures were manually repaired by re-routing the failed
connections and sending teams to repair the damaged links or nodes. However, cur-
rently, optical networks requiring manual re-routing are considered as unprotected
networks and the outage periods due to traffic recover based on the human interven-
tion are unacceptable. Hence, optical network operators are not willing to accept
unprotected facilities: survivability must be always guaranteed by adopting efficient
techniques of automatic recovery from failures, that is to say re-routing broken con-

nections automatically [3].

1.1 Overview of WDM Networks

Wavelength-Division Multiplexing (WDM) has emerged as the most promising tech-
nology for taking the full advantage of the bandwidth potential of fiber and thereby
satisfying the increasing demands for bandwidth. WDM is an approach that allows
multiple WDM channels from different end-users to be multiplexed on the same fiber.
Each of these channels operates at data rates around 10Gbps and it is likely to extend
to 80Gbps. Since all components in a WDM device need to operate only at electronic
speed, WDM devices are easier to implement. Extensive research and development
on optical WDM networks have been done over the past few years; hence the next
generation of the Internet will employ WDM-based optical backbone.

The next generation of optical networks is a complex system designed according
to a layered approach. Higher layers of these kinds of network are fully managed
by electronic equipments. Several protocols can be stacked one over the other in
different combinations. The WDM optical layer behaves as a common platform with
the ability to carry all the possible protocol combinations; hence the WDM layer has

been standardized as a circuit-switching oriented multi-protocol transport level.



Accordingly, the main task of the WDM optical layer is connectivity and band-
width provisioning to the electronic layers in a client-server relationship [4]. In
such a network, end users will attach to the network through a wavelength-sensitive
switching/routing node [5] and the WDM networks offer a provisioning service which
consists of setting up optical point-to-point circuits in order to fulfill requests of end-
users. Such requests are referred to as virtual connections and an optical circuit
is named a lightpath. In other words, a lightpath is an optical connection carried
end-to-end from a source node to a destination node over a wavelength on each in-
termediate link [6]. At intermediate nodes in the network, the lightpaths are routed
and switched from one link to another. Each lightpath carries a high bit-rate digital
stream. It is added and dropped by electro-optical devices interfacing the WDM
layer to the higher electronic layers. In some cases, lightpaths may be converted
from one wavelength to another wavelength along their paths. WDM switching is
performed either by optical add-drop multiplexers (OADMs) or by optical cross-

connects (OXCs), according to the type of network architectures.

1.2 Motivations and Preliminaries

Critical Infrastructure Protection (CIP) is a national program whose objective is
to build capabilities to strengthen and support the robustness, reliability, resilience,
availability and protection of physical and information technology (IT) facilities,
networks, services, and assets, which if disrupted or destroyed would have a serious
impact on the health, safety, security, economic well-being, or effective functioning
of the nation [7]. Telecommunication networks, using WDM technologies, which
is based on cable eqﬁipments is classified as critical infrastructure, and therefore
its protection is of utmost importance. Accordingly, it is necessary to assess the

vulnerabilities and provide various protection techniques, and evaluate the resiliency



and availability of these kind of networks.

According to annual statistics, metro and long haul networks experience lots of
fiber cuts [2]. In the first eight months of 2002 alone, 116 network outages were
recognized in the United States with wide-ranging effects [2]. Similarly, on February
13, 2002 in Yadkinville, NC, workers sevéred a Sprint cable during repairing a water
line and cut around 52 trunk groups for over 5 hours [2]. In Maryland, fire in a power
transformer melted a Verizon fiber cable and affected more than 5000 customers for
over 9 hours only a week after. In addition, on August 14, 2003, Ontario and much
of the northeastern U.S. were hit by the largest blackout in North America’s history.
Electricity and all communication services were cut to 50 million people, bringing
darkness and service outages to customers from New York to Toronto up to North
Bay. While some communication services’ consumers had service restored early the
next morning, many areas remained in the same situation for the next day and even
the following one. Statistics show that metro networks annually experience 13 cuts
for every 1000 miles of fiber and long haul networks experience 3 cuts for 1000 miles
fiber [2].

Most of the previous work on protection techniques for survivability of optical
networks has focused on 100% restorability against all single span failure. Obviously,
single failure restorability is of great overall benefit té network integrity, but that
qualitative recognition does not guarantee that the availability of the service path
will be 100%. This makes the dual failures as the main factor which can contribute to
the unavailability of the service. Since the probability of occurrence of triple failures
is significantly less than the probability of occurrence of dual failures (i.e., 4.69%107°
for triple failures [8]), it is reasonable to neglect the probability éf occurrence of triple
and more failures in networks. Numerical examples in [8] have shown that the effectv
of dual span-failures are in fact more important in determining the expected service

path unavailability and considering only dual failures is sufficient to obtain a good



estimate on the availability of the service.

Therefore, being able to analyze the factors that affect and determine the end-
to-end availability is of great interest not only academically but also for network
operators as it assists them in offering their customers some guarantees for high
service availability. These kind of guarantees are commonly offered as service level
agreements (SLA) which has to be honored by the network operator. That is because
that a failure to provide service as specified per the SLA may force the network oper-
ators to pay certain penalties [1]. Accordingly, it is vital for the network operators to
have quantitative measures of end-to-end availability and different availability-aware

network designs in order to offer competitive SLAs.

1.3 Thesis contribution

In this thesis, we study service availability and availability aware provisioning princi-
ples in optical networks that employ efficient preplanned protection schemes; namely
p-cycles [9] and its newer generation of failure-independent path-protection p-cycles
(FIPP) [10]. Failure-Independent Path-Protecting (FIPP) p-cycles are an extension
of the basic p-cycles and an alternative approach for providing fully pre-connected
protection paths with end-to-end failure-independent path protection property [10].
We revisit the problem of availability-aware provisioning in p-Cycle based networks,
highlight some of the flaws in the prior models [11] [1] and present a more accurate
method for solving the problem.

The new model exhibits some non-linearities in the unavailability constraints
which are not desired in Integer Programming problems. In order to resolve these
non-linearities, new variables have to be introduced which impose new constraints
and eventually result in a huge ILP formulation. Conéequently, some simplifications

are required to obtain near optimal solution in a reasonable amount of time. Then,



we address some heuristics for restricting the number of variables and constraints in
the resultant ILP formulation. The bottom line of our work is providing an exact
model for availability-aware design of p-cycle based networks.

In addition, we study the unavailability of end-to-end traffic in p-cycle and FIPP
based mesh networks, which are designed to protect against single failures and present
an availability-aware network design method. Our design method aims at allocating
cycles such that the end-to-end unavailability of the protected demands is bounded
by an upper limit and the upper limit can be varied as desired.

Allocating cycles to different working paths can be done as follows: The pre-
processing program finds candidates or eligible cycles using a depth-first search and
pre-selected by hop count lengths, then identify a subset of spans for p-cycle method
or a subset of working paths for FIPP method between end nodes that are on the
cycle in which they satisfy availability constraints. This process is done before hand
and the pre-selected cycles can be utilized for both p-cycle and FIPP protection
techniques.

Our study also focused on determining whether FIPP maintains its resource ef-
ficiency advantages over span p-cycles when the network design is based on limiting
the uﬁavailability. Our results first showed that the length of the FIPP cycle plays
a vital role in determining the availability of the working path(s). Similar to span
p-cycles, higher service working path(s) availability is obtained when the FIPP cy-
cles contain fewer hops. Results also indicated the important role of the number
of demands protected by the same FIPP. We noticed that the higher the desired
availability is, the less efficient FIPP method becomes. This is due to the fact that
in order to achieve higher service availability, the design will limit the number of
demands sharing the same FIPP cycle.

Accordingly, we affirmed that when the network design limits the service unavail-

ability, FIPP tends to be less efficient and its redundancy is 8-13% more than basic



p-cycle. Additionally, we observed that when we do not limit the unavailability, the
average availability for span p-cycle tends to be more than the FIPP p-cycle method.

In this thesis, we presented our analysis and discussions on these findings.

1.4 Thesis Outline

The rest of this thesis is organized as follows: Chapter 2 focuses on reviewing the most
commonly existing strategies for providing survivability and various optimization
techniques utilized for the design of WDM mesh networks. An exact model for
availability-aware provisioning method is provided in Chapter 3. In Chapter 4, we
analyze the availability of mesh networks using FIPP p-cycle based designs and
propose a novel method (availability-aware provisioning) for allocating FIPP cycles
to restore single link failures such that the availability of all demands in the network
is bounded by a lower limit. Chapter 5 concludes and provides direction for future

work.



Chapter 2

Background and Related Work

In general, survivability refers to the ability of a network to recover from failures and
is considered as one of the most basic requirements of modern telecommunication
systems. In real telecommunication networks, frequent occurrence of failures and
their corresponding cost give enough motivation to work on improving the surviv-
ability of these networks. The impact of network outages can be normally measured
in terms of customer-minutes, defined as the outage in minutes multiplied by the
number of affected customers [4].

Two basic types of network failures are considered (in the study of survivability):
link and node failures. The former is usually caused by cable cuts and the latter
is caused by equipment failures in different nodes. Another less considered type
of failure in optical networks based on wavelength division multiplexing (WDM)
technology is channel failure, which is usually caused by the failure of transmitting
and/or receiving equipment (e.g., lasers, photodiodes, etc.) operating on that channel
[12].

In this chapter, we present an overview of the various strategies currently pro-
posed for managing survivability in telecommunication networks and in particular,

networks based on WDM technologies. In the following sections, also we describe



survivable designs and various types of optimization techniques used in optical net-

works.

2.1 Classification of Survivability Schemes

A general classification of frequently used survivability techniques is presented in
[13]. These fechniques are generally classified into two main large categories: namely,
protection and restoration [14] [2].

Protection mechanism provides a pre-planned scheme where the details of alloca-
tion and reservation of the back-up resources are known in advance. In this scheme,
some resources are reserved for recovery from failures at either connection setup or
network design time. Since reserved resources are kept idle when there is no failure,
protection mechanisms are not efficient in terms of capacity; nevertheless, it can pro-
vide a quick and hundred percent failure recovery on pre-planned protection paths.
The two most common protection schemes used in optical networks are Automatic
Protection Switching (APS) and Self-Healing Ring (SHR). The latter is more flexi-
ble than APS in that it can handle both link and node failures. Also, SHR utilizes
high speed add/drop multiplexers (ADM) and its control mechanism is simple which
makes it a very attractive way to provide survivability.

On the other hand, restoration is a survivability technique where the details of
responses on the occurrence of a failure in the network are not known a priori. Unlike
protection scheme, here the spare capacity in the network is dynamically discovered
to restore the affected services upon occurrence of a failure. This means that there
are no reserved resources for recovery at the time of connection establishment. The
back-up or protection paths are determined by using of real time availability of
resources when the failure occurs; hence the recovery time is usually longer than

protection scheme. Since sufficient spare capacity may not be available at the time



of failure, hundred percent service recovery cannot be guaranteed. However, this
technique would be more efficient in terms of resource utilization or spare capacity
as compared to protection scheme.

Most studies in the field of survivability in WDM optical networks are contributed
to protection schemes. Protection against single failure in WDM networks can be
broadly classified into two paradigms: path-based protection and link-based protec-
tion (deployed in either a shared or a dedicated manner).

In path-based protection [14] [2], after the primary (or working) path is computed,
the source node computes a link disjoint secondary (or backup) path before setting
up the call. When a link on the primary path fails, the source and destination nodes
of the path are informed and the service is switched over to the back-up path. Since
all connections on any of the links in the active path should be restored, the back-up
must have sufficient bandwidth for restoration. When a set of spare resources is
reserved exclusively to a light path in a path protection, the scheme is designated
as dedicated path protection. In dedicated path protection, two non-disjoint pro-
tection paths (for two different service paths) must use different wavelengths even
if their corresponding working paths are disjoint [12]. On the contrary, in shared
path protection method, the same wavelength is shared on the common links of
two non-disjoint protection paths, given that their corresponding working paths are
link-disjoint and hence do not fail simultaneously. The advantage of dedicated path
protection is that in some cases it is able to protect multi-link failures; meanwhile,
the shared path protection is more efficient in terms of spare capacity.

In the link-based protection scheme [15], a protection path is computed separately
for each link in the primary path. On the occurrence of a link failure, the end-nodes
of the failed link on the service path redirect the traffic along the pre-determined
protection path. Similar to path-based protection, there are dedicated and shared

link protection schemes. In dedicated link protection, each working channel on a

10



Survivability

Dynamic
Restoration

Pre-planned
Protection

------ »| Self Healing Ring |-

_N Mesh
-3 Dual Homing
Automatic

-3 Protection

Switching

> Unidirectional
SHR

Line Switch
(USHRIL)

Path Selection
(USHR/P)

» Bidirectional SHR |-

BSHR/4
4 Fiber

-3 Link Protection

¥ Path Protection
¥ 141 APS
» 1.1 APS

—_—
|
-~ 1NAPS

BSHR2
2 Fiber

Figure 2.1: General classification of survivability schemes in WDM network
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link has its own dedicated protection wavelength path. In this scheme, non-disjoint
protection paths for two different links must have different wavelengths on the over-
lapping portion. Similar to path-based protection, in shared link protection the same
wavelength can be used on the common links of two non-disjoint protection paths as
long as their corresponding working channels are on different links [12]. Therefore,
shared link protection is more capacity efficient than dedicated link protection, and
can provide 100 percent recovery from single-link failures.

In general, path protection scheme is more efficient in terms of utilizing resources
than link protection scheme, however, it is much slower. This is due to the fact
that path protection scheme requires a larger time in signaling and allocating back-
up resources. In addition, when cross connect configuration time is small (10 ms),
protection switching time is lowest for shared link protection and highest for shared
path protection. Whereas, when cross-connect configuration time is large (500 ms),
dedicated path protection has the lowest and shared path protection has the highest
protection switching times [16]. |

A general classification of the survivability schemes in the WDM optical networks
is shown in Figure 2.1. In the following sections of this chapter, the most important
pre-planned protection techniques, ring and mesh architectures, will be described in

details.

2.1.1 Ring-Based Survivability

Ring-based protection schemes are the most basic survivability techniques for optical
networks. These schemes utilize two fibers to propagate the signals in opposite
directions. Path protection is designed using both fibers to set up two lightpaths
around the ring. The source node splits the signal in two identical copies transmitting
them on the two different lightpaths at the same time. The receiver node selects the

signal with the best quality. This scheme is defined as 1+1 dedicated protection and

12



the architecture is known as WDM self-healing ring-based protection. In self-healing
ring, when a failure occurs, no optical switching device has to be reconfigured and
no signaling is necessary. Hence, recovery is very fast.

Self-healing rings can be categorized into two general types: bi-directional line
switched rings (BLSRs) (shown in Figure 2.2) and unidirectional path-switched rings
(UPSRs) (shown in Figure 2.3). Similarly, their optical version are optical path
protection ring (OPPR) and optical shared protection ring (OSPR).

In general, BLSR and UPSR methods are generalizatidns of 1:1 and 141 APS
respectively [12]. In the BLSR, nodes adjacent to a span failure test the status of
the protection channel. If it was free, the transmitted signal will be switched to the
protection channel in the reverse direction from the failure. Each of these nodes
receives a replacement signal copy for their receiver in the reverse direction on the
protection channel. BLSR can be used more efficiently than UPSR, because any two

nodes can make similar use of the shared standby capacity around a BLSR [12].

2.1.2 Mesh-Based Survivability

Although the ring structure is the most common physical topology nowadays, WDM
mesh networks are obtaining considerable interest. In a mesh network, survivability
is more complex problem than in a ring topology because of the greater number of
routing and design decisions that have to be considered [17].

Mesh-based survivability schemes can be viewed as the extension and automation
“of 1:N or 141 APS [12]. In mesh-based networks, for the same investment in capacity,
more demands can be served in more diverse patterns as compared to a correspond-
ing set of rings. In addition, mesh is less costly in long distance networks where
bandwidth, size, and geographically diverse path connectivity are highly demanded
[2].

A challenging issue is to decide between these two schemes; i.e, ring-based or
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(a) UPSR (b) UPSR path recovery

Figure 2.3: Unidirectional Path Switched Rings

mesh-based survivability. The main advantage of rings is its low cost and high speed
when compared to mesh-restoration schemes that required a sophisticated central
system with a separate signaling network [12]. This is the reason that despite the
need of over 100% redundancy, rings are still preferred in metropolitan networks. On
the opposite, mesh offers greater flexibility, efficiency, and support for multiple service
classes. Mesh-based networks are also able to organize survivability in response to
time-varying patterns of demand [12]. Hence, it is highly desirable to develop a
method that is as fast as rings but have the flexibility and capacity efficiency of

mesh.

2.2 The Concept of p-Cycle

Pre-configured or pre-connected protection cycles (p-cycles) method proposed by W.
Grover’s research group [18] [19][9], is a fully pre connected cyclic network architec-
ture which can achieve ring-like high speed protection with mesh-like efficiency in

terms of spare capacity. This method utilizes the ring protection function (originally
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(a) On-cycle failure (b) Straddling failure

Figure 2.4: p-cycle example (p-cycle: A-B, B-C, C-D, D-E and EA)

used in SDH/ SONET rings) to perform fast protection and meanwhile it can pro-
tect not only the on-cycle spans but also the straddling spans in the network. A
straddling span is one that has its end nodes on the cycle, but it is not part of the
cycle. In addition, a p-cycle provides one back-up path for restoration of a failed
on-cycle span and only a switching action at both end nodes of the failed span is
needed to restore the affected path(s). Hence, this method is similar to bi-directional
line switched rings (BLSR).

There are different types of p-cycles, however, we can divide them into two main
categories: Link p-cycles and node encircling p-cycles [20]. Link p-cycles protect the
individual channels within a link and node encircling p-cycles are routed through all
neighbor nodes of a specific node and protect all the connections traversing through

that node.

2.2.1 The mechanism of p-Cycle

Figure 2.4 shows the basic operation of p-cycles which may be used for restoration in
WDM networks that are not possible with rings. It can be seen that for an on-cycle
failure, the end nodes switch the traffic to the other side of the cycle (pre-planned

path). As shown in Figure 2.4(a), a failure happens on a span on the cycle (A — E)
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and the surviving arcs of the cycle is used for restoration (A— B—C — D — E) using
similar method to the ringv based BLSR protection mechanism. When a straddling
- span fails, there are two alternative protection paths on the cycle. Figure 2.4(b)
illustrates how the p-cycle can also be utilized for restoration of spans that are not
on the cycle. In fact, two restoration paths (A — B—C — D and D — E — A) are
possible for straddling span A — D. Straddling spans make a significant difference
to the failure coverage provided by the same investment in spare capacity in a ring
compared to a p-cycle. Straddling spans have twice capability of an on-cycle span in
terms of efficiency, because when they fail, the p-cycle itself remains intact; hence it
can provide two protection paths for each unit of protection capacity.

p-cycles were introduced as a system layer method where they use modular-
capacity nodal elements similar to an ADM and implemented at the whole fiber or
waveband level. Since the concept of p-cycle separates the routing of working path
from configuration of protection schemes, p-cycle based protection technique is also

considered as logical layer of implementations.

2.2.2 Failure-Independent Path-Protecting (FIPP) p-Cycle

The failure-independent path-protecting (FIPP) method can achieve p-cycle proper-
ties but yields improvements in the usage of network capacity. p-cycle has ring-like
high speed protection with mesh-like high efficiency in the use of spare capacity but
it is not failure-independent path-protection such as shared-backup path protection
(SBPP). FIPP p-cycles support the same failure-independent end-node-activated
switching of SBPP, but with the fully pre-connected protection path property of
p-cycle [10]. The important property of FIPP p-cycles is that a FIPP acts as a
conventional p-cycle for end-to-end paths between nodes on the cycle.

Figure 2.5 illustrates how a set of mutualiy disjoint working paths can use a

single FIPP p-cycle; note that a single failure will only affect one of these demands
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(a) Four mutually disjoint working (b) FIPP p-cycle
paths

Figure 2.5: FIPP p-cycle protecting a set of mutually disjoint working paths

and the FIPP p-cycle provides complete recovery. Any set of working routes that
are all mutually disjoint is called a group of ”"compatible routes”. Applying the
mutually disjointness constraint to primary paths enables them to share a fully pre-
connected protection structure, not individual spare channels that still have to be
Cross connectgd to form backup paths.

The FIPP p-cycle used on their end-nodes is shown in Figure 2.5(b). The working
path between end nodes A and C' in the example in Figure 2.5 is totally on-cycle. For
this kind of working path, FIPP can provide only one protection path and it is the
rest of the cycle itself. Some of the working paths can straddle the respective FIPP
p-cycle, such as the working path between end nodes C and FF (C—H — I~ F). In
the case of totally straddling working paths, a demand with two capacity units can
be protected per one unit of FIPP p-cycle capacity. Alternatively, the working path
between end nodes C and F' (C'— D — E — F) in this example is partially on—lcycle;
hence the cycle is limited to providing a single protection path per one unit working
capacity.

The switching logic in any case is trivially realized locally within the end-nodes
[21]. Each node-pair chooses a direction on the p-Cycle as the default and the other

as secondary, for each working path between them. If an on-cycle path fails, then

18



the rule simply says “switch to default backup route”. If a straddling path fails,
the end nodes switch the working traffic first to the default, and then if required,
to the secondary. The general case, where the demand is partially on-cycle, can be
also realized by adding a local rule at every node that says “if the span in which the
failed path arrives is the same as the span in the default direction on the p-Cycle
for that path, then use the secondary”. Since this is local information for node, no

special-case signaling is required.

2.3 Survivable Network Design

It is desired to design networks which are capacity-efficient while at the same time
they are easy to restore under failures. Hierarchical restoration schemes are popular
for designing survivable networks in practice [22]. In the first stage, a capacity-
efficient solution is found for the network design problem without survivability con-
cerns. In the second stage, given the working capacities, a minimum cost allocation
of spare capacity on the links is determined so that the disrupted flow can be safely
rerouted, in case of a link failure. This second stage problem is referred to as the
Spare Capacity Assignment Problem (SCA) [23].

Two basic scenarios were developed and tested in [22]. In the first case, the
objective is to achieve the highest level of restorability for a given set of existing
mesh network spare capacity. The second scenario is the reverse of the first one;
that is the minimum set of spare capacity is generated such that hundred percent
restorability is ensured.

In both scenarios mentioned above, the working demands are first routed via
shortest paths (or any other arbitrary path) and then a corresponding minimum
spare capacity allocation ( or maximum restorability) problem is solved. This is

called the non-joint design problem. Another design principle is to solve the problem
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jointly which was firstly modeled in [2]. This principle attempts to optimize the
choice of working routes in conjunction with the placement of spare capacity to
achieve the objective.

The idea of optimal spare capacity design for p-cycle based restorable networks
was first formulated in [24], [22] using Integer Linear Programming (ILP). In the
following sections, we describe linear programming and optimal spare design for p-

cycle-based networks in details.

2.3.1 Linear Programming

Linear programming entails the planning of activities to obtain an optimal result
which reaches the specified goal according to the mathematical model among all fea-
sible alternatives [25]. The most common type of application of linear programming
involves allocating resources to activities. In addition, any problem with mathe-
matical model fitted in general format of the linear programming model is a linear
programming problem.

In general, the linear programming problems or LP problems, for short, is the
problem of minimizing (or maximizing) a linear function subject to a finite number of
linear constraints [26]. Generally, if ¢, ¢a, ..., ¢, are real numbers, then the function

f of the real variables z1, xo, ..., z, defined by

n
flx1,Za, .., Tn) = 121 + C2Z2 + .. + CoTy = ch:cj (2.1)
j=1

is called a linear function. Accordingly, if f is a linear function and b is a real

number, the equation

f(xl’ T2, "'7xn) =b (22)

is referred to a linear equation. Similarly, the inequalities with linear function f
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and real number b

f(l'l,l‘g,...,l"n) < b (23)

flzy, 20, 20) 2B

are called linear inequalities. Both linear equations and linear inequalities are

entitled as linear constraints. Hence the LP problem will be in the following form:

minimize Z CiTj (2.4)
=1
subject to

Zaijxj Z bz (Z = 1, 2, ,m)
j=1

z; >0 (i1=12,..,n)

Note that the LP problem in this form is referred as standard form. The linear
function which has to be minimized (or maximized) in the LP problem is referred to
the objective function of that problem (in the standard formulation). In addition,
values for variables 1, s, ..., z, that satisfy all constraints of the LP problem are
considered as different feasible solutions of that problem.

In real world, the decision variables make sense when they have integer values
(i.e., number of people, machines and vehicles). Since requiring integer values is the
only possibility in which a problem deviates from linear programming formulation,
it would be an Integer Programming (IP) or integer linear programming [25]. The

mathematical model for integer programming is the same as linear programming
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model with an additional restriction in which variables must have integer values.
Accordingly, in the case that only some of the variables are necessary to be in
the integer format, the model is referred to as Mixed Integer Programming (MIP)
25]. Similarly, the IP problems containing only binary variables are called Binary
Integer Programming (BIP) problems or 0 - 1 integer programming problems. Binary
variables or 0 - 1 variables are referred to decision variables with just two values, 0

and 1. Hence, such variables would be presented by:

;= (25)

2.3.2 Survivable Network Design Based on p-Cycle

The design of survivable networks based on p-cycles is called the p-cycle design
problem which is firstly formulated as a Mixed Integer Programming (MIP) model
in [9]. In this model, the working demands are routed in advance and then the
protection capacity is minimized. The main problem is that the number of possible
p-cycles grows exponentially with the number of nodes and spans in the network. In
order to achieve the real optimal solution, all candidate cycles must be considered
which makes the problem unsolvable in a reasonable amount of time. One alternative
is just to consider a limited number of promising cycles and find the optimal solution
with the restricted possibilities. However, the optimal solution of the main problem
is no longer guaranteed [12].

As mentioned in [27], the design of a min-cost set of p-cycles to protect a given set
of working flows is an NP-hard problem. Therefore, heuristic methods are required
to deal with this problem. One heuristic is to develop some criteria for preselecting

the most promising eligible cycles, when we design a large-scale network, so that
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not all the eligible cycles are required to be considered. Some methods have been
proposed in the literature for eligible cycle pre-selection. In [27] a parameter called
scoring credit was proposed to sort all the possible eligible cycles based on their
individual credits in a descending order. For a design with a limited number of
eligible cycles, the cycles would be selected starting from the head of the sequence.
It was found that the proposed strategy could achieve a much better performance
than the random selection.

In addition, in {27] another two different measures of the p-cycles efficiency for
p-cycle pre-selection are suggested: A Priori p-cycle Efficiency AE(r) and Demand-
weighted p-cycle Efficiency EW(r). The efficiency measure AE(r) counts the number
of protected links, divided by the cost of the p-cycle. In EW(r) the offered protection
capacity is weighted with the working capacity which needs to be protected for each
link. Hence, this measure assumes that the demands are already routed. The optimal
p-cycle according to the AE(r) measure is the p-cycle with the lowest average cost
for link protection. The main problem is that it does not take into account the actual
need for protection, i.e., the working capacity which needs to be protected. Hence,
another heuristic for generating cycles dynamically is introduced in [28].

In [28], the authors introduced an approach using Column Generation method
to produce cycles dynamically. The idea of column generation is to only generate
the variables when needed. Initially, the column generation algorithm is started
with a set of dummy cycles. A dummy cycle is a cycle which has the ability of
protecting just one link for p-cycle protection techniques or one working path for
FIPP techniques. Hence, this dummy cycle is so costly that it will never show up in
the optimal solution. Then, in each iteration of this algorithm, we try to improve the
cycles according to maximum unavailability constraints, hence this process continues
until no improving cycles are found. The column generation method can be used

for both protection techniques. In the following section, we will describe column
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generation in details.

2.3.3 Column Generation (Exact Method)

Column generation techniques [26] [29] propose exact solution methods for linear
programming problems. The combination of Column Generation and ” Branch-and-
Bound™ methods which is called ”Branch-and-Price” gives the solution for Integer
Linear Problems. Column Generation can deal with problems with a very large
number of variables by implicitly expressing the constraints. [28]. Column generation
methods are based on decomposition of initial linear problem into two sub-problems:
Master problem and Pricing problem. The general idea for the decomposition of
the initial problem is to deal with smaller number of variables and to independently
address and solve the sub-problems.

Similar to the simplex algorithm, the column generation method is an iterative
procedure. At each iteration of column generation, the process tries to find a reduced
cost for current solution after solving the pricing problem. If the reduced cost is
negative, it shows an improvement of the value of master objective function; hence
the column generation algorithm adds one or more columns to the constraint matrix
of the master problem to gain an improvement in the objective function of the master
problem. On the other hand, if no solution of the pricing problem has negative cost,

then the algorithm terminates and the current solution is optimal.

Master Problem

The master problem corresponds to a linear program subject to some explicit con-
straints and some implicit constraints with the properties of the coeflicients of con-
straint matrix [28]. The master problem is formally denoted as the following linear

program [29]:

24



2% = min Z C;T; (2.6)

jeJ

subject to

Zajxj Z b (27)

jed

where z; are decision variables, and z* is objective function in minimization
problem. As mentioned above, in each iteration of simplex method, the column

generation technique looks for the vector u > 0 of dual variables as follows:

argming; == c; —ula;|j € J (2.8)

where c; are corresponding cost, and u? are dual variables corresponding to con-
straint 2.8. Since an explicit search of J may be computationally impractical, a
restricted master problem (RMP) [29] works with a reasonable subset of columns
(J' C J). If there is a feasible solution, then master problem computes the reduced

cost ¢* by:

¢ = min{c(a) — 7" ala € A} . (2.9)

and returns an answer to the pricing problem. If there is no solution with negative
reduced cost in pricing problem (assuming minimization), then the current solution is

indeed optimal. Otherwise, one or more columns with negative reduced cost derived
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from the solution of pricing problem will be added to RMP. Hence, re-optimization

of RMP will be repeated to make an improvement in the objective function of RMP.

Pricing Problem

The pricing problem is defined by optimization of the reduced cost subject to the set
of implicit constraints, in other words, pricing problem is identifying and generating
the most promising columns for the master problem [28]. Selecting columns could be
based on different criteria. According to the classical Dantzig rule [30], one chooses
among all columns the one with the most negative reduced cost. Various approaches
are proposed in [26] like full and partial pricing. In full pricing approach, all columns
with negative reduced cost will be selected and in partial pricing approach only a
subset of columns with most negative reduced cost is chosen at each iteration to
generate new columns.

This technique was first put to actual use by Gilmore and Gomory (1961, 1963) as
part of an efficient heuristic algorithm for solving the Cutting-Stock Problem (CSP)
[29]. Various Materials (paper, textiles, cellophane, and metallic foil) are made up
rolls of large widths. These rolls are referred as raws and they can be cut into rolls of
small widths named as finals [26]. The CSP deals with finding the most economical
way of cutting the raws into the desired finals when a complicated summary of orders

has to be filled.

2.4 On Network Availability

Most of failure scenarios are considered as single failures which means single fiber cuts
or cuts of single edges in WDM networks. In almost all survivability mechanisms,
the main goal is to replace all the affected service paths after the occurrence of a

single network failure.
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Fully restorable networks to single cuts are often called ”100% restorable”. How-
ever, multiple failure combinations can cauée such networks unable to fully recover.
In other words, making a network fully restorable to single failures is not a guarantee
that it has 100% availability for every service path. Hence, the availability analysis
is important to help obtaining a comprehensive knowledge on the affect of multiple
failures in a network.

Some papers have been published on the question of determining and managing
the effects of dual span—failures on networks protected by p-cycles [31], [32]. These
studies were conducted from the point of view of the restorability to dual-failures.
The analytical expression for the availability of paths in a p-cycle-based network was
firstly introduced in [11]. The model presented is based on the calculation of the

unavailability caused by dual-failures.

2.4.1 On Availability in General

Availability is defined as the probability of the system being found in the operating
state at some time ¢ in the future given that the system started in the operating state
at time ¢ = 0. For repairable systems, an equilibrium is reached between the failure
arrival processes and the repair processes, both characterized by the respective rates
and resulting in the fraction of the total time that is up time [2]. The most widely

used expression for availability in repairable systems is given [2], [33] by:

MTTF

_ 2.10)
MTTF + MTTR (2.10)

where MTTF (Mean Time to Failure) is the mean time till the failure occurs and
MTTR is the Mean Time to Repair. The probabilistic complement of the availability

is the unavailability U, where:
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Figure 2.6: N elements in parallel structure

U=1-A. (2.11)

Note that for the rest of the thesis, we use this definition for the unavailability
of the system. A system with N elements in parallel (as shown in Figure 2.6) has
the unavailability equivalent the product of the unavailabilities of the individual ,
elements; that is all the system would be unavailable if all the elements in the system

are unavailable [2], [33].

Up = U1UplUs...U, = [ [ Us. (2.12)

i=1

Similarly, a system with N elements in a series structure (as shown in Figure 2.7)
has the availability equivalent to the product of the availability of the individual
elements; that is all the elements in the system needs to be available for the system

to be available [2], [33].

A = A1Ar Ay Ay =[] A (2.13)
i=1
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Figure 2.7: N elements in series structure

n

Us=1——As=1—ﬁA2—=1—H(1—Ui) (2.14)
i=1

i=1
If we assume that U; < 1, we can ignore the high power of U;, so the equation

(2.14) will be:

U~ U (2.15)

Accordingly, the total unavailability of systems with elements in parallel is ob-
tained by multiplying the unavailability of each element, and the unavailability of
systems with elements in series equals to add up unavailability of each element, which

is an approximation assuming that U; < 1.

2.4.2 An Overall Methodology for Availability Analysis

In telecommunication networks, there is a well established framework for approx-
imate availability analysis, based on the following overall method and built in as-
sumption [34].

Method:

o First step: Obtain a good estimation of unavailability of all components or
subsystems involved. This may involve summation of devices’ failure rates in

long time to achieve the failure rate of the system.

e Second Step: Understand and draw out all the parallel and series availabil-
ity relationships among elements. It should be done based on a functional

understanding of what is required for the system to perform its function.
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o Third Step: For systems with elements in series, the unavailability of each
element needs to be added up, and for systems with elements in parallel the

unavailability of each element is multiplied to obtain the total unavailability.

o Forth Step: Add the unavailability contributions from any known correlated
multi-element failure scenarios to be considered [34]. Hence, the final system

availability is: 1 — Uyy.

Assumptions:
We analyze the availability of a system (which could be a component, path,

connection, etc.) in a mesh network with the following typical assumptions:

¢ The two-state ”working - failed” model describes the status of all elements. In
other words, a system is either available (functional) or unavailable (experienc-

ing failure) [35].
e All elements (different network components) fail independently.

e For any component, the "up” times (or Mean Time To Failure, MTTF) and the
repair times (or Mean Time To Repair, MTTR) are independent memoryless

processes with known mean values [35].

These assumptions are accepted as sufficient for practical availability analysis of
network services. The availability of a system is the fraction of time the system is
"up” during the entire service time. If a connection is carried by a single path, its
availability is equal to the path availability; if this connection is dedicated or shared
protected, its availability will be determined by both primary and backup paths [35].

Here, the contribution of the reconfiguration time for switching traffic from the
primary path to the backup path (including signal propagation delay of control sig-
nals, processing time of control messages, and switching time at each node) towards

unavailability is disregarded since it is relatively small, usually of the order of a few
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tens of milliseconds, compared to the failure-repair time (of the order of hours) and

the connection’s holding time (of the order of weeks or months) [35].

2.4.3 Availability Analysis of a Path in p-Cycle-Based Net-

works

The most common and practical approach for finding service availability in a network
is ”cutsets method” [34]. In this method, failures that cause service outage are
divided into categories. Then the probabilities of unavailability in different categories
are added in order to obtain an estimate of the average service unavailability.

To develop the equations for path availability in a p-cycle based network, the path
is divided into ”protection domains”. A path may cross several protection domains
between its origin and destination nodes. A path is said to cross a protection domain
associated to a p-cycle, if at some point that path is protected by that p-cycle.

Two different definitions are given for a protection domain in [11} and [1}. In
[11], if a span on a path was protected by a p-cycle as an on-cycle span and another
span on the same path was protected as a straddling span, then these two spans were
counted as two different domains. However, in [1], a ”protection domain” is defined
as the set of spans which are protected by the same p-cycle. In other words, all spans
in a path protected by the same p-cycle belong to the same protection domain and
hence the two spans in the above case also belong to the same domain.

Since the protection domains of a path are in series, the unavailabilities of a path
in a p-cycle protected network can be expressed as the sum of the unavailability of
the path in tﬁe different protection domains crossed. Therefore the unavailability
of each section of the path, which belongs to the same protection domain, must be
analyzed.

In [11] and [1}, all possible combinations of dual failures within the protection

domain that can result in an outage on the corresponding service path are derived.
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Considering all combinations for on-cycle and straddling spans, we can have 12 dif-
ferent dual failure scenarios [12]. Based on both definitions of protection path in [11]
and [1], six of these cases for dual span-failure sequences can result in service path
outage. Two of these scenarios are for on-cycle path, and the rest are for straddling
path in a given protection domain. Each of these sequences is independent from the
others, i.e., with respect to a given path a dual span-failure can only belong to one
of these sequences. The physical unavailability of each span is assumed to be the
same.

After deriving the equation for the overall unavailability of a path, different factors
can be investigated in order to compare the unavailability of a path in a given
protection domain. It would depend on whether the path is an on-cycle or straddling
for the cycle associated to that domain. For both cases the unavailability of the path
in the protection domain is directly proportional to the number of spans on which
the paths crosses in the domain [12].

Results in [11] show that the unavailability of both on-cycle and straddling spans
is proportional to the number of on-cycle spans. It is also shown that the unavailabil-
ity of the straddling path is 25% lower than that of the on-cycle path for all values
of the number of on-cycle spans. The reason of this difference is that on-cycle spans
have longer protection paths. Therefore, on average they will be more vulnerable to
a second failure in their protection path compared to straddling spans [11]. As the
number of on-cycle spans increases, the average length of a backup path for on-cycle
spans increases twice as fast as that of straddling spans. Hence, the unavailability of -
on-cycle spans will be higher.

According to these results, it can be inferred that the size of p-cycles is very
important in determining the availability of service paths that traverse their do-
mains. Smaller p-cycles will allow much higher availability to be offered to paths

[11]. However, as we know smaller p-cycles are generally less capacity efficient than
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larger ones. Therefore, based on the size of candidate p-cycles there is a trade-off be-
tween capacity efficiency and availability. It would not be a good strategy to restrict
the number of protected straddling spans in order to improve service availability,
because the essential reason of p-cycle efficiency is its ability to protect straddling
spans. Limiting the number of straddling spans gives a slight improvement for the

path availability but highly decreases the capacity efficiency.

2.4.4 Availability-Aware Design in p-Cycle-Based Networks

Former studies show that the amount of spare capacity required to protect all de-
mands against any dual span-failure is typically in the order of three times the
amount required to protect against single failures, and the total capacity cost for
the whole network would often increase by more than 50% [36]. Obviously, this is
too costly for most network operators. Therefore, in [11] an alternative approach is
presented, which consists of improving the availability of only selected service paths
instead of trying to improve the availability of all paths.

As mentioned before, the availability of paths on straddling spans is higher than
that of paths on on-cycle spans. Therefore, to achieve higher availability in p-cycle
networks, one way is to design the relationship between cycles and paths so that
priority services only pass through straddling spans or put the protection capacity
only on straddling spans [11]. |

A more practical and economical strategy is to improve only the restorability of
selected” priority” service paths. Two new models for p-cycle networks are introduced
for joint routing of path and spare capacity taking the priority of service paths into

account [12]. The service paths are divided into three classes:

e Gold class includes the normal paths which are allowed to be routed either on

on-cycle spans or on straddling spans
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e Gold-plus class where the demands are restricted to travel merely on straddling

spans

e Platinum class which restricts the path to straddling spans. In addition, they

will be offered two protection options instead of just one.

The first model is called Selectively Enhanced Availability Capacity Placement
(SEACP) which jointly optimizes the routing of demands and the allocation of spare
capacity to find the minimal cost capacity placement [11]. In addition to the usual
routing constraint to guarantee the protection of working capacity against single
link failures, SEACP takes the Gold-plus demands into account and guarantee that
selected priority paths will be routed exclusively on straddling spans, therefore enjoy-
ing an availability improvement, whereas other paths are routed either on straddling
spans or on on-cycle spans. Higher availability is achieved by using a different routing
strategy for service paths of Gold-plus class.

The second strategy is called multi restorability capacity placement (p-cycle
MRCP) [11]. In this strategy, demands of the Platinum class are considered which
are offered a much higher availability improvement. This model is logically protected
against dual failures instead of just single failures. MRCP offers two protection op-
tions to selected priority paths by routing them on straddling spans and allowing
them to access either sides of the cycle they straddle [12]. Results show that in
MRCP, capacity requirement increases rapidly by increasing the priority demands.
However, the availability of priority paths with MRCP is expected to be very much
higher than that of priority paths with SEACP.

In Platinum class, since in two restoration paths are offered for each working
path, it is expected to enjoy extremely high availability. In fact, the only dual failure
scenario which results in an outage for platinum class is when both failed crossed

spans are straddling and both have a Platinum-class working link protected by the
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same p-cycle [12]. In this case, only one of the two Platinum-class working links can
be survived.

The availability of a service path in any of these classes is influenced by many
factors such as the statistics of network element failures, the statistics of repair
times, mean restoration time, etc. Numerical examples in [8] have shown that for the
determination of expected service path availability in long-haul networks, the effects
of dual span-failures are in fact much more important than other failure scenarios,
and considering dual span-failures only is sufficient to obtain a good estimate of the
expected availability of service. This makes the dual failures as the main factor which
can contribute to the unavailability of the service. Since the probability of occurrence
of triple failures is significantly less than the probability of occurrence of dual failures,
it is reasonable to neglect the probability of occurrence of triple and more failures in
networks. Moreover, in networks where pre-connected protection schemes have been
used to achieve restorability against single failures, the recovery speed is expected to
be very fast. In such networks the unavailability of service during the recovery time
is also insignificant. Hence, availability-aware network design based on analysis of
dual-failures has emerged as an important topic for achieving some level of robustness
against multiple failures.

Availability-aware network design is based on the calculation of the unavailability
caused by dual-failures for end-to-end working paths. This method applies cut-
sets method which is the most practical approach for finding service availability in
a network [2]. In the availability-aware design method, failures that cause service
outage are divided into categories. Then, the probability of unavailability in different
categories is added in order to obtain an estimate of the average service unavailability.
Accordingly, the availability-aware provisioning method ensures that the average
service unavailability of all working paths is less than the desired upper bound.

Few papers have been published on the question of determining and managing
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the effects of dual span-failures on networks protected by p-cycles and FIPP [31][32].
These studies were focused on the restorability of dual-failures. The analytical ex-
pression for the availability of paths in a p-cycle-based network was introduced in
[11][1] and for FIPP-based network was developed in [37]. The models presented in

both is based on the calculation of the unavailability caused by dual-failures.

2.5 Related Work

A number of papers have been published on the p-cycle scheme, mostly related to
the issue of optimizing the spare capacity placement required to support restoration
of the network against single failure [18], [19], [9], [20] and [38]. Also, more recently,
some papers have been published on an extension of p-cycle concepts to achieve the
property of full pre-connection paths, while adding property of end-to-end failure-
independent path-protection (FIPP) against span or node failures [10], [39]. In these
two papers, it is shown that FIPP p-cycles can have the conventional property of
p-cycles with having the end-to-end failure-independent path protection property of
SBPP.

Mathematical models for path availability and provisioning resources required
in various strategies for realizing high availability service paths in bidirectional line
switched rings and shared protection WDM rings has been developed in [40]. More
related works on availability have been done by Clouqueur and Gorver [8], [11], [41]
and [42].

Determining and restoring dual span-failures on networks protected by p-cycles
have been studied recently [31], [36] and [32]. In [31], it is presented that the dual
failure restorability and the protection capacity can vary significantly for cycle config-
urations with different numbers of developed p-cycles. Clouqueur and Grover explain

the relation between the path availability and the restorability of a network to dual
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failures in [11].

The availability of service paths has been studied for ring-based networks in [40],
and for mesh-based survivable networks referred to as span restoration in [8], p-
cycle protection in [11] and [1] and also for FIPP technique in [37]. The availability
analysis of a span restorable network is based on the computational analysis of the
restorability of a network to all possible dual-failure scenarios. In [11] the concept of
availability analysis in span restorable network is extended to p-cycles. The paper
computes the unavailability of spans regarding all dual failure sequences that result
in an outage of a path protected by p-cycles. The authors consider the working path
to consist of one or more domains where each domain is one or more spans in the
working path, which is protected by the p-cycle and they compute the unavailability
of a domain. The authors showed the importance cycle size plays in terms of avail-
ability and suggested strategies for achieving high availability of paths in a network
protected by p-cycles.

In [1], the authors design a method for allocating p-cycle, such that the end-to-end
unavailability is bounded by a desired upper limit. The authors of [1] showed that
since the length of the working path along which a demand is routed also determines
the unavailability of that demand, a smaller working path could be allocated longer
p-cycles to protect its spans and still limit the unavailability of the working path to a
desired upper bound. In [37], authors used the same approach to define availability-
aware design method for FIPP p-cycle-based networks. The authors of [37] showed
that the FIPP protection method requires more network capacity to obtain the same
level of availability that basic p-cycle method achieves.

Availability-aware design method is also used in [35] and [43] to provide different
level of availability for different customers. The authors of [35] and [43] proposed this
method to use connection availability as metric to provide differentiated protection

services in WDM mesh network. In addition, in [44], authors proposed the theory to
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estimate a suitable safety factor for SLA availability guarantee. In [44], the authors
showed that their theory can be used by network operators to show customers why
they must be more than proportionately conservative when being asked to enter an
SLA including an availability guarantee over a notably short term period. Finally,
the authors of [45] tried to find out the trade-off between MTTR reduction to shorten
outage times and adding additional capacity to increase the dual-failure restorability

for preventing outages from occurring.
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Chapter 3

Availability-Aware Design in
p-Cycle-Based Networks: An
Exact Method

3.1 Introduction

In this chapter we will revisit the problem of availability-aware provisioning in p-cycle
based networks and highlight soxﬁe of the flaws in the previous models [11] [1] and
present an exact method for solving the problem. The new model exhibits some non-
linearities in the unavailability constraints which are not desired in Integer Linear
Programming (ILP) problems. In order to resolve these non-linearities, new variables
have to be introduced which impose new constraints and eventually result in a huge
ILP formulation. Consequently, some simplifications are required to obtain a near
optimal solution in a reasonable amount of time. We will address some heuristics for
restricting the number of variables and constraints in the resultant ILP formulation.
Here, the objective of this work is to provide an exact model for availability-aware

design of p-cycle leveraging the analysis presented in [1].
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3.1.1 Outline

The rest of this chapter is structured as follows. In Section 3.2 we present a computa-
tional analysis of the unavailability of a working path protected by different p-cycle.
Section 3.3 presents some critical issues required for obtaining the exact model which
have not been considered in previous work. In Section 3.4, we construct our model
upon the new insights given in Section 3.3. The practical concerns and some heuris-
tics will be addressed in Section 3.5. The experimental results will be discussed in
Section 3.6. Finally, Section 3.7 concludes our findings with a discussion on future

direction.

3.2 Unavailability Analysis Background

In prior work, analyzing the unavailability of a set of spans protected by a p-cycle is
done by using the concept of protection domains [11], [1] as explained in Chapter 2.
In [1], a protection domain is defined as the set of spans which are protected by the
same span p-cycle; however, in [11], if a span on a path was protected by a p-cycle as
an on-cycle span and another span on the same path was protected as a straddling
span, then these two spans were considered as two different domains. In this work,
we will analyze the different categories of all dual span-failures that can result in an
outage for a given service path in a p-cycle based network using the same concept
as in [1]. In [1] all possible combinations of dual failures are found and categorized
such that all these combinations are independent from each other and a dual failure
can only belong to one of these categories. This analysis assumes that each span has
the same physical unavailability (U). According to the protection domain, we have
partitioned a p-cycle (p) protecting the span/spans along a path (r) into different
sets by using the following notations:

OP: The set of on-cycle spans in p-cycle (p) that are on the working path (r) and

40



protected by p.

OF: The set of on-cycle spans in p-cycle (p) that are not on the path (r) and also
those spans traversed by path (r) but not protected by p-cycle (p).

SP: The set of straddling spans in p-cycle (p) that are on the working path (r)
and protected by (p).

SE: The set of straddling spans in p-cycle (p) which are not on the working path
(r) but protected by (p) and also straddling spans traversed by (r') and not protected
by (p), but traversed by another service path which is protected by (p).

We have to note that OF and SE are not complement of OF and S? respectively.

We now categorize all dual failure scenarios that may cause service outage in a
protection domain into one of the following categories:

Category-1: Dual failure scenario in which one of the failed spans belongs to
OF and the othér failed span belongs to OZ.

Category-2: Dual failure scenario in which one of the failed spans belongs to
O? and the other failed span belongs to SE.

Category-3: Dual failure scenario in which one of the failed spans belongs to
0P and the other failed span belongs to SP.

Category-4: Dual failure scenario in which one of the failed spans belong to
SP and the other failedspan belongs to OF.

Category-5: Dual failure scenario in which both spans belongs to SF.

Category-6: Dual failure scenario in which one of the failed spans belongs to

SP and the other failed span belongs to SE.

We will be referring to these categories throughout the rest of the chapter. This
analysis will allow us to compute the total unavailability of the service path (path

of concern 7).
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Category-1: The failure sequences involving s; € OF and sy € O%. In such
a scenario, the order in which the failures occur is not important, hence both cases
are certain to cause a service outage. Obviously, the number of possible combination
of dual failures in this category is |OP| - |OE|. In other words, the number of failure
sequences involving span s; in this category is |OZ|. Hence the contribution of dual

failures to the unavailability of the protection domain is:

UCategory—l = |Oﬂ : IOQ * U2 (31)

Category-2: In the second category, one span failure (s;) belongs to OF and
the other span failure (s;) belongs to SE. Here, the order in which failures occur
is important. There will be a service outage if a failure occurs first on span s,
(straddling span) and assuming that the p-cycle is fully loaded. Since a straddling
span may fail first with a probability of 50%, we can denote the unavailability due

to a dual failure in this category as:

1
UCategory—~2 = é‘lOﬂ ’ [S,gl - U? (32)

Category-3: The dual failure of an on-cycle span (s; € OF) with a straddling
span (s € S?) on the working path. Irrespective of the order in which the failures
occur, a service outage is guaranteed. Hence, the number of combinations of such
failures is |OP| - [SP| and the contribution to the total unavailability as a result of

dual-failures in this category is:

UCategory—3 - lOﬂ : ISfl ' U2 (33)

Category-4: In this category, the order in which the failures occur is important.
The probability of the on-cycle span (s; € SP) fails first followed by a second failure

on the straddling span (s € OF) is half. This sequence of dual failure will certainly
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lead to service outage on the working path. On the other hand, the first failure
could happen on the straddling span (s;) and the second failure could occur on the
on-cycle span (sg). This scenario will cause an outage if the failure on the on-cycle
span affects the back-up path used by the straddling span. Since there is a 50%
chance that the back-up path would be affected, the probability of an outage for a

working path in this category is:

3
UCategwy—4 = Z|Sﬂ : IOgl -U? (3-4)

Category-5: In this category, both failures belong to S?(s1,s2 € SF). Here,
we have assumed that the p-cycle is fully loaded; hence, the p-cycle is completely
utilized when the first failure occurs on the straddling span (s;). Therefore, the
second failure on another straddling span (s2) will definitely result in an outage for
the working path. The number of combinations of dual failures in this category is
given by 1]SP| - |SP — 1|; hence the unavailability contribution by this type of dual

failure can formally be written as:

1
UCategory—S = EISﬂ . (lel - 1) : U2 (35)

Category-6:  Here, only if the first failure occurs on the straddling span
(s2 € SP) which is not traversed by the working path (r), a service outage will
be guaranteed. In this case, the second failure on the straddling span (s; € SP)
traversed by the working path will cause an outage. Since, there is a 50% chance to -
have this order of dual failure, the unavailability contribution due to failures in this

category will be:

1
UCategory—G = é[sﬂ . |S£| . U2 (36)
Without much elaboration it can be stated that the total unavailability of a
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working path can be given by the sum of the contribution towards the unavailability

by each category. Formally, we have:

1
Usmain = 081 |02 - U + {021 821 U2 + 021 - 2] - U+
1
3152102 U + Lisp) - 157 - 1) - 07+
4 2 (3 7)
) |
HENC N

In conclusion, since the protection domains of a path are in series [2], the un-
availability of a path in a p-cycle based network can be expressed as the sum of the

unavailability of the path in the different crossed protection domains:

Upath = Z Udomain (38)

domains

3.3 Some Insights on the Availability Analysis in
p-Cycle-Based Networks

As discussed in the previous section, six dual span-failure scenarios which result
to service outage have been considered in [1]. Then, the expression of the overall
unavailability of a path is derived based on these six possible scenarios. In this
section, we will illustrate two critical issues which have to be added to the model in
[1] in order to achieve the exact availability-aware network design.

The first problem with the model in [1] is that the six dual span-failure scenarios
do not cover all cases that lead to the loss of traffic in one protection domain. There is
one additional dual failure scenario that yields to a service outage and is overlooked in

[1]. This scenario consists of dual failures on two on-cycle spans which both belong
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(a) first failure (b) second failure

Figure 3.1: New category of dual failure scenarios which result in service outage

to the path of concern (r). This scenario which is hereafter called ”category 77,
causes an outage regardless of the order and location of the failures. The number of
combination of dual failures in this new category is given by |OZ| - (JO?| — 1); hence
the unavailability contribution by this type of dual failures can formally be written

as:

1
UCateywy—7 = Qloﬂ : (loﬂ - 1) -U? (3-9)

In the following, we illustrate this new category with two examples. The example
given in Figure 3.1 shows a path of concern consisting of two on-cycle spans and one
straddling span all being protected in one protection domain. Upon the occurrence
of the first failure on span B — C, the end nodes switch the traffic to the back up
path B— A— FE—F — D — C. A second failure on span E — F, affects the backup
path of the service restored from the previous failure. Meanwhile, the second failure
can not be recovered, because the first failure has already affected its backup path.
Therefore, this dual failure scenario results in service outage regardless of the order
of failure occurrence.

Figure 3.2 shows that a dual failure involving two on-cycle spans from the path
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(a) first failure (b) second failure

Figure 3.2: dual failure in two adjacent on-cycle spans

of concern will cause service outage even if the spans are adjacent to each other. The
first failure on span BC invokes the end nodes to switch the traffic to the backup
path B— A— F — D —C. At first glance, it seems that when the second failure
takes place on span A — B, the connection can be successfully recovered through
the backuppath A—-E—-F —-D-C .‘ However, this is not true, because when the
optical cross connect (OXC) switch at node A tries to loop back the traffic, it finds
that the backup path is already in use due to the switching after the first failure.
The OXC would be able to do this job if the backup path was preempted after the
occurrence of the second failure. However, this preemption requires signalling which
is not desired in p-cycle networks [2]. In summary, whether the on-cycle spans are
adjacent or they belong to a Z-shape path which consists of non-adjacent on-cycle
spans, the dual failure leads to a service outage.

In the following, we address another subtle issue about the " protection domain”
" definition which has to be carefully considered in order to avoid over-estimation of
service path unavailability. According to the assumption in [1], the p-cycles are ” fully
loaded”, which means they provide restoration to two units of working capacity in all
straddling spans and one unit of working capacity to all on-cycle spans. 1t should be

noted that one span can traverse several protection domains. However, the failure in
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i Rath 1

Figure 3.3: Spans traverse two protection domains

a span only affects the availability of its corresponding protection domain. In other
words, when dealing with dual failure scenarios only the cycles should be considefed
which really protect the working channels on a failed span.

This issue is illustrated in Figure 3.3. In this figure, span A — L is fully loaded by
two unit working routes, Paths 1, which is protected by Cy (A—B—D—F—L~J—A).
Although, both working channels on the straddling span A — L are protected in the
same protection domain, it clearly straddles another cycle C (A—B—-C—-D—E —
F—H —J — A), as shown in the figure. Nevertheless, when deriving the model, it
should be noted that a failure on span A — L only affects the availability of protection
domain C; even though it straddles another cycle Cs.

Similarly, on-cycle span A — B which is protected by p-cycle C should only
be considered in protection domain C, not (4, and although span F' — L in Path
2 is on-cycle span for Cy, this span is protected as straddling span in p-cycle C;
and belonged to this protection domain. This subtle issue needs to be considered
in the model to avoid over counting, which results in higher service unavailability.

Therefore, a variable is needed to distinguish each working channel on a span as well
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as its corresponding protection domain. Accordingly in Table 3.1, we show the spans
belonging to different availability sets in protection domain (C4) and compare them

with [1].

Table 3.1: Comparison between availability sets in current work and prior work[1]

Availability Sets Current work Prior work [1]
or B-C A-B,B-C
Oz A-B,C-D,D-E,E- C-D,D-EE—-FF -
F,F-H H-L,L-J L-A HH-LL-JL-A
57 A-L A-LF—_1L
SP C-1L A-C,B—D,D—F H—
J,C—-L

3.4 Developing An Exact Model

In this section we propose an exact formulation for availability-aware design based
on p-cycles. This formulation optimizes the allocation of spare capacity in order to
find the minimal cost capacity placement that allows us not only to guarantee that
every working path is protected against single span failure but to also ensure that
the availability of any service path is not less than the desired design requirement.
The routing of the demands is done using a standard K-shortest path algorithm
and ahead of the placement of the p-cycles. All the working paths are provided as in-
puts for the ILP model. Thus, the optimization is a sequential non-joint optimization

problem.

3.4.1 Notations

For this formulation we use the following notations:
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Sets
S = Set of spans.
P = Set of simple cycles eligible for allocation.

R = Set of working paths.

Input Parameters

Cy = Cost of a span k.

r

2, if span k straddles cycle p;
0F = 4 1, if span k crosses cycle p;

0, otherwise.

P :Nflmber of hops in p-cycle (p).

MU = Maximum Unavailability of any working path after the allocation of p-cycles.

Intermediate Parameters

» 1, if p-cycle p is allocated to protect span k£ on the working path r;
N rk

0, otherwise.

1, If straddling span k is protected by the p-cycle p;

P _
0 =

0, otherwise.

OP = Number of on-cycle spans in p-cycle (p) that are on the working path (r) and

protected by (p).

OZ = Number of on-cycle spans in p-cycle (p) that are not on the path (r) and also

those spans traversed by path (r) but not protected by p-cycle (p).
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SP = Number of straddling spans in p-cycle (p) that are on the working path (r) and

protected by p.

SE = Number of straddling spans in p-cycle (p) which are not in working path (r)
but protected by (p) and also straddling spans traversed by (r) and not protected

by (p), but traversed by another service path which is protected by (p).

UP = Unavailability of a protection domain in working path (r) protected by p-cycle

(p)-

Decision Variables (Output)
NP = Number of protection units per p-cycle (p).
Sk = Number of spare units placed on span (k).

U, = Total end-to-end unavailability of working path (7).

3.4.2 ILP Model for Single Failure protection with Limita-

tion of the End-to-End Unavailability

In our model, the Objective is to minimize the total spare capacity cost:

min Z CrSk (3.10)

keS

Constraint (3.11) guarantees that exactly one p-cycle will be allocated to protect
each span; that is, this constraint finds a p-cycle that has to be placed to ensure that
every span (k) traversed by working path (r) is being protected against any single

failure.
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0

Figure 3.4: A p-cycle and the corresponding number of protected working channels
on each span

> Ni=1 reR:ker (3.11)
pEP;E>0

The number of required copies of each cycle (NP) is identified by the maximum
number of working channels on all spans which are being protected by cycle (p) as a
part of some working routes. Recall that each working channel on a span needs one
copy of p-cycle if it is on-cycle span, whereas it will need one half of the cycle if it
straddles the cycle. Therefore, the number of required copies of each cycle needs to be
considered separately for on-cycle and straddling spans as shown in constraint (3.12),

P
where the values of Nm_cyde

and N% .. are given in (3.13) and (3.14) respectively.

NP = maX{Ngn——cycle’ Ng‘,mddle} p €P (312)
NP e NP eP 3.13
on—cycle kgg?éil{re;er r,k} p ( )

1
NP = |= NP P 3.14
straddle !—2 kerg??:z{re;@_ r,k}] pE ( )

Figure 3.4 illustrates the way of finding the number of required copies of one cycle
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(A—B—-C—D—F — E) which is used to protect a set of on-cycle and straddling
spans. The number of working channels which are protected by this cycle is given
for each span. The on-cycle spans A — E, B— C, C — D and D — F have 2, 5,
1 and 3 working channels respectively. Spans A — B and E — F do not include
any working channels which are protected by the cycle A— B—-C —-D — F — E.
Therefore, the maximum number of protected working channels on on-cycles spans is
5 which corresponds to span BC. Hence, 5 copies of the cycle are required to protect
all on-cycle spans. Similarly, 5.5 copies of the cycle is required to cover all working
channels on straddling spans B — F and C — F'. Since N? has to be an integer, the
number of copies of the cycle will be 6 in this example.

Combining constraint (3.12) with identities (3.13) and (3.14), we derive the equiv-
alent constraints (3.15) and (3.16) which can be used in the ILP model.

NP> Y NP, pePkeS:d=1 (3.15)
reR:ker
1
NP> 2 > N pePkeS:§=2 (3.16)
reR:kEr .

The total spare capacity in each span is given by equation (3.17) and this spare

capacity is optimized as per the objective (3.10) where:.

Sk= Y N k€S (3.17)
pEP:éi:l '
The intermediate parameter of, is introduced for enumerating the number of spans
in the set S¥. This parameter indicates whether the straddling span (k) is protected
by p-cycle (p) or not. In other words, if the p-cycle (p) is allocated for the protection

of straddling span (k) in any working path (r), then of should be equal to one.

52



Therefore the value of this parameter can be found by the following identity.

o = max N pePkeS: 0, =2 (3.18)

The identity (3.18) can be translated to the following set of constraints which are

useful in the ILP model.

N, < of, ker:68,=2pePreR (3.19)

On the other hand, when a straddling span (k) is protected by the cycle (p), there
should be at least one working path (r) that traverses span (k) and is protected by

cycle (p). This condition is satisfied by the following constraint.

> Ny>of, keS:&=2peP (3.20)

reR:ker

Now, we constrain the unavailability of the working path to a desired upper limit
which is our main objective. The upper limit is an input parameter to our ILP.
The program will define p-cycles, such that this constraint is satisfied. That is, for
a lower value of the constraint, p-cycles with less hop-count will be allocated and
for a more relaxed value of the constraint the optimizer will tend to allocate longer
p-cycles. Obviously, if the desired value for unavailability is too low, a solution may

not exist.

U.< MU, reR (3.21)

53



The end-to-end unavailability of a working path (r) is computed by adding all

U? in all domains of the working path (r):

U.=> U, reRpeP (3.22)

pEP

Accordingly, we can compute UP which is the unavailability of the protection
domain in working path (r) protected by p-cycle (p). This could be done by using
the output of equations (3.24) to (3.27) and using equation (3.7):

1
Uf={0£-0$+50f-5§+0f~5,’3+
3 1
—SP. OB+ =8P (SP - 1)+
. 4 . 2 (3.23)
590 S+ 500 (07— 1)} - UP,
re R;pe P.
By using the intermediate output (Nf,), we can determine the variables of inter-

est: OP, OF, SP, and SE. Equations (3.24) to (3.27) calculate them.

o= Y NI, TrERpEP (3.24)
ker;6h=1
> NP, reRpeP (3.25)
kE’r;éi:l
= > N, reRpeP (3.26)
ker;éi:?
SE= >+ > (1-N- reRpeP (3.27)
keR\{r};67=2 keR;67=2

As can be seen, the second summation in equation (3.27) contains quadratic terms
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Figure 3.5: An example for having non-zero quadratic terms in the equation for
computing SE

o - Nf,.. For determining the contribution of unavailability in categories 2 and 6, SZ
is multiplied by OF and SP. Due to the quadratic terms in S, these multiplications
result in terms with degree 3 which eventually make the problem extremely hard to
solve.

Meanwhile, it is important to observe that, the quadratic term in S? refers to
very rare cases that hardly occur in practical problems. In order to have non-zero
quantities in the second summation of equation (3.27), there should be a path (r)
that traverses a straddling span (k) which is not protected by (p), but the span (k)
is also traversed by another service path (rf) which is protected by cycle (p). Figure
3.5 illustrates an example of such highly improbable cases which the straddling span
C — FE traversed by P; and P, is only protected by p-cycle for P,. Therefore, at this
time, the second term in equation SE can be neglected without the anxiety of losing

the exactness.

3.4.3 Linearizing the Non-linear Constraints

The exact model for availability-aware design based on p-cycle has been formulated
as an ILP model. As can be seem from the previous section, expression (3.23)

exhibits some non linearities due to the multiplication of the expressions (3.24) to
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(3.27) which yields non-linear constraints (3.21) and that renders the model difficult

to solve. For example, to find the unavailability for Category-1, we write:

Or-O2=( 3 Ney-(P= > NPy =

ker;6=1 ker;éf=1
P p ‘
P Z N,y — Z Ny NEy reR,pe P (3.28)
ker:67=1 kK’ €rdf=0", =1

Indeed, the quadratic terms of N}, - N f .~ make the expression nonlinear. To deal

with this issue, we define a new variable:

ZP

rkk'?

NP, - N?

’ =
7,k

k,k'Er;6£=5Z,=l;r€R,peP (3.29)

Accordingly, we replace the new variable Zf 4 for finding the number of dual
failures in categories of 1, 3, 5, and 7. This variable replacement results in the

following new constraints:

2w SNE kK endl=8 =LreRpeP (3.30)
2 <N, kkerd=6 =LrecRpeP (3.31)
Z:kk’ZNzk—*_N:k’”l k’kler;&::éz':l;rER?pEP (3_32)

Similarly, for finding the number of dual failures in the second category, we obtain

the multiplication of the sets O? and SE as follows :
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Op-Sp=( 3, N > of=

ker;éi’:l kET‘/;(5£=2
> > N-oh reRr eR\{r}peP (3.33)

kersdf=1k'er'6?, =2

Similar to before, the multiplication of the two variables (i.e., N}, and o}) make
our model nonlinear; hence we replace this multiplication with new variables as

follows:

NP o, =Y? . kerker;f=168 =2rcRr eR\{r},peP
(3.34)

The following are the resulting constraints in categories of 2, 4, and 6:

YroSNE kerk eridi=168, =2reRr eR\{r},peP
(3.35)
Y Sob,  kernker;fi=1,6, =2%reRr eR\{r},peP

(3.36)

YP > Nl +ad 1, kerk Er';5§:=1,5z, =2reR,r € R\{r},peP
(3.37)

Upon replacing the new variables (ie., Z7 , and Y? ,) and adding the new
constraints, our model becomes an exact ILP model for availability-aware design in

p-cycle based networks.
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3.5 Practical Difficulties and Corresponding Al-

ternatives

3.5.1 Promising Cycle Pre-selection

Our new model for availability-aware design based on p-cycle is an exact method
only when we consider all possible candidate p-cycles in large-scale networks. In
our model, candidate p-cycles are found using a depth-first search; however, con-
sidering all possible p-cycles makes the model quite large with a huge number of
variables. Accordingly, only a subset of candidate p-cycles is considered. Therefore,
the global optimal solution can not be guaranteed and we have to use some criteria
for pre-selecting the most promising eligible cycles. Hence, our on-going work is
using Column generation approach introduced in to produce cycles dynamically.

In [27], two different metrics of the p-cycles efficiency for cycle pre-selection are
suggested: A Priori p-cycle Efficiency AE(r) and Demand-weighted p-cycle Efficiency
EW(r). The efficiency measure AE(r) counts the number of protected links, divided
by the cost of the p-cycle. In EW(r) the offered protection capacity is weighted with
the working capacity which needs to be protected for each link. Hence this measure
assumes that the demands are already routed. The optimal p-cycle according to the
AE(r) measure is the p-cycle with the lowest average cost for link protection; hence
they are compatible for our model and all candidate p-cycles are pre-selected using

AE metrics.

3.5.2 Complexity Issues

In the design of survivable large-scale networks, the running time of the model is
an important factor; hence, we have to find an estimation of the running time of

CPLEX for solving the model. The total number of variables and constraints based
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on the total number of candidate cycles and demands in a network are the most
important factors for estimating the running time. Table 3.2 shows the total number
of variables used by the model for the sample network COST239 European network
[46], with 254 pre-selected cycles and 174 demands. The demands are randomly
assign to pairs of nodes ranging 0 to 5. Clearly, the number of variables is very large
which makes the problem unsolvable in reasonable amount of time. The next section

presents a method for reducing the complexity of the model.

Table 3.2: Total number of variables in exact model for COST239 network

Variable Total number
Sk 26

NP 254

NP, ‘ 46951

U, 176

ay 1658

Z;’: Lk 89691

Y:kk, 417630

Total Number of 0-1 variables 556386

3.5.3 Introducing Lazy Constraints and Lazy Variables

Clearly, the total number of constraints in the model is one of the most important
factors affecting the running time of the model. In our design we find out the
number of constraints based on (3.11), (3.12), (3.17), (3.21), (3.30), (3.31), (3.32),
(3.35), (3.36), and (3.37). Constraints (3.30), (3.31), (3.32), (3.35), (3.36), and (3.37)
which results from the linearization are very costly since their number is very large.
In order to overcome this difficulty, we introduce ﬁhem only as needed following the
principle of the "Lazy Constraints” feature of CPLEX. In other words, our model is
solved iteratively, starting with no or a very small number of linearization constraints

(selected randomly), and adding some linearization constraints which are violated

until reaching a feasible solution which satisfies all the linearization constraints.
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Similarly, we introduce the variables (}’:’kk,) as the "Lazy Variables”, since the
number of these variables is very large (see Table 3.2). We select a small number
of them randomly and the rest will be set to zero. As mentioned before, our model
is solved iteratively, and each time, we add some of the violated variables which are

not equal to zero, until we obtain a feasible solution.

3.5.4 Round-Robin Method

Another heuristic for decreasing the size of ILP problem is Round-Robin method. In
this heuristic, the set of cycles is partitioned into small subsets with a predetermined
size. Then, the problem is solved by only considering the cycles in one subset. After-
wards, the distinct cycles which are utilized in the solution will be kept in the subset
and new cycles will be added until the subset reaches the predetermined size. This
procedure iterates until all cycles in the original set are considered. Then, it restarts
from the beginning of the cycle list and continues until there is no improvement in
the solution.

One major advantage of using Round-Robin method is that the number of vari-
ables will be decreased dramatically. This advantage can be seen in Table 3.3 (with
subset size 35) when compared to number of variables without Round-Robin method

which is shown in Table 3.2.

Table 3.3: Total number of variables in exact model for COST239 network

Variable Total number
Sk 26

NP 35

Nf: . 1496

U. 176

ol 138

Zi R 2516

Y 7397

Total Number of 0-1 variables 11784
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Figure 3.6: Sample Network

3.6 Experimental Results

The formulation provided in the previous section was tested with the sample network
(as shown in Figure 3.6), containing 5 nodes and 8 spans. Without loss of generality,
we assume that each node can perform full wavelength conversion. We also assume
that each span has enough capacity to support the protection capacity required by
the optimal solution. The solution for the Integer Linear Programming (ILP) was
obtained by implementing the model in C++ using ”Concert” API and solving using
the solver CPLEX 11.0.1. A separate C program is used to find the input parameters
for the C++ model.

The number of lightpaths in either direction between a source and destination pair
are equal. In addition, the demands are assigned to a certain number of lightpaths
ranging 0 to 5. The demands are routed using a Dijkstra shortest path algorithm to
find eligible working routes. Lightpaths between a pair of nodes are routed individu-
ally; hence two lightpaths between the same pair of nodes can possibly have different
working routes and each lightpath demand is associated with a working route. In ad-

dition, the preprocessing program finds candidate p-cycles using a depth-first search
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Redundancy vs. Availability
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Figure 3.7: Redundancy Versus Minimum Availability

and pre-selected by hop count lengths for our model. All working routes and candi-
date p-cycles are provided as inputs to the CPLEX model.

In Figure 3.7, we show the redundancy obtained for certain level of availability
for the sample network. Here, the ratio of the sum of spare capacity in each span
to the sum of the working capacity in each span is defined as redundancy [2]. For
computational simplicity, we assume the unavailability of each span to be equal. In
our case, we assumed that the unavailability of each span is equal to 10~3. The same
set of demands is used to find the redundancy for each availability requirement.

-Clearly, these results indicate that the availability increases at cost of additional
spare capacity requirement. As shown in Figure 3.7, always the average availability
of service paths are more than the minimum required availability; hence most of
the demands have their availabilities spread. For instance, if the desired level of

availability is 99.9991, the average availability of all demands is 99.9996. Indeed, the
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Average Hop-count vs. Availability

>~
»

RS
S
T

I
NO
T

po
T

B N o
T T T

Average p-Cycle Hop-Count

| I | ! | | |
990989 99.099 99.0991 099992 09.9993 9.9994 999995 99.9996 99,9997
Minimum Availability

Figure 3.8: Average p-cycle hop-count versus availability for all working paths

availability-aware design results in over provisioning protection capacity in order to
achieve the desired level of availability. That is, although all demands will enjoy the
level of availability required, the solution is not optimal. As explained in previous
section, since all existing cycles can not be considered in the model, our future work
is to utilize exact methods, such as column generation, in order to provide the most
promising cycles dynamically.

Next, we tried to obtain some insights on the impact of the length of p-cycle (in
terms of hop-counts) on the service availability. Here, we are interested in analyzing
the average cycle length, since longer cycles tend to be more efficient from spare
capacity redundancy poiht of view. We show in Figure 3.8 the average hop-count of
p-cycles for differevnt availability requirements. Obviously, the average cycle length
decreases as the level of availability is increased. Accordingly, shorter p-cycles tend to

limit the sharing of spare capacity more than longer p-cycles; hence, higher resource
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Number of p-Cycles vs. Availability
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Figure 3.9: Number of p-cycles utilized by model versus availability

redundancy is obtained.

Finally we show the number of p-cycles utilized by the model to protect all the
demands against single failure, with achieving certain level of availability; the results
are shown in Figure 3.9. It can be seen that the higher the required availability in
our design, the more is the number of p-cycles used by model. For example, if the
required availability is 99.999, the number of p-cycles utilized by the model is 2, as
opposed to 6 when the required availability is 99.9996. Clearly, utilizing more number
of p-cycles explains the higher redundancy obtained by our model for achieving the

higher level of availability.
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3.7 Conclusion

In this chapter, we revisited the problem of availability analysis in p-cycle based
networks and presented an exact model for availability-aware provisioning by high-
lighting some flaws in prior work. The new model provided a technique for allocating
p-cycles to restore single link failures such that the unavailability of all the demands
in the network is bounded by an upper limit. We then provided some heuristic to
restrict the number of variables and constraints in an ILP formulation in order to
solve our model in a reasonable amount of time. Our results showed that by adding
limitation on the availability, the model will utilize more number of p-cycles with
smaller hop-counts. We have to mention that our conclusions are drawn based on
the sample network used for the experiments. In the future, larger networks will be

considered in our study.
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Chapter 4

Availability-Aware Design in Mesh
Networks with Failure-

Independent Path- Protecting
(FIPP) p-Cycles

4.1 Introduction

As we already mentioned early, survivability of high-capacity optical wavelength-
division multiplexing (WDM) mesh networks has been a topic of great interests
for many years now. A (component) failure in this type of networks can lead to
severe service disruption. Hence, various types of survivability mechanisms have been
developed against network element failures. As mentioned before, these mechanisms
can be classified into two main large categories; namely, protection and restoration
[14], [2]. The main objective of both survivability mechanisms is to recover and
replace all the affected service paths after the occurrence of a single network failure.

However, using either protection or restoration methods to make a network fully
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restorable for single failures is not a guarantee that the availability of the network in
the occurrence of the second failure will be 100%. Hence, availability-aware network
design has emerged as an important topic for achieving some level of robustness
against multiple failures.

Currently, a variety of protection and restoration methods exist for optical trans-
port networks [14]. These include shared-back-up path protection (SBPP), pre-
configured protection cycles, and recently failure-independent path-protection (FIPP),
among others as mentioned in Chapter 2. These methods have different spare ca-
pacity requirement and restoration speed. FIPP p-cycles improve p-cycles by adding
the property of providing end-to-end failure independent path switching against a
network component failure while retaining other advantages of p-cycles. FIPP pro-
tection method has shown to be more efficient than span p-cycle protection method;
this is attributed to the fact that more demands can be protected by a single FIPP
p-cycle which yields a better resource redundancy. In p-cycle based design, it has
been shown that the cycle length plays an important role in determining the unavail-
ability of the portion of the working path which is protected by the cycle [8], [11]. In
[1], the authors showed that allocating shorter service paths to longer p-cycles yields
better resource efficiency, since longer cycles tend to have more straddling links, and
better service availability.

In this work, we try to determine whether the FIPP protection method maintains
its advantages, when our design is based on limiting the end-to-end service unavail-
ability. We observe that, similar to span p-cycle protection method, the length of the
FIPP p-cycle plays an important role in determining the availability of the service
working path. That is, higher network availability is obtained when the FIPP p-
cycle contains fewer hops. Alternatively, as the length of the FIPP p-cycle becomes

shorter, the redundancy increases for a network with high availability. In addition,
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the number of demands protected by the same FIPP p-cycle affects both the effi-
ciency of the FIIP protection method as well as the availability of service working
path. We notice that the higher the required availability, the less efficient FIPP p-
cycle becomes. This is because the design will limit the number of demands sharing
the same FIPP p-cycle. Accordingly, we note that both high availability and better
resource efficiency are conflicting objectives. In addition, when availability is not a
design issue, we notice that the FIPP protection method yields lower average service

availability than span p-cycle protection method.

4.1.1 Outline

In Section 4.2 we show, with the help of examples, a computational analysis of the
unavailability of the working path which is protected by a single FIPP p-cycle. In
this section, we try to find out the unavailability for different combination of dual
failures which results in a service outage. Enumerating the unavailability of dual
failures in FIPP p-cycle based networks is not as simple as that of p-cycle based
networks. Hence, in this section, after explaining each specific case we try to find
out the upper and lower bound for unavailability of dual failures. In Section 4.3
we use the analysis developed in the previous section to derive an Integer Linear
Program (ILP) model. This model optimizes the allocation of FIPP p-cycles for
pre-routed working paths and allocates FIPP p-cycles such that the unavailability
of each working path is less than a desired upper limit. This desired upper limit
and other parameters such as the set of eligible cycles, spans and working paths are
given as input parameters to the ILP model. The model presented is based on the
analysis of availability of network during the effects of dual-failures. In Section 4.4,
the results and analysis of ILP model and comparison of availability in span p-cycle

and FIPP p-cycle are provided. Finally Section 4.5 summarizes our findings.
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4.2 Unavailability Analysis in FIPP p-Cycle-Based
Networks

The most common aim in designing for survivability in any network is to obtain
restorability against all single failures with an objective to minimize the required
spare capacity. This makes the dual failures as the main factor which can contribute
to the unavailability of the service. Since the probability of occurrence of triple
failures is significantly less than the probability of occurrence of dual failures, it is
reasonable to neglect the probability of occurrence of triple and more failures in
networks. Moreover, in networks where pre-connected protection schemes have been
used to achieve restorability against single failures, the recovery speed is expected
to be very fast. In such networks the unavailability of service during the recovery
time is also insignificant. Numerical examples in [8] have shown that the effect of
dual span-failures are in fact more important in determining the expected service
path unavailability and considering only dual failures is sufficient to obtain a good
estimate on the availability of the service.

In previous works, analyzing the unavailability of a set of spans protected by a
span p-cycle is done by using the concept of protection domain [11], [1]. In [1], a
protection domain is defined as the set of spans which are protected by the same
span p-cycle; however, in [11], if a span on a path was protected by a p-cycle as
an on-cycle span and another span on the same path was protected as a straddling
span, then these two spans were counted as two different domains.

In this work, we modify the definition of protection domain since any working path
could be protected by only one FIPP p-cycle. Accordingly, we define a protection
domain as the set of mutually disjoint working paths which are protected by the same
FIPP p-cycle. In other words, each FIPP p-cycle can protect a set of disjoint working

paths. These working paths and their respective spans are all in one protection
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domain. Here, according to this definition, we are modeling our network as a set
of mutually disjoint working paths with a set of FIPP p-cycles. Please note that
according to our objective, which is protecting only against span failures, the mutual

disjointness is properly applied only to spans.

4.2.1 Unavailability Analysis of a Working Path

We will analyze the different categories of all dual span-failures that can result in an
outage for a given working path in a FIPP p-cycle protection network. We find and
categorize all possible combinations of dual failures such that all these combinations
are independent from each other and a dual failure can only belong to one of these
categories. This analysis assumes that each span has the same physical unavailability
(U). In this thesis, the extension of unavailability expression which is developed to
consider span specific unavailability should be straightforward. We have derived six
different sets of spans in a FIPP p-cycle by using the following notations:

OP: The set of on-cycle spans in FIPP (p) that are on the working path (r).

OF: The set of spans in FIPP (p) that are on-cycle but are not on the working
path (7).

SP: The set of spans that are on the working path (r) which is totally straddling
the FIPP (p).

SP: The set of spans traversed by those paths which straddle the FIPP (p) and
are not part of the concerned path.

OS?: The set of spans that are on the working path (r) which is partially on the
FIPP (p). These spans belong only to the straddling part of path (r).

OS2: Set of spans whose paths are partially on the FIPP (p) but they are neither
on the concerned path (r) nor on the FIPP cycle (p).

We can categorize all dual failure scenarios that may cause any outage within a

FIPP p-cycle into one of the following categories:
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Category-1: Dual failure scenario in which one of the spans belongs to O and
the other span belongs to OF.

Category-2: Dual failure scenario in which one of the spans belongs to O? and
the other span belongs to SE.

Category-3: Dual failure scenario in which one of the spans belongs to O? and
the other span belongs to OSZ.

Category-4: Dual failure scenario in which one of the spans belongs to S? and
the other span belongs to O% .

Category-5: Dual failure scenario in which one of the spans belongs to S? and
the other span belongs to SE.

Category-6: Dual failure scenario in which one of the spans belongs to SP and
the other span belongs to OS? .

Category-7: Dual failure scenario in which one of the spans belongs to OS?
and the other span belongs to O2.

Category-8: Dual failure scenario in which one of the spans belongs to OS?
and the other span belongs to S%.

Category-9: Dual failure scenario in which one of the spans belongs to OS?
and the other span belongs to OSE.

We will be referring to these categories throughout the rest of this chapter. As
we explained in the FIPP protection section, end nodes for protection of a partially
on-cycle path can switch to the default or secondary direction of the FIPP p-cycle.
Hence, depending on place of failure occurrence, two different paths of protection may
exist for one partially on-cycle path. Having two different protection paths results
in some special cases, where in some of them we can restore the second failure with
the rest of the cycle and in some other cases we may not use the rest of the cycle to
protect the second failure (as will be shown shortly). Accordingly, we will find the

upper and lower bounds of unavailability for this kind of paths, rather than exact
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(a) No failure (b) After first failure (c) After second failure

Figure 4.1: Dual failure leading an outage for a totally on-cycle working path (A —
B — C, path of concern), Category-1
values. Next, we will analyze the probability of having an outage in each of the nine

scenarios with the help of few examples.

4.2.2 Example 1

In the first example, we analyze the first three categories which are the combinations
of the set OF with three other sets(OZ, S and OSE). Figure 4.1 shows a part of the
network in which a working path (path of concern (A — B — C)) is totally on-cycle.
This on-cycle working path is protected with FIPP p-cycle (A-B—~C—~D~G—-F—A).
Our objective is to determine the probability that the traffic entering at source node
A suffers an outage before it reaches the destination node C. In other words, we try
to derive the unavailability of this working path.

Category-1 : In Figure 4.1, we show the case where the first failure occurs
on one of the spans (A4 — B) or (B — C) on the working path itself followed by the
second failure on one of the on-cycle spans that are not on the working path (i.e., one
span among the spans (C — D), (D —G), (G —F), and (F — A)). Scenarios like this
are certain to cause an outage, because the FIPP p-cycle only offers one protection

option for an on-cycle working path. Obviously, the case where the two failures occur
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(a) No failure (b) After first failure (c) After second failure

Figure 4.2: Dual failure leading an outage for a totally on-cycle working path (A4 —
B — C, path of concern), Category-2

in the reverse order is also guaranteed to cause an outage for the working path. The
number of possible combinations of dual failures is |OP|.|OZ|. Thus, we denote the
exact unavailability due to a dual failure in this category as (where U is the physical

unavailability of any span in the network):

Ucutegory—1 = 10F1.10EL.U? (4.1)

Category-2 : The second category of dual failures that may result in an outage
for an on-cycle working path in this example is Category-2 in which one of the spans
belongs to OP (i.e., either of the spans (A — B) or (B — C)) and the other spans
belong to SE (i.e., any of the spans (C — H), (H — I) and (I — F')) where another
demand is routed. In this category, if the first failure occurs on a straddling path and
assume that the FIPP p-cycle is fully loaded !, the straddling path would be restored
by using both parts of the FIPP p-cycle. Thus the'second failure on any span in
the set OF will result in a service outage for the working path as shown in Figure

4.2. Unlike the previous category, the order in which failures occur is important. If

'Fully loaded FIPP p-cycle is one which provides restoration to tow units of working capacity in
all straddling working paths and one unit of working capacity to all totally and partially on-cycle
working paths
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(a) No failure (b) After first failure (c) After second failure

Figure 4.3: Special dual failure without any outage for a totally on-cycle working
path (A — B — C, path of concern), Category-3

the first failure occurs on a span belonging to the set OF , then the working path
would be switched to the default back-up path by the end nodes. The second failure
occurring on a straddling working path will not affect the restoration path of the first
failure, thus there would be no service outage. We formally denote the unavailability

due to dual failures in this category by:

1
UCategory—-Z = 'Q'IO‘SHS;IUZ (42)

Note that, here, the factor 0.5 serves the probability that a straddling working
path fails first.

Category-3 : In this example, the third category of dual failures that may
result in an outage for an on-cycle working path is considered. In this case, one of
the spans belongs to OF (i.e., either of the spans (A — B) or (B — C)) and the other
spans belong to OS? (i.e., (D —E), or (E— F)) where we are considering the second
demand (C — D — E — F — A). As we explained before, since we have a partially
on-cycle path in this category, we try to find out the upper and lower bounds for
unavailability of this category. If the first failure occurs on one of the on-cycle spans

in the working path (i.e, A — B — C shown in Figure 4.3), the FIPP p-cycle uses
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(a) No failure (b) After first failure (c) After second failure

Figure 4.4: Dual failure leading an outage for a totally on-cycle working path (A —
B — C, path of concern), Category-3

the rest of the cycle to restore the on-cycle working path; hence the second failure
on the partially on-cycle path in the set OSE will not affect the restoration path
(C—D—G—F— A), and there would be no service outage (for the path of concern).
It should be mentioned that the set OS% consists of spans which are belonging to
the straddling part of the path. The rest of the spans in the path are on-cycle spans,
and they are considered in the first category (i.e., Category-1).

In this category, the order in which the failures occur is important. If the first
failure occurs on a span belonging to OSE, then the path would be switched to the
default back-up path (A — B — C) by the end nodes. The second failure occurring
on the on-cycle working path will affect the back-up path of the first failure, but the
end nodes can restore the on-cycle working path by switching to the rest of the cycle
(A— F —G— D — (). Figure 4.3 presents an example of this kind of dual failure.
In this case, the demand can be restored by using the FIPP p-cycle, hence there
would be no service outage and accordingly the lower bound for the unavailability

contribution by this type of dual failure is:

UCategory—3—Iower =0 (43)
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(a) No failure (b) After first failure (c) After second failure

Figure 4.5: Dual failure leading an outage for a totally straddling working path
(F —1— H — C, path of concern), Category-4

Alternatively, there are some cases where the end nodes could not restore a failure
on the concerned working path. Here, if the first failure occurs on the partially on-
cycle path (C — D — E — F), Figure 4.4, the second failure on the on-cycle path
(A— B~ C) may cause a loss on the backup path (F — A— B — C) restoring the first
failure. Since this failed backup path and the backup path for the path of concern
shares span (A — F'), then the Concerhed service path cannot be restored. Note,
however, if the end nodes (F — C) can release the resources (after the second failure)
on backup path F—A—B—(C, then the concerned path may not suffer any outage and
end nodes A, C can recover the demand using the rest of the FIPP. This, however,
is not suitable as it incurs additional delays and requires signaling. In this special
case, if the dual failure occurs in the reverse order, clearly there would be no service
outage. Obviously, for the upper bound, the number of possible combinations of dual

failures in this category is (JOP|.|OSE|)/2. Hence, the upper bound unavailability is:

1
Uategery-a-ugper = 5|02 L OSELU® (4.4

The upper bound of unavailability of the working path (A— B — C) can therefore

be calculated as the sum of the unavailability obtained in equations 4.1, 4.2 and 4.4:
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Utotal—uppe'r‘ = UC’ategory—l + UCategory—2+ (4 5)

UCategory—3— Upper

Similarly, we can derive the lower bound for unavailability of the working path

as follow:

Utotal-—lmuer = UCategory—l + UCategory-—2+
(4.6)

UCategory—3—Lower

In the working path (A — B — C) for all categories 1,2 or 3 in this example, if the
failures occur in both spans A — B and B — C, it can be shown that there would be
no outage. When the first failure occurs in either A— B or B — C, end nodes A and
C will switch to default back up path and after that there would no traffic on the
former working path. Hence, the second failure on a span belonging to the former

working path does not affect the back-up path.

4.2.3 Example 2

Figure 4.5 shows part of a network in which a working path crosses a FIPP p-cycle
(A—B—-C~—D-G—F — A) with three spans ((C — H), (H—1I) and (I — F)) which
are totally straddling the FIPP p-cycle. In this example, we analyze the second three
categories (4, 5, and 6) which are the combinations of the set S? with three other sets
(OE, SE and OSE). As in the previous example, we try to find the unavailability of

this working path (C'— H — I — F). In other words, for each of these three categories |

we find the number of combinations of dual failures that can result in an outage.
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(a) No failure (b) After first failure (c) After second failure

Figure 4.6: Dual failure leading an outage for a totally straddling working path
(F —I— H —C, path of concern), Category-5

Category-4 : In Figure 4.5 we show the case where one span among the strad-
dling working spans fails and one span among the on-cycle spans not crossed by the
working path fails. This means that one span belongs to set S? and the next one
belongs to the set OF. There is 50% chance that the on-cycle span fails first which is
then followed a second failure occurring on the concerned straddling working path.
This order of dual failures will certainly result in service outage along the working
path. On the other hand, if the order is reversed, i.e., the first failure occurs on a
span along the straddling working path and the second failure occurs on one of the
on cycle spans. the second failure on the on-cycle span will affect only one of the
protection routes for the straddling path of concern (either lower or upper part of the
FIPP). Given this (un-ordered) combination of failures, the probability of an outage
for concerned path is therefore 75%. The number of combination of dual failures in
this category is |S?|.JOZ]. We formally denote the unavailability due to a dual failure

in this cate‘gory as:

5 .
UCategow—fi = Z[Sfl.[Oﬁ[.Uz (4'7)
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(a) No failure (b) After first failure (c) After second failure

Figure 4.7: Special dual failure in which network can protect only one unit of capacity
in totally straddling working path (F — I — H — C, path of concern), Category-6

Category-5 : Here we consider the straddling working path (path of concern)
C — H — I — F and analyze its availability. In this category, one span failure belongs
to the set SP(i.e., (C — H), (H — I) or (I — F)) and the other one belongs to the
set SE(ie., (D — E) or (E — F)) where we show another straddling path (Figure
4.6). With our assumption in this thesis that the FIPP p-cycle is fully loaded, the
occurrence of the failure on this totally straddling path (D — E — F) will activate
both halves of the FIPP p-cycle; therefore, a second failure on the working path
(F—I— H—C, path of concern) will definitely lead to an outage and that is shown
in Figure 4.6. In this category, the order of failures is important. If the first failure
occurs on a span that belongs to the concerned straddling working path, the end
nodes utilize both halves of the FIPP p-cycle (F—A—B—-Cand C— D — G- F),
and the second failure on another totally straddling path does not affect the back-up
path. Hence there would be no service outage and the unavailability contribution

due to failures in this category to be:

1
UCategory—5 = élsfHSg[Uz (48)
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Category-6 : Here, we are dealing with a dual failure that may result in an
outage for a straddling working path in which one of the spans belongs to the set
SP and the other one belongs to set OS? (i.e., where we have a partially straddling
path). The OS? consists of spans belonging to part of paths which straddle the
FIPP p-cycle. Before calculating the unavailability of this category, we have to
mention that by having a partially on-cycle path we can not find the exact value
for unavailability of this category. Hence, as we explained before, we try to find
out the upper and lower bound for unavailability of this category. Here, there is a
50% chance that the first failure occurs on the totally straddling working path (path
of concern, C — H — I — F). A second failure occurring on the partially on-cycle
path (C — D — E — F) will not affect the restoration paths (FF — A — B — C and
C — D — G — F) of the working path which failed first, hence there would be no
outage. However, the two failures can occur in the reverse order. If the first failure
occurs on one of the spans of the set OS? (i.e, (D — E) and (E — F)), a second
failure on the totally straddling working path can be restored by using half of the
FIPP p-cycle (C — D — G — F); however if we assume that the FIPP p-cycle is fully
loaded, only one unit capacity of working path can be restored. Figure 4.7 shows an
example of this case. The lower bound of the unavailability due to dual failure in

this case is:

1
UCategory—G—Lower = ZISﬁ)HOSgUz (49)

For the upper bound of unavailability, if the first failure occurs on the partially
on-cycle path (D — G — E — F), then a second failure in totally straddling working
path may lead to a service disruption (as shown in Figure 4.8) and hence there is
a 50% chance that some failure in this category will result in an outage. We can
formally denote the upper bound of unavailability due to dual failure in this category

by considering the above worst case:
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(a) No failure (b) After first failure (c) After second failure

Figure 4.8: Dual failure leading an outage for a totally straddling working path
(F—1— H — C, path of concern), Category-6

1
UCategory—6—Upper = 5]85[.{OS§|.U2 (4.10)

The upper bound of unavailability of the totally straddling working path (C —
H — I — F) can therefore be calculated as the sum of the unavailability obtained
in equations 4.7, 4.8 and 4.10. In the same way, we can derive the lower bound for
unavailability of the totally straddling working path by sum of the equations 4.7, 4.8
and 4.9.

4.2.4 Example 3

Finally, we take an example of dual failure in which one of the span failure belongs to
OS? and the other span failure belongs to one of these sets OF, S and OSE. Figure
4.9 shows a working path traversing a FIPP p-cycle through on-cycle (C — D) span
and straddling spans (i.e, D — E and F — F). In this example, we consider the
last three categories (7,8, and 9) for dual failure. In these three categories, as we
explained before, by having a partially on-cycle path we try to find out the upper

and lower bound of unavailability instead of exact value.

81



(a) No failure (b) After first failure (c) After second failure

Figure 4.9: Dual failure leading an outage for a partially on-cycle working pat'h
(C — D — E — F, path of concern), Category-7

Category-7 : Figure 4.9 and Figure 4.10 show the case where one spans belong-
ing to OSP fails (the path of interest is C — D — E — F) and the other span belonging
to OF fails. We consider OSP as a set of spans belonging to the straddling part of
the working path (i.e, (D — E), (E — F)). The probability of the span failure in the
on-cycle part of the working path was calculated in the first category (i.e., category-
1). If the first failure occurs on a span in OS?, then the demand of concern will be
restored to its protection path (F'— A — B — C). When the second failure occurs (on-
cycle span fails now), the second failure may in some cases (e.g., failure of on cycle
span (A — B)) disrupt the protection of the first demand and cause service outage
and in some cases (e.g., failure of span (F' — @)) it may not and the demand will
not be affected. Hence, we derive both upper and lower bounds (|OS?|.|OZ|.U?, and
0) for unavailability of this order. Alternatively, if the order of failures is reversed,
where the first failure occurs on an on cycle span and the second failure on a span
belonging to OS?, then there will be a complete outage. For example, if span (A— B)
fails, then any demand routed through (A — B) will be restored through the rest of
FIPP and hence the failure of a span on the path of concern will be guaranteed to

cause an outage. The unavailability obtained for this order is |OSP|.|OF|.U2%. Finally
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(a) No failure (b) After first failure (c) After second failure

Figure 4.10: Special dual failure without any outage for a partially on-cycle working
path (C — D — E — F, path of concern), Category-7
since each order are equally likely to occur, then we can derive the lower and upper
bounds for this category as follows:

In this category, irrespective of the order in which the failures occur, the working
path outage is guaranteed (considering as the worst case). Hence the number of
the combinations of such failures is clearly |OSP|.|O%| and the upper bound of the

unavailability as a result of dual failure, in this category is given by:

UCategory—7—Upper = IOS;?I’IOQ-UQ (4-11)

Note that in this category, the place of the on-cycle failure is important. We can
have some special cases where the second failure belonging to the set Of may not
affect the back-up path of the first failure, for instances, as shown in Figure 4.10.
Here, the second failure on one of the span D~ G or G — F does not affect the back-up
path (FF — A — B — C) of the working path , hence there would no service outage.
Obviously, the case where the two failures occur in the reverse order is guaranteed to
cause an outage for the working path. As we explained, only half of the cases in this
category result in an outage for the network and the lower bound of unavailability

due to dual failure becomes:
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(a) No failure (b) After first failure (c) After second failure

Figure 4.11: Dual failure leading an outage for a partially on-cycle working path
(C— D — E — F, path of concern), Category-8

1 :
UCategory—?-Lower = §|OS£I|O$IU2 (412)

Category-8 : The second category of dual failures in this example which may
result in an outage for a partially on-cycle working path is category 8 in which one of
the spans belongs to OS? and the other spans belongs to S?. Here, the first failure
occurring on one of the spans of a totally straddling path (i.e, (C — H), (H — I) or
(I — F) Figure 4.11) would result in using the spare capacity in both halves of the
FIPP p-cycle to protect the traffic on the totally straddling path (i.e, F—A—B-C
and C — D — G — F). Hence the second failure on the straddling spans of a partially
on-cycle working path, the path of concern, (i.e, (D — E) or (E — F)) will result in
an outage as the FIPP p-cycle would already be pre-occupied (as shown in Figure
4.11). 1If the failures happen in reverse ordér, the failed straddling spans of the
partially on-cycle working path (D — E or E — F') would be protected by the FIPP
p-cycle and the second failure on the straddling path will not affect the back-up path
(F—A—B~—C), hence there would be no service outage (for the path of interest). It
should be noted that the working capacity in both directions of the straddling path

is stored by the FIPP p-cycle (here we are assuming fully loaded FIPP p-cycle).
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(a) No failure (b) After first failure (c) After second failure

Figure 4.12: Dual failure leading an outage for a partially on-cycle working path
(C — D — E — F, path of concern), Category-9
Obviously, the possible number of such dual dual-failure combinations is |0S?|.|S?|,

which leads the unavailability contribution due to failures in this category to be:

1
UCategory—S = §|OS£HS§|U2 (413)

Category-9 : In the last category of this example, we are dealing with combina-
tions of dual failure, that may result in an outage in which both paths are partially
on-cycle (Figure 4.12, 4.13). This case is the most common category among the other
categories. Figure 4.12 shows this case, in which a span belonging to the straddling
part of the working path (i.e, (D — E) or (E — F)) fails and another span belonging
to the straddling part of another partially on-cycle path (i.e, (B — H), (H — I) or
(I — A)) fails. Here, there is 50% chance for the first failure to occur on a partially
on-cycle path (A—I— H — B—C) which is not our concerned Working path. Since the
FIPP p-cycle is occupied by the first failure (i.e, back-up pathis A~ F—-G—D—-C)
, the second failure on the partially on-cycle working path (C — D — E — F') is guar-
anteed to cause a service outage along the working path. If the two failures occur in
the reverse order, there would be no service outage. Hence we could formally denote

the upper bound of the unavailability due to a dual failure in this category as:
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(a) No failure (b) After first failure (c) After second failure

Figure 4.13: Special dual failure without any outage for a partially on-cycle working
path (C — D — E — F, path of concern), Category-9

1
UCategory—g—Upper = -2—|OS,?||OS$IU2 (414)

Alternatively, we can have some specific combinations of dual failure, irrespective
of the order in which the failures occur, where there would be no service outage.
Figure 4.13 presents an example of this kind of dual failure, If the first failure occurs
on the straddling part of the path ((C' — H), (H — I) and (I — A)) and the default
protection switching preplan is A — G — D — C, then the FIPP p-cycle could provide
a protection path for the second failure on the partially on-cycle working path (F —
A— B —C). Hence, the lower bound of the unavailability due to dual failure, in this

category is:

UCatego'ry—Q—Lower =0 (415)

Without much elaboration it can be stated that the upper and lower bound for
total unavailability of a working path can be given by the sum of the contribution
towards the upper and lower bound of unavailability by each category. Formally, we

have:
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1
UUnsorking-path = |OF|.|OEL.U? + 51071187 U%+
1
S1071082.U% + 2|21 0802 + L5z 12 U+
1
5 ISELIOSEL.U? + |07 |OF|.U+ (4.16)

1
510SPLISELU? + 21087110871V

1 .
LUyorkin —path = iofoypl[jq + —|O£S£IU2+
! 2

1
315,070 + Lisri 52102 + Lis7l josELUA+
4 12 41 (4.17)
5108711021.U% + £|0S?| 521U

4.3 Enhanced Availability

In this section, we propose a formulation for capacity placement of demands to
enhance availability. This formulation. optimizes the allocation of spare capacity in
order to find the minimal cost capacity placement that allows us not only to guarantee
that every working path is protected against single span failure but also to ensure
that the unavailability of all working paths is less than the desired upper bound.
The routing of demands and finding working paths are done ahead of the placement
of FIPP p-cycle for protection of them. The routing of demand could be done using
any load balancing routing algorithm or any other suitable algorithms and we used
K-shortest path algorithm to find all working paths. All the working paths are
provided as inputs for the Integer Linear Program (ILP). Thus, the optimization is

a non-joint optimization problem. In the simulation, we restrict our consideration to
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bi-directional FIPP p-cycle; also we assume networks with full wavelength conversion

or similar characteristic.

4.3.1 FIPP p-Cycle Design

Allocating the eligible FIPP p-cycle to sets of mutually disjoint paths is defined as
the FIPP p-cycle network design problem. The FIPP p-cycle network design could
be done in two different approaches [10]. The first approach can be stated as: ”Try
to find out sets of paths which are all mutually disjoint. Then, form a FIPP p-cycle
by routing the end nodes of these paths.” Finding all possible sets of disjoint paths
is the main problem in this approach. If we consider that our network has n nodes,
n(n — 1)/2 will be the number of end nodes pairs. We have to find out all possible
combination of 2-route sets, 3-route sets and so on. It is an intractable problem,
of O(n?!), just to find our all possible combination of paths which are all mutually
disjoint and this is only if each demand between end nodes uses a single working path
[21]. The second approach can be stated as: ”"Choose one of eligible FIPP p-cycle,
find out sets of paths whose end nodes are on the FIPP p-cycle but they are mutually
disjoint.” Since this approach can be applied to our methods for finding eligible sets
of FIPP p-cycles, it is practical for our availability problem. Hence in the rest of the

chapter, we will apply the second approach.

4.3.2 Notations

The following notations are used for sets and parameters:

e Input Parameters
S Set of spans.
P Set of simple cycles eligible for allocation.

R Set of working paths.
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Cr Cost of a span k.

7, On-cycle relation between a cycle (p) and a span (k). «} is equal to ’1’ if

cycle (p) crosses span (k), otherwise it is '0’.

6P  Protection relation between an eligible cycle (p) and a working path (7).
O? is equal to "1’ if the working path (r)’s end nodes are in the cycle (p) and at
least one of the spans in the working path (7) is on-cycle (p). 7 is equal to '2’
if ﬁhe working path (r)’s end nodes are in the cycle (p) and the working path

(r) straddles cycle (p) and 0’ if the working path is not protected by the cycle
(p)-

¢,  Equal to "1’ if span (k) is part of the working path (r) , otherwise it is
0.

&,y  Equal to 1’ if the working path (z) and the working path (y) are not
disjoint, otherwise it is ’0’.

MU Maximum Unavailability of any working path after the allocation of
FIPP p-cycles.

Output Parameters
Sx  Number of spare unit placed on span k.

N?  Equal to '1’ if FIPP (p) is allocated to protect the working path (r), '0’

otherwise. This is an intermediate parameter to find the rest of parameters.
NP Number of protection units per FIPP cycle (p).

OP  Number of on-cycle spans in FIPP (p) which are also on the working

r

path (r).
OF  Number of on-cycle spans in FIPP (p) which are not on the working path
(r).
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SP Number of spans that are on the working path (r) which is totally
straddling the FIPP (p).

SE Number of spans traversed by those paths which straddle the FIPP (p)

and are not part of the concerned path (r).

OS?  Number of spans that are on the working path (r) which is partially

on-cycle. These spans are not on-cycle.

OSE  Number of spans whose paths are partially on the FIPP (p) but they

are neither on the working path (r) nor on the FIPP (p).

UP Total end-to-end unavailability of working path (r) in the FIPP (p).

T

Note that in the previous section OP, O, SP, 52 OSP, and OSE were defined as

sets of spans not number of spans.

4.3.3 Formulation to Limit the Working Paths Unavailabil-
ity

The objective is to minimize the total cost of spare capacity:

min »  CiS; . (4.18)

vkeS

Constraint (4.19) given below ensures that at least one FIPP p-cycle will be
assigned to protect the working path. This constraint finds the set of FIPP p-cycles
that have to be placed to ensure that every working path (r) will be protected against
single failures on every span along the working path. NF contains information that

a FIPP p-cycle is allocated for a certain working path or not.

> N>lLreR (4.19)

pEP;6E>0
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By the intermediate output (N?) , we can determine the variables of interest: OP,

OF, Sk, 57, OSP, and OSE. Equations (4.20) to (4.25) calculate them.

Or=> Nr¢ml,r€ Rijpe P (4.20)
keS

OE=>"Nr(l—¢p)ml,re Ripe P (4.21)

keS .

SP= 3 NP§reRpeP (4.22)

kES;6£=2

SE= ) NP(l-¢p),reRi;peP (4.23)
keS;6h=2

OSE =Y NP¢y(1—nf),re Rpe P (4.24)

keS
0SE=Y "Nr(1—¢)(1—nf),r€RpE P (4.25)
keS

Now we can compute the upper and lower bound for U?, which is the total end-
to-end unavailability of the working path (r) protected by FIPP p-cycle (p). This
could be done by using the output of equations (4.20) to (4.25) and using equation

(4.16) for upper bound and equation (4.17) for lower bound as follow:

UUP = {OF.OP + %o,e.s;’ + %Of.osg+
Sspor g Lor gy Lorogr
4 T T 2 T T 2 T T

+05P.07 + %osg.s% (4.26)
%os:.osg}.m,

reRpeP

91



1
LU? = {020+ S0n.58 + 250,004
Yopsrilorose s losrony
> 1 A (4.27)
Losz.sp,

reRypeP

Next, we can compute the lower and upper bounds for U? (LU? and UU?) using
(4.16), (4.17) and making use of the the output of (4.20)—(4.25) and we constrain
the unavailability of the working path to a desired upper limit which is our main
objective. The upper limit is an input parameter to our ILP. ILP will allocate
FIPP p-cycles such that this constraint is satisfied. That is, for a lower value of
the constraint, FIPP p-cycle with more hop-count will be allocated and for a more
relaxed value of the constraint the optimizer will tend to allocated smaller FIPP
p-cycles. Obviously if the desired value for unavailability is too low, a solution may

not exist.

LUP,UU? < MU,r € Ryjpe P (4.28)

Constraint (4.29) ensures the FIPP specification which any FIPP p-cycle only
protects a set of mutually disjoint working paths. If working paths « and y are not
disjoint (§,, = 1), then only one of them can be protected by FIPP p-cycle p. It

means that only one or none of N? or Nf can be 1 at the same time.

§oy + NI+ NP <2, (z,y) € Rz #y;pe P (4.29)

Equation (4.30) given below finds the number of unit protection capacity allocated

on the FIPP p-cycle (p). The right hand side of the equation is the number of
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instances of FIPP p-cycle (p) required by any span (k) so as to protect the working
path which traverses k. The right hand side of the equation is not necessarily an
integer value. For instance if a FIPP p-cycle protects a certain working path as a
totally straddling working path for 5 unit of working capacity, then the number of
instances of the FIPP p-cycles required by that working path would be calculated
as 2.5, as each instances of FIPP p-cycle can provide 2 unit of protection of totally
straddling working path. However NP is an integer value, thus it is more than or

equal to right hand side of the equation.

NP> Y %Nf¢;+ Y NrgrkeS (4.30)

rER;6F=2 reR;68=1
The total spare capacity in each span is given by equation (4.31) and this spare

capacity is optimized as per objective (4.18).

Se=) NPrf,keS;peP (4.31)
peEP

Note that the more nodes in the network, the more candidate cycles we have
especially in dense network. Finding an optimal set of cycles using the ILP formu-
lation presented previously can be shown to be an NP-hard problem [47] though
limiting the number of candidate FIPP p-cycle can reduce the computation time by

compromising the optimality.
We have to note that expressions (4.26) and (4.27) do not make the model non-
linear as a result of the multiplication of expressions (4.20) to (4.25). For instance

to find unavailability for Category-1, we have:

Or =% NIgymp=NE-Y ¢inf,Vre€ Ripe P (4.32)
keS kes
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(a) COST239 network {(b) 12n30s network

Figure 4.14: Test Networks

OF = ZN’?(I — gyt = NP 2(1 — @) Nr € Ryjpe P (4.33)

keS keS
OF-OF = (NP-> gimh)- (NP- > (1—¢p)nh) = (4.34)
keS keS
(N2-NP)- (D ¢ > (1—¢p)mk)  VreRpeP
keS keS

Since variable NP is a binary variable, we can replace the quadratic term of N?-N?

by:

NP-NP=NP VYreRypeP (4.35)

4.4 Numerical Results

The formulation provided in the previous section was tested with the COST239 and

the 12n30s networks. These networks are shown in Figure 4.14. We assume that each
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span has enough capacity to support the protection capacity required by the optimal
solution; we also assume that each node can perform full wavelength conversion.
The formulation is implemented as an AMPL model and solved by using the solver
CPLEX9.1.3 [48]. A separate Java program is used to find the input parameters
for the AMPL model. In our implementation, the demands between any two pair
of nodes are symmetric; it means that the number of lightpaths in either direction
between a source and destination pair are equal. The demands are randomly assign
to a certain number of light paths ranging from 0 to 10. The demands are routed
using a Dijkistra shortest path algorithm to find eligible working routes. Lightpaths
between pair of nodes are routed individually; hence two lightpaths between the
same pair of nodes can possibly have different working routes. The preprocessing
Java program finds candidates FIPP p-cycles using a depth-first search and pre-
selected by hop count lengths. All working routes and candidates FIPP p-cycle are
provided as inputs to the AMPL model.

We show in Figure 4.15 the redundancy obtained for certain level of availability
for both COST239 and 12n30s networks and compare the results obtained for upper
and lower bounds of redundancies in FIPP p-cycle protecting method with the same
results for span p-cycle [1]. Here, the ratio of the sum of the spare capacity in each
span to sum of the working capacity in each span is defined as the redundancy. As
mentioned in the previous section, we assume the unavailability of each span to be
equal to 1073 [1]. The same set of demands is used to find the redundancy for each
availability requirement.

Obviously, these results indicate that in order to achieve the same service avail-
ability the redundancy for FIPP p-cycle is larger than span p-cycle; however, similar
to span p-cycle, the availability increases at the cost of additional spare capacity
requirement. As shown in Figure 4.15, constraining the lower bound for the unavail-

ability of FIPP p-cycle yields more redundancy than span p-cycle. In order to better
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Redundancy vs. Availability for COST239 Network
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Figure 4.15: Comparison between FIPP p-cycle and span p-cycle [1] according to
redundancy versus minimum availability for (a) COST239 network, (b) 12n30s net-
work
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Average number of working path per FIPP vs. Availability
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Figure 4.16: Average number of mutual disjoint working paths protected by same
FIPP p-cycle versus minimum availability for COST239 network

understand these findings?, we tried to find out the redundancy and availability of
both methods without having any limitation on availability. We provided the same
set of demands as an input for AMPL and solved this new problem (without con-
straint (4.28)) and then found out the minimum, maximum and average availabilities
for both FIPP p-cycle and span p-cycle (the results are shown in Table 4.1). Our
results show that the average availability of FIPP p-cycle-based network is 99.9963
(i.e., an equivalent of 20.49 min/year unavailability), however the average availability
of span p-cycle-based network is 99.9987 (i.e an equivalent of 6.83 min/year unavail-
ability). This implies that with the FIPP p-cycle method the probability of the
system failure is around three times more than span p-cycle method in one year.
Alternatively, these results show that a span p-cycle has more redundancy (i.e, less

efficiency) than FIPP p-cycle (similar to [10]) but the average availability for span

2The authors of [39] initially showed that FIPP has much better efficiency than p-cycle methods
with respect to spare capacity redundancy.
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p-cycle is more than that of the FIPP p-cycle method.

Table 4.1: Comparison between FIPP p-cycle and p-cycle [1] for COST239 network
without having any limitation on availability
FIPP p-cycle p-cycle

Percentage Redundancy 19.24 27.22
Minimum Availability 99.9945 99.9942
Maximum Availability 99.9986 99.9996
Average Availability 99.9963 99.9987
Average Down-Time 20.49 min/year  6.83 min/year

Clearly, when our design is based on limiting the availability, in order for FIPP
p-cycle method to achieve the same level of availability as span p-cycle method, it
will sacrifice its resource efficiency by creating more redundancies. We observed that
by adding constraints on the availability, the FIPP p-cycle method will be forced
to (1) protect fewer demands and (2) select FIPP cycles with smaller hop count.
Unfortunately, both of these properties are the main reason why FIPP was originally
more advantageous than the span p-cycle method. Figure 4.16 shows the average
number of demands protected by the same FIPP p-cycle; obviously, the higher the
required availability in our design, the smaller is the number of the demands a FIPP
p-cycle can protect. For instance, if the required availability is 99.999, the number
of demands sharing a FIPP is only 2, as opposed to 6 when the required availability
is 99.9976.

Next, we tried to obtain some insights on the impact of the length of FIPP p-
cycle (in terms of hop counts) on the service availability. We show in Figure 4.17 the
average hop count for a FIPP p-cycle for different availability requirementé. Clearly,
the higher the availability, the shorter the FIPP becomes; shorter FIPP cycles tend
to limit the sharing of spare capacity more than longer FIPP cycles and hence the
higher the resource redundancy (as shown in Figure 4.18).

To further get additional insights on the higher redundancy obtained using FIPP

p-cycles in our design method, we measure the individual availabilities obtained from
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Average hop-count of FIPP vs. Availability for COST239 Network

8.5 b R AR e s

00
|

N
3}

e
s}

Average FIPP hop-count
T

(o2

o
o

1 ) 1 1 ! 1 L 1 |
99.9976 99.9976  99.998  99.9982 99.9984  99.9986 90.9988  99.999  99.9992
Minimum Availability

(a)

Average hop-count of FIPP vs. Availability for 12n30s Network

¥ T T

8.5 e

w0

N
el

bl
o

Average FIPP hop-count

»
!
i

5.5+

] 1 i I | 1 i ] ]
990976 99.9978  ©0.098  99.0082  ©0.0084 900086  99.0988  ©9.995  99.9992
Minimum Availability

(b)

Figure 4.17: Average FIPP p-cycle hop count for different working path length for
(a) COST239 network, (b) 12n30s network
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Average FIPP hop-count vs. Redundancy for COST239 Network
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Figure 4.18: Average FIPP p-cycle hop-count (length) versus redundancy for
COST239 Network.

the solution for all protected demands, using both span p-cycle and FIPP p-cycle.
Figure 4.19 shows the distribution of the availability of the protected demands for dif-
ferent minimum availability requirement in our design (a-d). Indeed, the figure shows
that while most of the demands protected with span p-cycles have their availabilities
close to the desired minimum required availability, demands protected using FIPP
p-cycles tend to have their availabilities more spread (above the minimum required
availability); that is, more demands in the latter scheme have their availabilities
higher than in the former scheme. For instance, if the desired level of availability is
99.9976, only 21.06% of working paths have the exact level of availability in FIPP
p-cycle as opposed to 45.59% for span p-cycle method and 78.94% of the demands
have their availabilities higher than 99.9976 as opposed to 54.41% of demands pro-
tected by span p-cycles. Indeed this higher availability requires more spare capacity,

which explains the higher redundancy of FIPP p-cycle based design method.
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Figure 4.19: Availability histogram for different level of availability in COST239
network for span p-cycle [1} and FIPP p-cycle with different values for Minimum
availability (MA).
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Limiting Availability vs. Limiting hop count of FIPP p-cycle
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Figure 4.20: Directly limiting unavailability vs. limiting hop-count of candidate
FIPP p-cycles for COST239 network.

Finally, we simulate our ILP without considering the desired upper bound limit
on unavailability, given by equation (4.28), but we constrained the length of eligible
FIPP p-cycle by hop-count. Since the eligible FIPP p-cycle are pre-selected based
on the hop-count, we try to find out the working path with the minimum availability
(i.e., worst-case). In Figure 4.20, we compare the upper-bound-availability of any
working path in the COST239 network when the unavailability is limited directly by
constraint (4.28) and the length of the FIPP p-cycle is not restricted, with the worst
case availability of any working path when the FIPP p-cycle hop-count is limited.
Obviously, directly limiting the unavailability with certain upper limit proves to
be a better design option than restricting the length of the eligible FIPP p-cycles
(based on the hop-count). As the figure shows, this method achieves a better spdre
capacity redundancy for the same availability or better availability for almost the

same redundancy.
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4.5 Conclusion

In this chapter we studied the relationship between the unavailability of a working
path and the topology of the FIPP p-cycles, which is allocated for restoration of
the working paths in mesh networks with FIPP p-cycle based protection method.
We then presented an availability-aware design method for networks protected by
FIPP p-cycles. Our results showed that the FIPP protection method requires more
network capacity (8-13%) to obtain the same level of availability that basic p-cycle
method achieves. We observe that by adding limitations on the availability, the
FIPP method will be forced to protect fewer demands and also select FIPP cycles
with smaller hop-count.

As a topic for future study, allocating the FIPP based on availability can be
done by finding all possible combinations of mutual disjoint working paths, hence
providing a heuristic for finding a subset of these combinations based on different

levels of availability will be important.
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Chapter 5

Conclusion and Future Directions

5.1 Conclusion

Survivability of high-capacity optical wavelength-division multiplexing (WDM) mesh
networks has received much research attention for many years now. These networks
are typically designed to survive single component failures. The method of pre-
configured protection cycles (p-Cycles), proposed by W. Grover’s research group [9],
promises to achieve ring-like high speed protection with mesh-like high efficiency in
use of spare capacity. In such networks, which are designed to withstand only single
failures, service availability comes to depend on dual-failure (or more) considerations.
Hence, availability-aware service provisioning emerged as a topic of great importance
in the past few years. |

In this thesis, we proposed an exact model for the availability-aware design for
p-Cycle based network by overcoming some flaws in availability analysis of span p-
Cycles in previous works. Our method provided a technique for allocating p-Cycles
to restore single link failures such that the unavailability of all the demands in the
network is bounded by an upper limit. We then provided some heuristic for restricting

the number of variables and constraints in an Integer Linear Programming resultant
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formulation for our method in order to solve our problem in reasonable amount of
time. Our results showed that by adding limitation on the availability, the model
will utilize more number of p-Cycles with smaller hop-counts.

We also studied the relationship between the unavailability of a working path and
the topology of the FIPP p-Cycle, which is allocated for restoration of the working
paths in mesh networks with FIPP p-Cycle based protection method. We presented
an availability-aware design method for networks protected by FIPP p-Cycles. Then, |
we compared FIPP protection technique with conventional p-Cycle method based
on level availability of all working paths. Our investigation showed that the FIPP
protection method requires more network capacity (8-13%) to obtain the same level

of availability that basic p-Cycle method achieves.

5.2 Future Directions

The work presented in this thesis provided considerable benefits in availability en-
hancement for optical network based on p-Cycles. However, there are still several
future directions that can provide additional benefits.

As a topic for future study, allocating the FIPP cycles based on availability can
be done by finding all possible combinations of mutual disjoint working paths, hence
providing a heuristic for finding a subset of these combinations based on different
levels of availability will be important. In addition, in most of the available liter-
ature, for the design of optimal networks, only a subset of candidate p-Cycles is
cohsidered. Therefore, the global optimal solution can not be guaranteed. Using
decomposition techniques for solving large ILP problems, particularly Column Gen-
eration Algorithm, large instances of network designs can be solvable.

Another future direction is to find the exact optimal solution of network designs

by using CG. The objective can be the design of availability-aware span and FIPP
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p-Cycle networks with joint and non-joint working and spare capacities. In each case
the current models have to be rewritten in order to match the CG algorithm. The
main problem with CG algorithm is the huge number of variables in pricing problem
and then finding the ILP solution from non-integer solutions.

Another interesting problem which needs to be studied is the protection of multi-
cast sessions by p-Cycles. Substantial studies have been carried out for the protection
of node-pair demands, however the protection of multicast sessions has not been con-
sidered reasonably. Then, the availability analysis of joint optimization problem in
multicast networks should be considered with due diligence.

Usually, it is assumed that the demands are bidirectional, whereas in practice
the required bandwidth can be very different on the two sides of the connection, e.g.
in upstream and downstream connections. Therefore, another future work would be
to consider asymmetric traffic. In addition, further demands in a network can be
classified into different priority levels, where each priority level would have a different
upper bound for the end-to-end unavailability, thus providing different classes of
protection and availability to various classes of services is another topic of future

study.
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