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ABSTRACT
Modeling and Analysis of Real-Time Software Systems using UML

Abdelouahed Gherbi, Ph.D.
Concordia University, 2007

Real-Time Systems (RTS) should not only function correctly but should also satisfy time
constraints. RTS include embedded systems, which are used nowadays in a variety of appli-
cations. These are, for instance, house appliances, automotive, aeronautic/aerospace, and
health monitoring systems, to mention just a few. The design of such systems is complex
and challenging. In order to cope with the complexity of RTS, there is shift in their devel-
opment to follow a model-driven approach, such as the Model Driven Architecture (MDA),
which relies on using models of high level of abstraction. The Unified Modeling Language
(UML) is the Object Management Group (OMG) standard modeling language to support
MDA. UML is appropriate for software systems because it allows for a multi-view modeling
approach through its multitude of diagrams covering the structure, the behavior and the
deployment architecture. Moreover, UML is also used in the domain of real-time software
systems. This is achieved through its profiles, including, the OMG standard profile for
Schedulability, Performance and Time (UML/SPT) or the upcoming standard UML Profile
for Modeling and Analysis of Real-Time and Embedded Systems (MARTE). However, UML
modeling faces some challenging issues such as model consistency. This issue becomes worse
in the context of real-time software systems because additional aspects should be taken into
consideration, including time, concurrency and schedulability. In this thesis, we address
several issues related to modeling and validation of RT'S with UML. We focus in particular
on the consistency of UML/SPT models. We adopt an incremental approach to check the
consistency of these models by distinguishing the syntactic and semantic levels. The lat-
ter is further decomposed into behavioral, concurrency-related and time consistency. Our
contributions in this thesis are fourfold. First, we leverage the extensibility mechanisms
of UML to propose an extension to UML/SPT. This extension enables the modeling of
multicast communications, which is required for the description of the behavior of cer-

tain real-time protocols. Second, we propose a formalization of the concurrency modeling

il



capability in UML/SPT using timed automata. This formal semantics allows for apply-
ing well-established model checking techniques to check concurrency related consistency
in UML/SPT models. Third, we propose an MDA-compliant approach to enable schedu-
lability aqalysis of UML/SPT models. We present a proof of concept for this approach
through a prototype implementation using the Atlas Transformation Language (ATL) and
XMIl.-based technologies. Finally, we use the schedulability analysis ‘applied to UML/SPT
models in order to check the time consistency of a system design modeled by means of a set
of state machines with respect to time constraints modeled using a set of sequence diagrams

annotated with UML /SPT time stereotypes.
Keywords: Real-time systems, Model-driven Architecture, UML, UML/SPT, Model trans-

formation, ATL, XML, XSLT, Consistency, Concurrency, Model Checking, Schedulability

Analysis.
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Chapter 1

Introduction

1.1 Motivations{

Real-Time Systems (RTS) are commonly defined as systems which are required not only to
carry out their functionality correctly but to also satisfy a set of time constraints [121]. Most
of RTS are embedded systems nowadays and are used in a wide variety of applications, such
as consumer electronics (e.g. DVD and MP3 players), automotive (e.g. ABS), aircrafts (e.g.
flight control systems), telecommunic@tion systems (e.g. mobile phones), medical systems,

military applications, and smart buildings to mention just these examples [76].

Real-time software systems have several characteristics. They are reactive and concurrent
systems because they often interact with the physical world where different events can hap-
pen concurrently. They should react to many events concurrently. Moreover, such reaction
should often satisfy some time constraints. Furthermore, as suggested by the aforemen-
tioned list of applications, real-time systems are often also safety-critical systems. They
have severe dependability requirements in order to preserve life and/or property wherever
these systems are used. These characteristics contribute to make the design of real-time

systems complex and challenging.



In order to address the real-time software design complexity, there is a need to shift from
ad hoc optimization techniques to high level abstractions, models and model-based devel-
opments methodologies [25][42] [70] [113] [114]. Model-Driven Development (MDD) is a
software development approach, where models are first-class artifacts. The basic idea un-
derlying MDD is that a software system can be developed starting with a high-level abstract
model, which is then successively refined /enriched until, eventually, reaching a concrete im-
plementation [77]. Model-Driven Architecture (MDA) [78] is an example of MDD promoted
by the OMG. MDA separates the business/application logic from the underlying technol-
Ogy used for its implementation. The key concepts in MDA are Platform Independent
Model (PIM), Platform Specific Model (PSM), and model transformation. The OMG sup-
porté MDA by defining a set of standards, which include the Unified Modeling Language
(UML)[92].

UML is the de facto standard modelihg language for software-intensive systems. UML is
successful because it presents many features. It is a visual language [48], which makes it
very intuitive for the user. It is a multi-view modeling language allowing to cover sepa-
rately different aspects of a system (structure, behavior and deployment) using a variety
of diagrams. This feature is very important to deal with the system’s complexity. Finally,
UML is customizable to the particularities of different domains through its extensibility
mechanisms and profiles. The success of UML led to a surge of interest in using UML by

system engineering community [52], [95] and System-On-Chip community [76] [96].

UML has been used in the context of embedded and real-time software systems first as a
backbone for some development methodologies including ROOM [114], COMET/UML [42]
and ROPES [25]. UML has then been the focus of many research initiatives as a mod-
eling language for embedded and real-time software systems [70]. UML is adapted to the
specifics of this domain through a variety of profiles developed in academia and the industry
[38]. The most important UML profile for embedded and real-time software systems is the '
OMG standard called UML profile for Schedulability, Performance and Time [91] denoted

UML/SPT throughout this thesis. This profile is in the process of a major revamp to define



the UML profile for Modeling and Analysis of Real-Time and Embedded systems (MARTE)
[97]. UML/SPT is a general framework for the modeling and analysis of real-time designs.
It enables the modeling of resources and quality of service; time concept and time-related
mechanisms; and concurrency. As for model analysis, UML/SPT supports schedulability
and performance analysis. It provides the end-user with a set of stereotypes and tagged
values that can be used to annotate UML design models with quantitative information.
This enables the prediction of key properties in the early stages of a software development

process using quantitative analysis techniques (schedulability and performance analysis).

1.2 Issues

We have identified several issues related to the usage of UML and UML/SPT for the model-

ing and analysis of real-time software systems. These issues can be summarized as follows:

e Limitations in the UML/SPT expressiveness with respect to some real-time require-
ments modeling needs. Specifically, UML/SPT does not allow to model multicast

communication required for some distributed real-time systerms.

e UML/SPT is defined like UML itself using the metamodeling approach. UML/SPT
metamodel is composed of a set of domain models where the semantics of the different
concepts is defined informally in English. This lack of formal semantics hinders au-
tomatic manipulation of UML/SPT models either for verification or implementation

synthesis purposes.

e UML/SPT is designed to support schedulability analysis of UML design models in the
early stages of the development process. There are several schedulability analysis tech-
niques in the literature. There is, however, a semantic gap between UML/SPT models
and the task models expected/used by well-established real-time analysis techniques
such as schedulability analysis. It is important to bridge this semantic gap in order
to enable the application of these techniques for the validation of the schedulability
property of UML/SPT models.



e As mentioned earlier, UML supports a multi-view modeling approach. It provides
a multitude of diagrams to cover the structure, the behavior, and the deployment
architecture of the system under consideration. This is very advantageous to cope
with software complexity. Howéver, these different views may be inconsistent. In
addition, when UML is also used to model real-time systems using its profiles for
real-time, UML/SPT for example, new aspects are faken into consideration. These
include mainly concurrency, time constraints, and schedulability. These aspects may

contribute to worsen the consistency issue.

1.3 Contributions

We have investigated the different issues listed above and developed different techniques and
methods for addressing them. The main contributions of this thesis can be summarized as

follows:

e We have surveyed the different UML profiles used to model real-time systems proposed
in the academia as well as in the industry. We have established an assessment of
their capabilities and limitations with respect to a variety of criteria such as formal

foundation, tool support, etc. [38].

e UML is defined using the metamodeling approach and it has been designed with
built-in extensibility mechanisms. These are used to define different domain-specific
versions of UML, the UML profiles. We have used this approach and leveraged UML
extensibility mechanisms to define an extension of UML/SPT. This extension enables
to model multicast communications necessary to capture the behavioral requirements
of protocols used in distributed real-time systems, such as the Reliable Message Trans-
port Protocol (RMTP2). We have established a comparison with a similar extension

for MSC [36].

e We have proposed a formal definition of the semantics of the concurrency domain

model of UML/SPT using the formalism of timed automata. This formal semantics



enables applying model checking techniques using tools such as UPPAAL in order to

verify the concurrency-related consistency of a UML/SPT model [41].

e We have investigated appropriate schedulability analysis techniques for UML/SPT
models [35]. In particular, we have focused on a schedulability analysis technique
used for object oriented design of real-time systems [111], [112]. We have defined an
MDA-compliant approach to bridge the semantic gap between the task model used
by this schedulability technique and UML/SPT models [37]. We have implemented
a proof of concept for this approach as a prototype implementation using both ATL

transformation language and XML technologies [40].

e We have defined a consistency framework for UML/SPT models. This framework
addresses incrementally the various aspects of consistency including syntactic, seman-
tic, concurrency-related and time consistency. In this framework, we introduced an
approach for checking time consistency between statecharts and sequence diagrams

using schedulability analysis [39].

1.4 Thesis Organization

This thesis is composed of an introduction, five chapters and a conclusion. In Chapter 2, we
set the background for this thesis by reviewing the MDA framework, UML and UML profiles
while focusing more on UML/SPT. We present in Chapter 3 an extension to UML/SPT
to enable the modeling of multicast communications. We define a metamodel encapsulat-
ing the main concepts involved in multicast communications, we specify the semantics of
the concepts using OCL, and we map these concepts to UML using new stereotypes. In
Chapter 4, we investigate the semantics of concurrency in UML/SPT and present a formal
specification using timed automata. This allows for using automata-based model checking
techniques in order to validate UML/SPT models with respect to the concurrency-related
consistency. Chapter 5 is devoted to present our MDA-based approach to bridge the gap

between UML/SPT models and well-established schedulability analysis techniques. This



allows to validate the schedulability property of UML/SPT design models. In Chapter 6,
we present a framework for the definition of the consistency of a UML/SPT model. In this
framework , (1) we build on the established syntactical and behavioral consistency verifica-
tion approaches; (2) we use our approach to verify the concurrency-related issues using our
timed automata semantics of UML/SPT concurrency; (3) we propose an approach based
on using schedulability analysis to verify the time consistency of a set of statecharts with
respect to time constraints expressed using sequence diagrams annotated with UML/SPT
time stereotypes. In Chapter 7, we review the main conclusions of this thesis and outline

future work.



Chapter 2

Background: MDA and UML for

Real-time Systems

In this thesis, our ma.ln research interest is about the modeling and analysis of real-time
software systems. The design models of these software systems are expressed using UML
profile for real-time systems. The formal verification of these design models using formal
analysis techniques require to use models suitable for these analysis. Model-driven approach
is used as a general framework for closing the semantic gap between UML real-time design
models and those used by formal analysis techniques. The objective of this chapter is to
present an overview of the main concepts used throughout this thesis, namely the model-

driven development approach, UML, and UML profiles for real-time systems.

2.1 Model Driven Engineering Approach

Model-Driven Development is a software development approach, where models are first-class
artifacts. The main idea underlying this apporach is that a software system can be developed
sté,rting with a high-level abstract model, which is then successively refined/enriched until
eventually, a concrete implementation in a deployment environment is obtained [77].

MDA [78] is a software development framework promoted by the OMG. It is the OMG’s
incarnation of the MDD approach. The objective of MDA is to enhance the productivity of

portable, inter-operable, maintenable and well-documented software [63]. In order to achieve



these goals, MDA separates the business/application logic from the underlying technology
used for its implementation. The key concepts in MDA are, as illustrated in Figure 2.1, a

PIM, a. PSM, and model transformations:

Platform Independent
Model
(PIM)

Model Transformation

Platform Specific Model
(PSM)

Code Generation

y

Application Code

Figure 2.1: Model Driven Architecture

e A PIM is an abstract specification of a software business logic expressed using a

modeling language. This is generally UML or one of its profiles.
e A PSM is a more refined model involving details of the implementation platform.

e A model transformation is a mapping of the concepts involved in a PIM into the
corresponding ones in a PSM. In addition to the OMG’s standardized model transfor-
mation language, QVT [88], several other languages have been used, including, OCL

[18], XSLT [125], MTrans [73], Scripting languages [102] and ATL [59].

The OMG defines a sct of standards to support MDA, including the standard modeling
language UML [92], the standard meta-modeling language, Meta Object Facility (MOF)
[93], the standard for the serialization and the exchange of models, XML Metadata Inter-
change (XMI) [89], and the standard for model transformation languages QVT [88]. In
the following section, we focus on the UML modeling language and its profile for real-time

systems.



The automation in MDA is not limited to the derivation of implementations from high
level design models. MDA can also be used as a framework for an automatic generation of
models suitable for specific analysis from the design models. In this case MDA is used as a
framework for bridging the semantic gap between UML design models and models used in
formal analysis. In this thesis, we use MDA for the derivation of task models suitable for

the schedulability analysis of UML/SPT models.

2.2 The Unified Modeling Language

UML [92] is nowadays the de facto standard software modeling language. UML is used
to specify, visualize, construct, and document the artifacts of a software system [110].
Originally, UML is the result of the unification of the main object-oriented development
methods, namely the Object Modeling Technique (OMT) [109], Booch method [14], and
Object-Oriented Software Engineering (OOSE) method [58]. This brought the version 0.9
of the UML language. UML became an industrial standard once it was adopted by the
Object Management Group (OMG) in 1997. This corresponds to the version 1.0 of the
language. Within the OMG, UML has then been updated with the main milestones being
UML 1.3 [84] and UML 1.4 [85] to eventually reach UML 2.0 [92]. In the following, we focus
on the main features of the UML language and highlight the main issues related to UML

modeling.

2.2.1 UML Metamodel

UML is an object-oriented graphical modeling language. Considering the advantages of
visual formalisms [48], UML modeling is very intuitive. This is probably behind the wide
popularity of this modeling language. As a visual language, UML’s concrete syntax con-
sists of a set of visual elements including lines, arrows, boxes used to form different kind of
diagrams. The abstract syntax of UML is defined by its metamodel.

Generally, a metamodel is a model of a model. The metamodeling approach used to define
certain languages such as UML consists in using a part of the language to specify /define the

- very same language. UML abstract syntax is defined using this approach. UML metamodel



is then a model representing the main concepts of UML and their relationships. This model
(i.e. the metamodel) is expressed using the concepts provided by UML class diagrams such
as class, associations, multiplicities etc. Figure 2.2 shows a snapshot of the interaction
metamodel in UML 2.0. OMG defines a standard language used to express metamodels,
including UML metamodel. This standard is the Meta Object Facility [93]. In addition,
UML metamodel is complemented with a set of constraints expressed in the Object Con-
straint Language (OCL) [94]. These constraints form a set of well-formedness rules, which
can be used to validate the syntax of UML models.

The semantics of the modeling elements provided by UML is defined informally using En-
glish. This leads to many ambiguities and inconsistencies. In addition, several parts in UML
are left intentionally open to interpretation. These are formally called semantic variation
points [30] [117]. This supports the notion of UML as a family of languages [19], which
makes it very flexible and widens UML application domains. The lack of formal semantics
issue in UML is, however, contributing to the consistency issue in UML models, which is

one of the issues considered in this thesis.

2.2.2 Multi-view Modeling Approach

UML supports a multi-view modeling approach. To this end, it provides a multitude of
diagrams. UML 2.0 offers the user 13 different diagrams as shown in Figure 2.3. These
diagrams cover the different activities in the software development process. Use cases and
sequence diagrams can be used, for example, in the analysis stage to model the system
requirements while the class diagrams, state machines, activity diagrams can be used in the
design stage and deployment diagrams are used in the implementation stage. In addition,
these diagrams allow the user to consider different aspects such as its structure, its behavior,
and its deployment. This approach is very important in dealing with the increasing com-
plexity of software systems. On the other hand, this approach presents the risk of obtaining

inconsistent UML models.
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Figure 2.3: UML Diagrams

2.2.3 Extensibility Mechanisms

UML is designed with built-in extensibility mechanisms. These mechanisms allow UML
users to attach some dornain-specific semantics to existing UML model elements. The

extensibility mechanisms in UML are:

e Stereotype: A stereotype is basically a new modeling element obtained by specializ-
ing an existing model element defined in the metamodel, a metaclass. The stereotype
is rendered with its name between a pair of guillemets. It can also be represented
by a new graphical notation or icon. Figure 2.4 shows the definition of a stereotype
<task>, which attaches to the UML metaclass Class the semantics of an operating

system task.

e Tagged values: These are pairs (tag, value), which represent some specific properties
of the newly introduced stereotype. This allows to extend/refine the meta-attributes
of the metaclass refined by the stereotype. Figure 2.5 shows the stereotype <task>

with some specific tagged values.
e Constraints: These enable to restrict further the semantics of the newly introduced

12
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Figure 2.4: Stereotype Definition Figure 2.5: Stereotype in Use

stereotype, its tagged values or its relationship with other concepts. The constraints

are often expressed using OCL but can also be simple textual constraints.

The extensibility mechanisms in UML can be combined to define an important specializa-

tions of (a subset of ) UML. Such UML specializations are formally called UML profiles.

2.2.4 UML Profiles

A UML profile is a special version of UML tailored to the specifics of a particular domain,
like the real-time domain, or a particular activity, like system requirement modeling. There
are several UML profiles in the literature that are either results of different research activities
or adopted as OMG standards [38]. However, very few are designed with a sound UML
profile design method, which makes many of them less valid or of a poor quality.

An approach for defining a UML profile comprises two steps: the definition of a domain
model and the mapping of the domain model to UML [118]. The OMG standard UML
profile for real-time systems, which is used throughout this thesis and which we will present

in the next section, is defined following this approach.

e The Profile domain model: This is the metamodel of the profile. It specifies
the concepts relevant to the domain, the relationships between these concepts and
the constraints that determine the valid models. It includes also a definition of the
semantics of the different concepts introduced. This is generally specified in English.
The domain model is generally expressed using MOF, where the basic concepts are
captured using MOF classes and attributes and the relationships are represented by

MOF associations. The constraints are often expressed using OCL.
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Figure 2.6: Example of a Partial Domain Model of a Profile

e Mapping of the domain model to UML: The main concepts introduced in the
domain model are mapped to the UML using stereotypes and tagged values. In order
to do this, the appropriate UML metaclasses (i.e. having the closest semantics to
the considered concept) are determined to be used as base class of the corresponding

stereotype.

Example: In order to illustrate this approach, we consider an example of a profile for mod-
eling multi-tasks operating systems [118]. The main concepts involved include for example
tasks, processors, priorities, etc. A partial domain model for this profile is shown in Figure
2.6. The Processor concept in this domain model can be mapped to UML using the Node

metaclass in UML as base class and can be rendered using the stereotype <processor>>.

2.3 The UML Profile for Schedulability, Performance and
Time

UML/SPT [91] is a framework for modeling and analysis of real-time software systems.
It enables the modeling of resources and quality of service; time concept and time-related
mechanisms; and concurrehcy. In addition, UML/SPT supports schedulability and perfor-
mance analysis. From the end-user standpoint, UML/SPT is a set of stereotypes and tagged
values that can be used to annotate UML design models with quantitative information. This
enables the prediction of key properties in the early stages of a software development process

using quantitative analysis (schedulability and performance analysis). UML/SPT definition

14



is based on UML 1.4 [85] and it is currently undergoing a major revamp that will lead to a
new UML profile for MARTE [97], which is inline with UML 2.0 [92].

The structure of the UML/SPT profile is shown in Figure 2.7. It consists of a number of

General Resource Modeling Framework
1
<<profile>>
RTresourceModeling
T T <<j rt>>
N impo
<<import>>| H p
— — |
<<profile>> <<profile>>
RTconcurrencyModeling RTtimeModeling
1 T T
i 1 +
<<j rt>>| t 8 |
import>>i e — | :
—l: : <<import>> l<<import>>
|| Analysis Models !
| 1 I
<<profile>> <<profile>>
SAProfile PAProfile
|
<<import>>|
|
I
<<profile>>
RSAprofile

Figure 2.7: The Structure of UML/SPT Profile

sub-profiles. The core of the profile represents the General Resource Model framework. This
is further partitioned into three sub-profiles: RTresourceModeling for the basic concepts of
resource and quality of service; RTconcurrencyModeling for concurrency modeling; and RT-
timeModeling for the time concept and time-related mechanisms. Furthermore, UML/SPT
is composed of extensible analysis sub-profiles, including: PAprofile for performance analy-
sis modeling and SAprofile for real-time schedulability analysis modeling. In the following,
we are going to focus the main parts of UML/SPT that are used throughout this thesis.
We are going to follow the profile definition method in our presentation. For each package,
we give and describe the domain model and then its mapping to the UML in terms of

stereotypes and tagged values.
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Figure 2.8: General Resource Domain Model

2.3.1 Resource Modeling in UML/SPT

An important property of a resource is that it is finite. For example, software cannot be in-
finitely fast because it is always limited by the number and the speed of the available CPUs
and the amount of information transferred is also limited by the bandwidth. Consequently,
in UML/SPT, a resource is modeled as a server providing one or more services to its clients
and the Quality Of Service (QoS) attributes are used to capture the physical limitation of
a resource [115]. These attributes express either how well a service can be done, the offered
QoS, or how well the service should be done, the requested QoS. The basic idea behind
quantitative analysis, such as schedulability analysis, is to determine whether the offered
QoS meets the requested QoS.

These concepts are captured in the domain model shown in Figure 2.8. In this model a
distinction is made between descriptors which are specifications of run-time entities such as
Class, Association and Action and instances of these descriptors, which are run-time entities
such as Object, Link and ActionExecution. The analysis methods are often instance-based,
which means that they operate on models that describe particular situations involving in-
stances.

UML/SPT defines the causality model used as a basis for dynamic modeling. This model

16



EventOccurence

?

+Cause seflect

StimulusGeneration | | 1.’

Stimulus

Instance |srecoiver |
+effect| 0" {romCore 10,4 0.
ResourceModel) 1 | scause
1.5] +execulionHost
1 | +cause 0.* | +executionHost
+Cause +effect Scenario
i o
StimulusReception -
+fiect

0.1

Figure 2.9: Causality Domain Model

captures the cause-effect chain of behaviors of run-time instances. The causality domain
model is shown in Figure 2.9.

In order to support model analysis, UML/SPT defines the concept of analysis context. This
concept captures a particular configuration of the system resources used according to some
competing and concurrent scenarios to respond to the workload on the system. It is a
starting point for the analysis tools within a design model. The conceptual model of an
analysis context is shown in Figure 2.10. This concept is further refined to adapt it either to
the schedulability or performance analysis. Figure 5.3 illustrates how the analysis context
conceptu‘al model is refined for schedulability analysis and is called a real-time situation.
UML/SPT defines the concept of ResourceUsage to capture the details of how the resources
are used by the clients in an analysis context. A ResourceUsage can be static or dynamic.
In the latter case, it describes a scenario detailing the order in which the clients use the
resources, the type of access, the holding time, etc. Figure 2.11 shows the dynamic usage
domain model.

Finally, UML/SPT allows the modeling of different kinds of resources. The general taxon-

omy of resources defined is shown in Figure 2.12.
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Figure 2.12: Resource Taxonomy Domain Model

2.3.2 Time Modeling in UML/SPT

The time domain model supported in UML/SPT is shown in Figure 2.13. In this model
time is abstractly captured as a partial order on events. Physical time is a continuous and
unbound progression of physical time instants. Using a periodic clock, time progress is
measured by counting the number of expired cycles. The count associated with a particular
instant is its measurement. TimeValue class represents a time measurement, which can be
represented using the Integer data type for a discrete time model or the Real data type
for a dense time model. Timelnterval class models a duration, which is the expired time
between two instants. Since a duration is also a time value, Timelnterval is a subclass of
TimeValue. Moreover, UML/ SkPT defines also a domain model for the time mechanisms,
including clocks and timers. This is shown in Figure 2.14.

UML/SPT maps these domain models to UML using stereotypes. It provides a set of stereo-
types and associated tagged values that the modeler could apply to UML models to spec-
ify time values «RTtime’>, time-related mechanisms such as «RTclock>», <RTtimer:>,
<RTtimeout>> or timing constraints <RTdelay>>, <«RTintervale>>. For example, Fig-
ure 2.15 illustrates a UML sequence diagram modeling the behavior of an elevator control

system in reaction to the arrival sensor event. This sequence diagram is annotated with
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Figure 2.13: Time Modeling in UML/SPT

UML/SPT stereotypes to model the periodicity of the event, the time constraints on the

actions of the different components of the system, etc.

2.3.3 Concurrency Modeling in UML/SPT

The package RT'concurrencyModeling encapsulates a domain model for concurrency mod-
eling. This model is expressed using the class diagram shown in Figure 2.16. The main
entity in the concurrency domain model is a Concurrent Unit. 1t is deﬁned as an active re-
source instance that executes concurrently with other concurrent units. An active resource
is defined in RTresourceModeling package as an entity capable of generating stimuli without
being prompted by an explicit stimulus as opposed to a passive resource, which does not
generate its own behavior but reacts to stimulus [91]. As shown in Figure 2.16, a concur-
rent unit owns one or more service resource instances through a composition relationship.
It also owns one or more stimulus queue to hold stimuli that arrive while the concurrent
unit is busy. The response to such stimulus is deferred until the concurrent unit is ready.
In addition, each concurrent unit is associated with a main scenario. During this scenario,
the concurrent unit may execute either an explicit receive action, a synchronous invoke or
an asynchronous invoke. The execution of a receive action triggers the appropriate method

in the corresponding service instance. Moreover, a service request has a property called
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threading, which may be local or remote. In the former case, the receiving instance spawns
a local thread of execution to handle the request while in the later case, it assumes the

availability of an existing thread.

2.3.4 Schedulability Analysis Modeling in UML/SPT

The main concepts involved in schedulability analysis modeling are encapsulated in the
SAProfile domain model as depicted in Figure 2.17. The RealTimeSituation concept repre-
sents a specific analysis context. It is a specific configuration of resources including Fzecu-
tionEngine to model processors, SResource to model passive resources and SchedulableRe-
source to model threads or tasks; and different entities, scheduling jobs, contending for these
resources. A scheduling job is composed of a Trigger modeling an external event having an
arrival pattern that could be periodic for instance and a Response. The latter is the root
action of a sequence of actions, SAction, separately schedulable. It is worth mentioning that

SAction is also a nested construct as, according to the Dynamic Usage Model Package of

22



+
H
2
SAction 7
o
Priori H
o.n| oty fon Time § SResource g
Delay time 0.0 o.n ~ 2 1.n
‘é Preempted Time " Capacity Fd
£| Blacking Time Acquisition Time | & ExecutionEngine
8] Deadtine Deacquisition time g
=l isAtomic isCi i -
g ™ <> PriorityRange
o-n Priority Ceiling o.n 0.1| ProcessingRate
isPreemplible Context Switch Time
Utilisation
<<deploys>>  +host| In..n +host | isPreemptible
17 r«uephm»
0.n
Response 1
Capacity SchedulingPolicy
Acquisition Time
e 0.n 1.n
Deacquisition time
isCor 1 N
Priority Ceiling 1 )
isPreemptible SchedulingJob
+effect | 1

| T
1
+cause
Trigger

|||||

Figure 2.17: UML/SPT Schedulability Analysis Domain Model

Steriotype Real-time Concept UML Model Element
<« SASituation>> | Real-time situation | Collaboration, Sequence diagrams
<K SATrigger> Event Message, Stimilus
<« SAResponse>> Response Method, Action
< SAAction> Action Method, Stimilus, Action
<« SASchedulable>> Task, Thread Instance, Object, Node
< SAResource>> Resource Instance, Class, Node
<SAEngine> CPU, Processsor Object, Class, Node

Table 2.1: UML/SPT Common Stereotypes for Schedulability Analysis

the General Resource Model Package of UML/SPT, SAction is a subclass of the metaclass
Scenario.

Correspondingly to these concepts, a set of stereotypes and their associated tagged values
is defined in UML/SPT. A sample of these is presented in the Table 2.1. The application

of these stereotypes on a collaboration diagram is illustrated in Figure 2.18.

2.4 UML Profile for MARTE

The OMG has issued an RFP in order to replace UML/SPT with a new profile in line with
UML 2.0 [97]. The new UML profile is called UML profile for Modeling and Analysis of Real-

Time and Embedded Systems. The beta adopted specification [90] is now made available
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Figure 2.18: UML/SPT Schedulability Analysis Model

for the public to submit issues related to the specification for the MARTE Finalization Task

Force. The structure of MARTE is shown in Figure 2.19. The profile is designed (1) to

model the features of real-time and embedded systems (the MARTE design model package)

and (2) to annotate the models in order to support the analysis of systems properties

(MARTE analysis package). These two packages refine the MARTE foundations package,

which includes:

e The Non-Functional Properties (NFPs) package provides a general framework for

annotating UML profiles with NFPs.

e The Time package defines a general framework for representing time and time-related

concepts and mechanisms that are relevant for modeling real-time and embedded

systems.

e The Generic Resource Modeling (GRM) package defines the concepts necessary to

model a general platform for executing real-time embedded applications.

e The Generic Component Model (GCM) defines concepts necessary to address the

modeling of artifacts in the context of real-time and embedded systems component

based approaches.

MARTE design model package is composed of the RTE Model of Computation and Commu-

nication (RTEMoCC) package, which provides high-level concepts to model the real-time
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Figure 2.19: The Structure of UML Profile for MARTE

and embedded systems features, and the Detailed Resource Modeling (DRM), which pro-
vides specific modeling artifacts for the description of both software and hardware execution
supports. MARTE analysis package defines a framework for generic quantitative analysis
and specifically supports the modeling of schedulability (SAM) and performance (PAM)

analysis.

2.5 Other UML Profiles for Real-time Systems

In this section, we give a brief overview of the other UML profiles for real-time systems in

the literature.

2.5.1 UML Profile for Quality of Service

The UML profile for modeling Quality of Service and Fault Tolerance Characteristics and
Mechanisms (UML/QoS) is an OMG standard UML profile [87]. This profile aims at
capturing the concept of quality of service in general. It allows the definition of an open

variety of quality of service requirements and properties [24].
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UML/QoS is relevant for real-time software modeling because it is defined to complement
UML/SPT. However, while UML/SPT is tailored to fit performance and schedulability
analysis, UML/QoS allows the designer to define any set of quality of service requirements
and carry out a corresponding analysis that could be relevant for the safety-critical aspect
of real-time software. This was shown in [10], where a quality model has been defined to
drive a dependability and performability analysis of an embedded automation system.
Similarly to UML/SPT, UML/QoS can be used to annotate UML diagrams. In contrast to
UML/SPT, UML/QoS proposes a procedure that consists of three steps:

e Definition of QoS characteristics: The new user-defined QoS characteristics could
leverage, through specialization, the general QoS characteristics catalogue defined
in this profile. This catalogue Vcomprises the following categories: Performance,
Dependability, Security, Integrity, Coherence, Throughput, Latency, Efficiency,
Demand, Reliability and Availability. In particular, the Latency QoS category
can be used in the real;time context. The QoS characteristics are templates classes

having parameters. The later have to be instantiated in the next step.

e Definition of the quality model: The QoS characteristics parameters should be assigned
actual values. This is done through the definition of quality characteristics bound
classes and template bindings. The UML model containing the binding information

and the bound classes is called the Quality Model.

o The last step is the UML models annotation using quality of service requirements.

2.5.2 UML-RT Profile

UML-RT is a UML real-time profile developed by Rational Software [116]. It uses the UML
built-in extensibility mechanisms to capture the concepts defined in the Real-time Object
Oriented Modeling (ROOM) methodology [114]. UML-RT allows the designer to produce
models of complex, event-driven and possibly distributed real-time systems. However, it
does not support time constraints modeling. UML-RT is supported by a CASE tool called

RationalRT that allows for automatic code generation by compiling the models and linking
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them with a run-time system. UML-RT includes constructs to model the structure and the

behavior of real-time systems:

e Structure Modeling: UML-RT provides the designer with entities called capsules,
which are communicating active objects. The capsules interact by sending and re-
ceiving messages through interfaces called ports. Furthermore, a capsule may have
an intema.l structure composed of other communicating capsules and so on. This

hierarchical decomposition allows for modeling complex systems.

o Behavior Modeling: The behavior is modeled by an extended finite state machine,
and it is visualized using UML state diagrams. These state machines are hierarchi-
cal since a state could be decomposed into other finite state machines. A message
reception triggers a transition in the state machine. Actions may be associated with

transitions or the entry to and/or the exit from a state.

2.5.3 TURTLE Profile

TURTLE stands for Timed UML and RT-LOTOS Environment. It is a UML profile for
the formal validation of complex real-time systems [4]. TURTLE uses UML’s extensibil-
ity mechanisms to enhance UML structuring and behavioral expressive power. It has a
strong formal foundations. TURTLE extensions semantics is expressed by a mapping to
RT-LOTOS. This enables a formal validation as well as a simulation of the UML models.
TURTLE essentially allows the description of the structure/archtecture as well as the be-
havior of the system using an extension of the UML class/object and activity diagrams.

The main extensions brought by TURTLE are the following:

e Structural Extensions: TURTLE introduces the concept of TClass, which has
special attributes called Gates. These are used by TClass instances, TInstances, to
communicate and are specialized into InGate and OutGate. In addition, TURTLE
introduces stereotypes called composition operators. These are used to explicitly

express parallelism, synchronization, and sequence relationships between TClasses.

e Behavioral Extensions: The behavior of a TClass is expressed using activity dia-

grams extended with logical and temporal operators. These operators allow express-
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ing synchronization on gates with data exchange. In addition, TURTLE enables the
expression of temporal non-determinism and different sorts of delays (deterministic,

nondeterministic).

TURTLE is supported by a toolkit composed of TTool [123] and RTL [108]. These are
used by the designer to build a design, to run the simulation and to perform a reachability
analysis for the validation of the system.

Finally, TURTLE was extended to fit the requirements of distributed and critical systems.
The objective is to enable defining components and their deployment and to study their
properties at early stages of the software development process. This is done using a formal
definition of the deployment diagrams, which are the most suitable for distributed architec-
ture description. Therefore, TURTLE has been extended to take into account deployment
diagrams. The obtained profile is called TURTLE-P [5], which addresses the concrete de-
scription of communication architectures. TURTLE-P allows the formal validation of the

components and deployment diagrams through its foundations in RT-LOTOS.

2.5.4 SDL Combined With UML

This is the title of the ITU-T recommendation Z.109 [56] [80]. It is a UML profile for SDL
since it defines a specialization of a subset of UML and a one-to-one mapping to a subset
of SDL. Thus, Z.109 has SDL as a formal semantics. This profile provides the designer
with a combination of UML and SDL. Essentially, Z.109 defines a UML model for the main
concepts of SDL, the domain model, and offers a corresponding set of stereotypes. In the

following, we highlight the main concepts defined in Z.109:

e Agent An SDL system is composed of agents connected through channels. Each agent
has a state machine and an internal structure composed hierarchically of other agents.
In addition, an agent can be a process, a bloc or a system. In particular, an agent

type is mapped into a class of active objects and its kind is stereotyped <«system>>,

< block™> or < process>>.

e Gates and Interface: The agents communicate through gates by sending signals

or requesting a procedure, which together, the signals and procedures, compose its
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interface. The latter is mapped into a UML interface and the former are stereotyped

<signal> and <procedure>>.
e State Machine: An SDL agent state machine is mapped to a UML state machine.
e Package: UML packages are used to represent SDL packages.

Finally, this profile has been implemented in the Telelogic CASE tool Telelogic TAU 3.5
[122].

2.5.5 The OMEGA UML Profile

This profile [44] is part of the OMEGA project [120]. It is a framework for UML-based
real-time modeling. It enables the analysis and verification of time and scheduling aspects.
It provides a set of timed-events primitives and the semantics of these primitives is formally

expressed using timed automata with urgency.

2.5.6 OCL Profile

This profile is based on an extension of OCL 2.0 metamodel [29]. It allows for the spec-
ification of real-time constraints using OCL. The semantics of this profile is given by a
mapping to time-annotated temporal logic formulae expressed in CTL. This enables formal

verification of different system properties.

2.6 UML Profile for System Engineering

UML proved to be a very successful modeling language for software-intensive systems. It has
very interesting features, which appeal to the system engineering community. However, it
falls short to cover the needs of a wide range of engineering applications such as automotive,
aerospace, communication in addition to information systems. This led the International
Council on Systems Engineering (INCOSE) [54] to define the UML profile for system engi-
neering. It is defined as a modeling language for system engineering applications and used
to support the specification, analysis, design, verification and validation of a broad range of

complex systems. These systems may include hardware, software, information, processes,
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SysML
extensions to

Figure 2.20: UML and SysML Relationship

personnel, and facilities [95].
SysML reuses a subset of UML 2.1 and extends it by additional diagrams and new concepts
as it is shown in Figure 2.20. In the following, we summarize the main concepts introduced

by SysML to enable system engineering modeling.

e SysML diagram taxonomy is shown in Figure 2.21. In system engineering, requirement
modeling is of paramount importance. UML does not allow to represent the trace of
the informal requirements specification to the system design elements. Generally
UML Use Cases are used to understand the expected system functionalities but the
requirements are traced to the use cases and not to the design. With this regard,
SysML brings a major enhancement through the requirement diagrams. These allow
to represent the requirements and many relationships among them as well as their

relationship with the system architecture and design elements.

e SysML improves also UML structural modeling capabilities. It defines the concept
of blocks and defines two new kind of diagrams to model a system structure: The
Block Definition Diagram and the Internal Block Diagram. The former defines the
features of a block in terms of properties/operations and the relationships between
blocks such as associations, generalizations and dependencies. The latter captures the

internal structure of a block in terms of properties and connectors between properties.
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Figure 2.21: Taxonomy of SysML diagrams

e SysML introduces the concept of allocation as a more abstract form of a deployment
in UML. It is a design-time relationship between model elements such as linking the

requirements and design elements.

e Another important feature of SysML is the introduction of additional models of com-
putation. It extends the behavior of UML activity diagrams so that the control of
execution of a running action can be disabled. It is also extended to enable the
modeling of continuous and probabilistic systems. Finally, SysML supports also the

modeling of energy and material flows.

2.7 UML Profile for Systems-On-Chip

System-On-Chip refers to the integration of computing and communications components
into a single chip. SoCs are incorporating more processors and software. The success
of UML in the software community has led to a surge of interest in using UML in the
SoC design flow [75]. In this context, the focus is put on how to customize UML so that

it can be used as a System Level modeling language in the SoC design flow. Therefore,
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many of these customizations are UML profiles for SystemC [55], which is a C++ based
systemm-level language used in SoC design flows [81]. The OMG standardized profile for SoC
[96]k is defined to support the modeling and specification of SoC designs. In particular, it
introduces the SoC structure diagrams. In additon, the profile defines a set of stereotypes
to represent modules, connectors, channels, ports, clocks, processors, protocols, data types,

and controllers.

2.8 Conclusions

We have studied the main UML profiles for real-time and drawn a comparison between them
using some criteria, including formal foundation, expressiveness and tool support [38]. This
comparison is summarized in Table 2.2. In the following, we discuss the salient points of

this comparison and focus on the research issues related to UML/SPT.

e As for the formal foundation, we can distinguish two groups of pfoﬁles. The first
group of profiles presents some formal semantics such as RT-LOTOS for TURTLE
and SDL for Z.109. The second group includes UML/SPT, UML/QoS and UML-RT.
These profiles lack formal foundations. In particular, UML/SPT is defined using the
metamodeling approach, where the semantics of the main concepts is given informally

in English.

e With regards to the profiles expressiveness, we notice that OMG’s profiles, namely
UML/SPT and UML/QoS, introduce models for the concepts of time, resource and
quality of service characteristics respectively using stereotypes to apply annotations to
UML design models while the others; UML-RT, TURTLE and Z.109; do not express
explicitly time constraints but introduce new modeling elements and constructs such

as capsules in UML-RT, TClass in TURTLE to build the model itself.

e The objective of UML profiles for real-time is to use UML in an integrated framework
for the design, analysis and synthesis of real-time software. While several tools are
available to support some of the aforementioned profiles, a full integrated framework

is however still lacking. This is particularly true for the OMG standard UML/SPT,
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whose implementation is very limited.

UML/SPT is a modeling language and not a methodology. The standard does not

specify how to use the profile.

UML/SPT uses also a multi-view modeling approach, where different UML diagrams
are used to capture different perspectives of the system. In addition, aspects relevant
to real-time modeling such as time, concurrency and schedulability through appropri-
ate stereotypes cross-cut through the UML design model. This contributes further to

the consistency issue of such models.

Finally, there is a semantic gap between design models using UML/SPT and models
suitable for quantitative analysis such as schedulability. This gap needs to be bridged

in order to use such analysis for the validation of UML/SPT design models.
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Table 2.2: UML Profiles for Real-Time Systems
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Chapter 3

An UML/SPT Extension for

Multicast Communications

Expressive, flexible, and customizable specification/modeling languages are necessary to
capture complex behavioral requirements of distributed real-time systems. Message Se-
quence Charts (MSC) is a well-established specification language for high-level behavioral
requirements modeling. It is widely used for telecommunications software systems. MSC
has evolved through successive versions to enable the expression of time constraints, object
orientation, data, and scenario composition [57]. However, the extensibility of MSC is hin-
dered by a lengthy standardization process. This has led to ad-hoc extensions (e.g., [66],
[128], [130]) that need to go through the standardization process before being accepted and
effective. On the other hand, UML/SPT is designed using UML built-in extensibility mech-
anisms to capture the concepts necessary for the modeling of resource, concurrency and
time. Moreover, UML/SPT inherits this extensibility, which allows for simple and natural
extensions.

In this chapter, we present an UML/SPT extehsion, which enables the modeling of mul-
ticast communications [36]. Such extension is required to model multicast protocols such
as RMTP2 {100]. Our main goal while researching this extension was to demonstrate the
easiness of extending UML/SPT in comparison to languages such as MSC. The main con-

tribution is an extension of UML/SPT for the modeling of multicast communications.
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In order to achieve this, we extended UML/SPT with a domain model to capture the main
concepts involved in multicast communications. As for the semantics of the introduced do-
main model, we give a declarative definition of the concepts required for the extension using
OCL constraints. We mapped the domain model into the UML using new stereotypes. As
a case study, we model the main requirements of the RMTP2 protocol using the extended
UML/SPT. Finally, we compare our extension and the RMTP2 modeling exercise with the

ones conducted in [51] using MSC.

3.1 Multicast Communication Extension for UML/SPT

We describe the multicast communication extension for UML/SPT using the profile defini-

tion approach [118], outlined in Chapter 2.

3.1.1 The extension Domain Model

- The extension presented here allows to model multicast communications, which are impor-
tant for communication protocols such as the protocol RMTP2. In order to do so, we present
a metamodel capturing the main concepts in multicast communications. The package en-
capsulating this metamodel and its relationship with the structure of UML/SPT profile are
illustrated in Figure 3.1.

A multicasting resource is a specialization of the metaclass ActiveResource. The latter
is defined in UML/SPT resource type metamodel, illustrated in Figure 2.12;, as an au-
tonomous and concurrent entity able to generate stimuli independently. The multicasting
resource is composed of a dynamic group of instances. An instance is defined in the core
resource model of UML/SPT. Each message targeting a multicasting resource is implicitly
forwarded to all the group members by the multicasting resource. The configuration of
this group is dynamic where the instances could join and leave at will using Joingroup and
LeaveGroup actions, derived from ActionEzecution. The latter is defined in the dynamic
usage model of UML/SPT. Figure 3.2 illustrates this metamodel extension and how it is
linked to UML/SPT metamodel.
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package MulticastPkg

context Joingroup

pre: self.receiver.group— > select(i : Instance]
i = sel f.executionHost)— > isEmpty

post: sel f.receiver.group— > select(i : Instance]
i = sel f.executionHost)— > isNot Empty

Table 3.1: OCL Specification of Joingroup

package MulticastPkg

context Leavegroup ,

pre: self.receiver.group— > select(i : Instance]
i = sel f.executionHost)— > isNotEmpty

post: sel f.receiver.group— > select(i : Instance|
i = sel f.executionHost)— > isEmpty

Table 3.2: OCL Specification of Leavegroup

3.1.2 Domain Model Semantics

We give a declarative specification for the main metaclasses introduced in our UML/SPT
extension using OCL [94]. The OCL constraints in Table 3.1 and Table 3.2 define respec-
tively the metaclasses Joingroup and Leavegroup representing respectively the actions of
joining and leaving a multicasting resource.

The expression in Table 3.1 ensures that the instance joining a multicasting resource does
not belong to it before the action is executed and that it does after the action is executed.
Reciprocally, the expression in Table 3.2, specifies that an instance does no more belong to
a multicasting resource after the execution of the action of leaving it. In these two OCL ex-
pressions, we use executionHost, which is the role of the instance in its association with the
ezecutionAction as defined in the Causality Model Package of UML/SPT shown in Figure
2.9, to identify the instance executing the action.

A message sent to a multicasting resource is expressed by a metamodel transformation
whose platform independent contract [18] is specified using OCL as illustrated in Table 3.3.

This expression specifies that for each message targeting a multicasting instance, a message
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package MulticastPkg

context SD::Message

let mcast : Multicast Resource

pre: self.alllnstances— > forAll(m : SD :: Message|
mcast = m.receive Event.covered.represents.
OclAsKind(Multicast Resource) in:

mcast.group— > notEmpty)

post:

mcastQpre.group— > forAll(gm : Member|

SD :: Message.alllnstance— > exists(ml : SD :: Message

(mQpre.signature = ml.signature) and

(ml.sendEvent.Covered.represents = mcast@pre) and

(ml.receiveEvent.Covered.represents = gm)))

Table 3.3: OCL Specification of Multicast Message Sending

Stereotype UML Model Element

< Multicast>> Object
< Joingroup>>  Message, Stimilus
< Leavegroup>> Message, Stimilus

Table 3.4: Multicast Communication Extension Stereotypes

having the same signature is sent to all the instances member of this multicasting resource.
In this OCL expression, we use UML modeling elements related to message exchange such
as message, sendFvent, receiveEvent, and lifeline. These are specified in the UML sequence

diagram metamodel [92].

3.1.3 Multicast Extension Stereotypes

We introduce three new stereotypes as illustrated in Table 3.4. They correspond to the
main concepts introduced in our extension, and that are used to annotate UML models to
express multicast communication requirements such as joining a multicast group, leaving a

multicast group, and/or sending a message to a multicast group.
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Figure 3.3: UML/SPT Multicast Extension Example

Example

The example illustrated in Figure 3.3 shows a UML sequence diagram annotated using these
stereotypes. According to the semantics of our extension, the message M1 will be received
by both A and B since they both joined the multicast group, but M2 will be received by B

only because A has left the multicast group.

3.2 Application: RMTP2 Behavioral Requirement Modeling

The main features of RMTP2 [79], [100] are guaranteed reliability, high throughput, and
low end-to-end delay regardless of the underlying network. RMTP2’s reliability is achieved
through acknowledgments, but the network congestion that would be caused by a growing
number of direct ACKs is avoided using a tree-based organization of the network.

The sender node, the top of the global multicast tree that spans all the receivers, multicasts
the data on the data channel. The receivers are grouped into local regions with a special
control node. The control node could be: (1) an aggregate node which maintains the re-
ceivers membership, and aggregates the acknowledgements from the receivers to the sender
and forwards missing packets; (2) a designated receiver node which keeps a copy of the data
and retransmits it to the subtree below. Eventually, the acknowledgments are aggregated

at the top level control node, which retransmits them to the sender node.
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Figure 3.4: RMTP2 Tree Structure

We have used the extended version of UML/SPT to model the main requirements of the
protocol RMTP2. We haveﬂ used the UML éequence diagrams for the basic interactions.
The latter are composed using UML interaction overview diagrams, and the real-time re-
quirements are captured using the extended UML/SPT profile. In the following, we present
the UML/SPT models for heartbeat packets, parent failure detection and join algorithm

behavioral requirements of RMTP2.

3.2.1 Heartbeat Packets

The nodes cooperate to maintain the multicast tree integrity. Parent nodes send periodic
heartbeat messages to notify their liveliness to the child nodes. This enables the child
nodes to detect the parent failure and join another parent. This requirement calls for
periodicity and multicast communication modeling. We use a periodic timer modeled using
the stereotype <<RT'Timer>> from the time sub-profile of UML/SPT to model periodicity
and our < Multicast>> stereotype to model multicast communication. Figure 3.5 illustrates
how this requirement could be described using UML Sequences Diagrams and UML/SPT

stereotypes.
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Figure 3.5: Heartbeat Packets Requirement Model

3.2.2 Parent Failure Detection

If a child node does not receive his parent heartbeat for a time interval specified by F xThb,
where F is a failure threshold constant, a parent failure is detected. Figure 3.6 illustrates the
different scenarios modeling this requirement and Figure 3.7 is a UML overview interaction

diagram composing these scenarios

3.2.3 Join Algorithm

A receiver node must join a multicast tree in order to be able to send acknowledgments
or ask for retransmissions. The receiver node sends a Joinstream packet to its parent node
and waits a period of time of T_joinstream for the response. This is specified with the
UML/SPT annotated sequence diagram SD Join in Figure 3.8. The parent node sends as
response either a JoinConfirm packet or a JoinAck in the case where it cannot handle the
request immediately. The behavior of the receiver node in both cases is specified respectively
in the SD Confirm and SD JoinAck in Figure 3.8. If no response is received upon receiving
a T_join timeout, the receiver node retransmits the JoinStream request (SD JoinFuail)

in Figure 3.8. This is repeated for a maximum of RJoin times before reporting parent
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Figure 3.6: Parent failure Requirement Scenarios

unreachable error (SD Can_Not_Reach) in Figure 3.8. In the case where a receiver node
gets a JoinAck from its parent node, it keeps transmitting JoinStream requests with waiting
times growing exponentially. This is modeled with the sequence diagram (SD JoinAck) as
illustrated in Figure 3.8. The whole join connection algorithm is specified by composing the

different scenarios using a UML interaction overview diagram as illustrated in Figure 3.9.

3.3 UML/SPT-based vs. MSC-based RMTP2 requirement

modeling

We compare the extension and modeling exercises using UML/SPT with the ones presented
in [51] using MSC. The main criteria used for this comparison are: the language built-
in constructs, the time-related mechanisms, the multicast communication extension, the
extension approach, and the notation used for the extension. This comparison is shown in

Table 3.5 and can be summarized as follows:

¢ Language built-in constructs: MSC and UML are comparable in terms of expres-

siveness to model behavioral requirements [49]. Both languages provide constructs
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Figure 3.7: Parent failure Requirement Model

allowing for the expression of control flow, basic scenarios and their composition. In
[51], bMSCs have been used to model the basic scenarios and HMSC have been used to
compose them. We have used simple UML sequence diagrams for basic scenarios and
interaction overview diagrams ’go compose them expressing more complex behavior as

in the join algorithm requirement.

Time-related mechanisms: MSC-2000 allows for expressing time constraints as well
-as time-related mechanisms such as timers. UML/SPT is probably more expressive in
this regard. It is easier, for instance, to express periodicity, which is useful for periodic
behavioral requirement such as the heartbeat packet requirement of RMTP2. With
UML/SPT, periodicity can be modeled using a periodic timer (using the < RTtimer>>
with the tag value RTperiodic). With MSC, this can be modeled, as this was empha-
sized in [51], using either a time interval inside a loop or a loop composition of two
basics MSC using an HMSC. On the other hand, the instance delay concept intro-

duced in [130] can also be used to express process periodicity in general.
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e Concurrency: RMTP2 behavior involves the interaction of concurrent communi-
cating entities. These are modeled in [51] by MSC instances which are implicitly
concurrent. UML/SPT, on the other hand, allows a more explicit modeling of con-
currency. We have used the < CRConcurrent>> stereotype to identify the concurrent

entities.

e Multicast communication extension: Both MSC and UML/SPT needed to be

extended to model multicast communications.

e Approach: In [51], a formal semantics has been proposed for the multicast com-
munication extension. We have defined our extension through a metamodel with

constraints expressed in OCL.

e The extension notation: In [51], an MSC instance representing a multicast group
is indicated by a simple note attached to the instance. We have proposed new stereo-
types to model multicast communications. Stereotyping is the UML’s standard way

to introduce new and specific modeling elements.

3.4 Related Work

MSCs have been extensively used to capture the high-level behavioral requirements in
telecommunication software engineering. In addition to the official extensions of MSC
through the successive versions MSC’92, MSC’96 and MSC’2000, several other extensions
have been proposed in the literature including [66], [128], [130]. In particular, Hélouét
presented in [51] an MSC-based model for the requirements of the RMTP2 protocol. In
order to model multicast communication, Hélouét proposed an extension of his semantics

for MSC. For this extension as well as the aforementioned ones to be effective, they should
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be integrated to the standard.

Our proposal for an extension of UML/SPT is inspired by Hélouét’s extension of MSC. It
is, however, easier and more natural because of the built-in extensibility mechanisms pro-
vided by UML. Moreover, the UML/SPT model for RMTP2 presented in this chapter takes
advantage of the time concepts and time-related mechanisms offered by UML/SPT profile.
For instance, expressing periodicity, which is necessary to model the heartbeat requirement,
is simply modeled using a periodic timer < RTTimer> { RTperiodic, RTDuration=value}
such as in the basic scenario SD Heartbeat in Figure 3.5, while this required either the

introduction of a non standard notation and a loop or an HMSC loop composition in [51].

Several other proposals of extensions to UML/SPT using UML extensibility mechanisms
have been presented in the literature. Cortellessa et al. presented in [20] a similar approach
to extend UML/SPT to represent the concepts used in the reliability analysis domain. A
metamodel for these concepts was presented and their relationship to UML/SPT metamodel
was illustrated. A set of new stereotypes was introduced as well. Rodrigues et al. defined
in [107] a profile for reliability analysis. It is also an approach to bridge the gap between
- UML/SPT models and MSC enabling early reliability prediction. Addouche et al. pre-
sented in [1] a UML profile called DAMRTS aiming at adding stochastic and probabilistic
information to real-time systems models to enable their dependability analysis. This profile
is an extension for UML/SPT, but neither its metamodel was extended nor new stereotypes

were presented.

3.5 Conclusion

In this chapter, we motivated and presented an extension of the UML/SPT profile to enable
multicast communications modeling. This extension was defined using the profile definition
method. Specifically, we presented a metamodel encapsulating the main concepts involved
in multicast communications. We specified the semantics of the concepts introduced in

the domain model using OCL constraints to give declarative definitions for these concepts.
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We mapped the domain model concepts to the UML with new stereotypes. We illustrated
the application of this extension with the modeling of the main behavioral requirements of
RMTP2 protocol. We have used the UML sequence diagrams to express the basic scenarios
and the UML interaction overview diagrams to compose those scenarios. The extended
version of UML/SPT has been used to model the time-related mechanisms, concurrency
and multicast communication requirements of the protocol. Finally, we have contrasted
this exercise with the extension of MSC for the modeling of RMTP2 [51].

There is an interesting issue related to the metamodeling approach used for defining UML
profiles in general as well as for their extension. The concepts required for a given domain
could be modeled in a variety of manners, which lead to different metamodels. For instance,
two different metamodels have been proposed in [20] and [107] for the reliability prediction
domain and used to extend UML/SPT metamodel. Therefore, it is necessary to assess the

consistency between the different profiles and extensions.
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Chapter 4

Timed-automata Semantics and
Analysis of UML/SPT

Models with Concurrency

As mentioned before, UML supports a multi-view modeling approach. This is very impor-
tant to cater with software complexity. The system behavior, for instance, can be modeled
using state machines and sequence diagrams. The former describe the individual behavior
of the system components while the latter capture the interactions/collaborations between
these components. However, such modeling approach faces the issue of consistency [53].
Each view or diagram of the system has to be internally consistent as well as-consistent
with the other views and diagrams. This issue of consistency becomes more challenging for
UML/SPT models. Indeed, UML/SPT models are in addition enriched with other aspects
such as time constraints and concurrency using the appropriate stereotypes. These enrich-
ments complicate the behavioral consistency of UML/SPT models.

In this chapter, we focus on the concurrency dimension of UML real-time design models.
We capture the semantics of the concurrency domain model of UML/SPT using timed au-
tomata [3]. We provide an abstract definition of a UML/SPT concurrent model and we
define the semantics of a such model in terms of timed automata. This mapping allows for

the validation of the behavioral consistency of UML/SPT models with concurrency using

51



existing model checking techniques.

4.1 Concurrency Modeling using UML/SPT

The package RTconcurrencyModeling encapsulates a domain model for concurrency model-
ing. This model is expressed using the class diagram shown in Figure 4.1. The semantics of
the main concepts introduced in this domain model is informally described in English [91].
This description contains some ambiguities, which need to be clarified in order to enable a
rigorous analysis of models. Our aim is to use a formal language like timed automata as
a semantic domain onto which models using this concurrency domain model are mapped.
Therefore, we need to make some semantic choices for the aspects that are open to inter-
pretation.

The main entity in the concurrency domain model is a Concurrent Unit. It is defined as an
active resource instance that executes concurrently with other concurrent units. An active
resource is defined in RTresourceModeling package as an entity capable of generating stimuli
without being prompted by an explicit stimulus as opposed to a passive resource, which
does not generate its own behavior but reacts to stimulus [91]. It is interesting to mention
the similarity between the concept of concurrent unit and the active class/object defined in
UML 1.4 on which UML/SPT is based. The standard specification [91] does not, however,
make any link between these two concepts.

The standard specification states that all the behavior in a system is carried out by the
concurrent units executing the actions of the different scenarios. Consequently, we infer the

following assumption:

Assumption 4.1 Concurrent units are the only support of scenario executions in the sys-

tem.

This assumption means that any scenario should have the thread associated with a concur-
rent unit to proceed. Therefore, the only threads of control available at run-time are those
associated with the different concurrent units. The rational behind this interpretation is
that it gives the designer a full control over the different sources of concurrency in a design

model. We argue that this helps in making the design choices in terms of concurrency and
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Figure 4.1: Concurrency Domain Model of UML/SPT
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allows for the analysis of the design model to validate concurrency-related properties.

As shown in Figure 4.1, a concurrent unit owns one or more service resource instances
through a composition relationship. It also owns one or more stimulus queues to hold stim-
uli that might arrive while the concurrent unit is busy. The response to such stimuli is
deferred until the concurrent unit is ready. This kind of services are referred to as deferred
service in the standard specification [91].

In addition, each concurrent unit is associated with a main scenario. During its main
scenario, the concurrent unit may execute either an explicit receive action, a synchronous
invoke or an asynchronous invoke. The execution of a receive action triggers the appropriate
method in the-corresponding service instance. The standard states that during the service
method execution, the main scenario may be blocked or may proceed concurrently. This is
another ambiguity in the standard which needs to be resolved. Indeed, if a service instance
may execute concurrently with the main scenario of the concurrent unit, this means it has
a thread of control different from the one associated to the main scenario. This is clearly
in contradiction with the previous assumption 4.1.

Moreover, a service request has a property called threading which may be local or remote.
In the former case, the receiving instance spawns a local thread of execution to handle
the request while in the latter case it assumes the availability of an existing thread. This
statement is also ambiguous and needs to be clarified. It is not clear from the standard
specification what the receiving instance is. Is it the concurrent unit receiving the service
request from the stimulus queue? Or the service instance which will be triggered to execute
the service? What does it mean exactly for the receiving instance to create a thread of
execution? And, finally, which thread of execution should be assumed to be exisﬁing? Is
it the thread of control associated with the concurrent unit that has executed the message
action to request‘the service?

Answering the aforementioned questions requires to make some semantic choices. Our
choices are based on the assumption that the only threads of control in the underling run-
time environment are the ones associated with the concurrent units. Our motivation is to
give the designer a full control over the concurrency sources and to enable the analysis of

the design model in terms of concurrency.
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Figure 4.2: A Computational Model corresponding to the Concurrency Model in UML/SPT

Therefore, we consider the local threading to mean that the service instance will use the
thread of control associated with its concurrency unit and the concurrent unit main scenario
is then blocked during the execution of the service. Remote threading means that the service
instance will use the thread of control associated with the concurrent unit that requested
the service. Consequently, the concurrent unit and the service instance may proceed con-
currently while the requesting concurrent unit is blocked waiting for service response.

The computational model corresponding to this semantics is depicted in Figure 4.2. It is
worth mentioning that this model is very similar to the concurrency model based on the
concept of activity group [82], which is composed of one active object and a set of passive
objects. The only concurrency is between the different activity groups while within an ac-
tivity group the behavior is sequential. This concurrency model has been defined formally
in [22], [23] and implemented in [82] using the IF environment [15]. We will discuss this
further in Section 4.6. The difference with the computational model we are considering is
that behavior within a concurrent unit can be concurrent but using the thread of control

of the caller concurrent unit.
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4.2 Semantic Domain: Timed Automata

The theory of timed automata was introduced by Alur and Dill [2] [3]. It is now a well-
established formal model for real-time systems. This formalism provides concepts such as
time through clocks, parallel composition of timed automata, and synchronization through
channels. This makes it suitable to capture the dynamic and concurrent behavior of systems.
Consequently, we propose to use timed automata as a semantic domain to express formally
the semantics of the concurrency domain model defined in UML/SPT.

A timed automata is a non-deterministic finite state machine extended with real-valued
clocks. The states, called locations, may have invariants. These are conditions on clocks of
the form z ~ ¢ where = is a clock, ¢ is an integer constant and ~€ {<, <}. The transitions
may be labeled using triples composed of a guard, an action and clock reset operations. The
guard of a transition is a conjunction of timing constr.aints of the formz ~corz—y~c
where z and y are clocks, ¢ is an integer constant and ~€ {<,<,>,> =}.

Formally, let Act be a set of actions, C a set of real-valued clocks, and B(C) is the set of
the conjunctions over conditions of the form z ~ ¢ or £ — y ~ ¢ where x and y are clocks, ¢

is an integer constant and ~€ {<,<,>,>,=}.
Definition 4.1 A timed automata over Act and C is a tuple (L,ly, E) where

e L is a finite set of locations.
e [y is the initial location.

e EC Lx B(C)x Act x 29 x L is a set of edges between locations. O

Initially, all the timed automata clocks are set to zero. These clocks progress when the
automata is in a certain location. A transition may be instantaneously fired if its clocks
values satisfy the guard.

At the semantic level of timed automata, the state of a system of timed automata is a pair
composed of a control location and a clock valuation. Execution traces of timed automata
are infinite sequence of system states‘which satisfy the invariants. The transitions between
the system states are labeled either by instantaneous actions or positive real numbers rep-

resenting time delays. This is expressed in the following formal definition:
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Definition 4.2 Let V = {v : C — Rx>g} be the set of clock valuations. The semantic
state of a timed automata (L,ly, E) is the pair (I,u) composed of a location I € L of the
automaton and a clock evaluation u € V. The semantics is defined by a labeled transition

system (S, s, —) with two types of transitions:

e Delay transitions: (I,u) L u+ d)

e Action transitions: (L,bu) % (I',u) if | 225V € E and gF w and o' = [r — OJu
Where:

eut+deV andVre C: (u+d)(z) =ulz)+d

e Vr CC andVx €r: [r— 0u(z) = 0,u(x) otherwise O

We use in particular the UPPAAL model checking tool [69] to verify properties of interest
in the system’s model. In UPPAAL, a system is modeled as a hetwork of timed automata
extended with synchronization primitives. These may be of the form a! to initiate a syn-
chronization using the channel a or a? to accept it. UPPAAL allows, in addition, for the
declaration of integers variables and one-dimension integer arrays. Constraints on these
variables and arrays could be used in the transitions guards and assignment to the variables
could also be used in the actions. Integer variables and clocks are however incompatible

and thus cannot be compared neither be assigned to each other.

4.3 Timed Automata-based Semantics of UML/SPT Con-

current Models

In this section, we formally define the semantics of the UML/SPT concurrent domain model
using timed automata as a semantic domain. We then present a mapping of a UML/SPT

concurrent model to timed automata.

Definition 4.3 A UML/SPT concurrent design model Mconc 15 a set of concurrent units.
Each concurrent unit is a tuple CU =< MS, Q, ST > composed of its main scenario MS,

its stimulus queue Q and its service instance set ST. |
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Definition 4.4 The semantics of Mcone is defined as the parallel composition of timed au-
tomata corresponding to the main scenario, the stimulus queue and the set service instances

of the concurrent units in the model: X

di , . . .
[Mconcl éfﬂcue Moone (T AMainScenariocy || TAQueuvecy) ||jecu.sz TAService;)

O

In the following sections, we present and discuss a mapping of the main components of a
concurrent unit into timed automata. In order to simplify the presentation, we use the

following notations:
e Main scenario: MS =< a; > where ¢ = L..m¢y
e Basic actions: a; = synchInvoke | asynchInvoke | receiveAct

e Given an automaton transition £, we denote its synchronization part t.synch, its guard

t.guard, and its action t.a.

4.3.1 Concurrent Unit Timed Automata

Each concurrent unit is mapped to a set of corresponding timed automata according to
Algorithm 1 shown below. The first timed automata will capture the behavior of the main
scenario of the concurrent unit. The second one implements the behavior of the stimulus
queue associated with the concurrent unit. This allows to capture the asynchrony of the
stimulus arrivals while the concurrent unit is busy and implicitly captures the notion of
deferred service. In addition, a set of automata are built for the different service instances
as will be discussed later in Section 4.3.2.

The timed automata corresponding to the stimulus queue, denoted T'AQueuecy, captures
the asynchrony of the stimulus arrivals. It synchronizes with the other concurrent units
timed automata that request services from the concurrent unit owning the queue through
synchronization channels. Each one of these corresponds to a specific service instance of
the concurrent unit. In addition, T AQueuecy synchronizes with the timed automata cor-

responding to the main scenario, denoted T'AM ainScenariocy, for the receive actions.

58



Algorithm 1 Concurrent Unit Corresponding Timed Automata
for all CU € Mcone do
Build a TA TAMainScenariocy for CU.MS
Build a TA T AQueuecy for CU.Q
for all s € Cl{.ST do
Build a TA TA,
end for
end for

Algorithm 2 is used to build the timed automata T'AQueuecy; where UPPAAL integer and
array integer data types are used. Indeed, each service instance is identified using an inte-
ger identifier and T AQueuecy uses a local array integer as an underlying structure to store
the services requests. In addition, T'AQueuecy and T AMainScenariocy share an integer
variable CU _service used by T AQueuecy to indicate the service corresponding to the next
stimulus in the queue when the TAM ainScenariocy executes a receive action.

The timed automata T AMainScenariocy is constructed to capture the behavior dictated

Algorithm 2 Concurrent Unit Queue Timed Automata
CU _service: int {integer variable shared between T'AQueuecy and T AMainScenariocy }
{Q: Queue that holds the integer identifier of each service waiting and manipulated
through the helper functions put() and next()}
let I'nitial:location
let tg:transition
tg —< Inital, Inital >
to-synch < CU _receive?
to.a « CU_service := Q.next()
for all s € CU.ST do
let t:transition
t «< Inital, Inital >
t.synch « s?
{identifier() is a helper function that returns the service instance integer identifier}
t.a «+ Q.put(identifier(s))
end for

by the main scenario of the concurrent unit. If the action under consideration is a message
action of the type SynchronousInvoke, T AMainScenariocy synchronizes with the target
concurrent unit timed automata, actually with its stimulus queue automata, through a syn-
chronization channel having the requested service name. Then it stays in an intermediate
location waiting for the response to the service. This is modeled by a transition whose syn-

chronization uses a channel corresponding the service response from the called concurrent
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unit timed automata. If the action is an asynchronous invoke, the timed automata synchro-
nizes with the called concurrent unit timed automata to send the service request but does
not synchronize with the called concurrent unit for service achievement. If the action is an
explicit receive action, the generated timed automata synchronizes with the timed automata
representing the service instance. Two cases are distinguished here: if the service threading
is local, then the TAMainScenariocy synchronizes with the service instance’s automata
waiting for the service to finish. If the threading is remote, which means that the service
instance will execute using the thread of control of the caller concurrent unit as discussed
in Section 4.1, then the timed automata will continue the execution of its scenario without
waiting. Consequently the generated timed automata does not synchronize with the service
instance timed automata to wait for the service achievement. We emphasize here that this‘
accounts for our semantic choice where the only threads of control underlying a real-time
application designed using UML/SPT are those associated with the concurrent units. The
motivation of this choice is to have a full control on the concurrency mechanism. This time

automata generation is depicted in Algorithm 3.

4.3.2 Service Instance Mapping

The service instances associated with a concurrent unit are passive objects. They do not
have a thread of control of their own and should rely on the concurrent unit’s thread of
control to carry out their behavior. This behavior is generally specified using UML state
machines, which can be transformed into timed automata as it is already done and reported
in the literature [64]. We assume that these established results can be used to generate the
timed automata associated with the service instances. The concurrent unit timed automa-
ton TAMainScenariogy synchronizes with each of its service instancés timed automata
through specific channels s to trigger their execution upon receiving the corresponding ser-
vice request. In the case of a local threading, the service instance will be executed using
the thread of control of its concurrent unit. The latter is then blocked waiting for the
service instance to finish using a synchronization through the channel s_return. Otherwise,
i.e. the threading is remote, TAM ainScenariocy does not wé,it for the service instance

timed automaton as this will use the requesting concurrent unit’s thread of control and can
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Algorithm 3 Concurrent Unit Main Scenario Timed Automata

let Initial,l: location {Initial location of TAMainScenariocy }
l := Initial
for all a; € CU.MS do
if a; == synchlnvoke then
let {":location and let t1: transition
t —<l,l' >
t1.synch «— a;!
let ty: transition
to —< U, >
to.synch «— return_a;?
else
if a; == asynchInvoke then
let t:transition
te—<l,l>
t.synch «— a;!
else {a; == receiveAct}
let switch:location and let t:transition
t «—< I, switch >
t.synch — CU_receive!
for all s € CU.ST do
if s.threading == local then
let s.unning:location and let #;:transition
t1 < switch, Srunning >
t1.guard «— CU _service == identi fier(s)
t1.synch « s!
let tq:transition
lg < srunm'ngal >
ty.synch «— s_return?
else {s.threading == remote}
let t;:transition
t1 «< switch,l >
t1.guard « CU _service == identifier(s)
ty.synch « s!
end if
end for
end if
end if
end for
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proceed in parallel. This scheme is shown in the innermost ¢ f-then-else control structure

of Algorithm 3.

4.3.3 Time Constraints Mapping

Real-time systems should carry out their functionality while satisfying the associated time
constraints. These time constraints reflect requirements that are generally dictated by the
systems’ environment. Using UML/SPT, the time constraints are modeled using stereotypes

defined in the time modeling package. The main stereotypes are:

e & RTevent > provides the RTat tag, which can be used to represent specific instants

of an event occurrence.

e < RT'stimulus >> provides the couple of tags (RT'start, RTend) that can be used to
model the occurrence times of a stimulus send and reception events, respectively, and
the RTduration tag to model the time required for a message to be transmitted over

communication media.

e < RTaction > has the same tags as <« RT stimulus > to model time constraints on

some action or computation at some level of abstraction.
e < RTtimer >> is used to model a timer.

The time constraints specified using the aforementioned stereotypes are captured in the
timed automata formalism through constraints on clocks associated to the timed automata.
The examples in the next two sections illustrate these stereotypes usage to model time

constraints and how they are represented in the generated timed automata.

4.4 An Example of Transforming a UML/SPT Model with

Concurrency into Timed Automata

In this section, we illustrate our proposal to capture the concurrency semantics in UML/SPT
through a mapping into timed automata. The analysis of this example using model checking

is presented in the next section.
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We consider a system that expects two concurrent and periodic events from its environment.
The behavior of the system is carried out by the collaboration of three main concurrent
components. The design model is given by sequence diagrams annotated with stereotypes
from UML/SPT as depicted in Figure 4.3 and Figure 4.4.

The timed automata corresponding to the concurrent units used in the concurrent design

<<(’;err';::rc” > <<CRConcurrent>> <<GRConcurrent>> <<CRConcurrent>>
RTDuration=10} A i

getBServt
’ getCServl

<<CRSynch>> ﬁ <<CRSynch>> B‘

Figure 4.3: Concurrent Periodic Event One associated Behavior

<<$;Ti:)md;r» <<CRConcufrent>> <<CRConcurrant>>
Riduration=12}
getCServ2 |
getAServ2
<<RTEvent>> j / _ _ _ _ L<<CRSynch>> ﬁ
‘_ ____________

Figure 4.4: Concurrent Periodic Event Two associated Behavior

above are depicted in Figure 4.5, Figure 4.6 and Figure 4.7. These timed automata were
built using the algorithms presented in the previous section but have been simplified. For
example the timed automaton associated to the main scenario of the concurrent unit B,
TAM ainScenarioB, depicted in Figure 4.6, has only one service so the test on the value
of the B_service integer variable has been removed and the timed automaton does not
synchronize with any service instance as these are not explicit in the model and hence they

were abstracted away. The timed automata corresponding to the stimulus queue have been
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simplified also. The timed automaton T'AQueueB corresponding to the queue associated
with the concurrent unit B, for example, does not use the local array integer . This is
because there is only one kind of service associated with B so there is no need to queue
their identities in @. In addition, the location Wait in the three automata is an instance
of the location Srunning used in Algorithm 3 where a timed automaton waits for its service
instance to finish. Since there is no explicit modeling of the service instances in this example,
| handling a service, such as getAServl for A for example, is simply calling synchronously
another concurrent unit and waiting for its response. Finally, two special timed automata
are used corresponding to the timers that will generate the service stimuli continuously as

depicted in Figure 4.8.

getAServ1? Q.put(1) retumB_servi?

getAServ2?
Q.put(2)

A_receive? '

A_service:=Q.next(

W
A senvice==1 getBSent! a

Aseriice==2 _returA, servlf

Figure 4.5: Concurrent Unit A Timed Automata

getBServ1?
relumB_gervi!

B_recsive?

geiCServi? Q.put(1)

Walt
C_service==2 gatAServ2!

getcServ2?
Qput(2)
C_receive?

C_service:=Q.next(}

feturnA_serv2?

Figure 4.7: Concurrent Unit C Timed Automata
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C:=0 C:=0
getAServi! getCServ2!
C==10 C==12

Figure 4.8: Timers Timed Automata
4.5 Model Checking UML/SPT Models with Concurrency

Using timed automata as a semantic domain to interpret the concurrency domain model
used in UML/SPT confers a formal semantics to this important part of the UML profile
for real-time modeling. In addition, this allows for the analysis of concurrent design mod-
els. This analysis can be achieved through model checking. Indeed, concurrency related
issues such as deadlocks, livelocks and the impact of concurrency design choices on time
constraints can be analyzed through the validation of appropriate properties, expressed in
temporal logic. Model checking tools such as UPPAAL [69] and IF environment [15] have
now reached a certain maturity and are very effective despite the difficult problem of state
explosion. \
Let us consider again the model presented in the previous section. A scenario where the
concurrent unit C receives an external event requesting its second service getCServ2 right
after A has received an external event requesting its first service getAServl, may lead to a
problematic state of the system. This scenario may lead into a state where the three con-
current units are waiting for each other since each one has executed a synchronouslnvoke
action. This is a deadlock situation. The CTL expression 4.1 describes this situation and
it is checked using the verifier of UPPALL. The scenario where this property holds is illus-
trated in Figure 4.9 output by the UPPAAL simulator. Therefore, the system may reach a

deadlock state.

AO(TAMainScenarioA.Wait and TAMainScenarioB.Wait and TAMainScenarioC.W ait)
(4.1)

Some design decisions related to concurrency could be flawed when we take into account

the time constraints. Conditions on the clocks in the timed automata corresponding to the
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Figure 4.9: Deadlock Scenario in UPPAAL

UML/SPT concurrent models can be used to express such time constraints. This allows for
checking whether these constraints may be violated. The technique we use is inspired by
the technique of observer timed automata [28]. In the following, we present an example that
illustrates how time constraints in a concurrent design model are captured and checked.

The sequence diagrams in Figure 4.10 and Figure 4.11 describe the behavior of a system
composed of three concurrent components. The concurrent unit A is in charge of servicing
a periodic external event. A uses the services of the concurrent unit B to achieve its service,
which in turns uses the resource R. The system should also deal with a second periodic
event for which the concurrent unit C is in charge of the corresponding service. C' uses
for its service the resource R shared with the concurrent unit B. A and B are required to

accomplish their services with a deadline of 8ms and 7ms, respectively.
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The timed automata capturing the semantics of the sequence diagrams with the stereotypes

<<CRConcurrent>> <<CRConcurrent>> <<SAResource>>

<<RTTimer>> A 8 R

<<RTEvent>>
{Periodic, Riat={10,ms}} .
getAServi getBServi >

g <<RTaction>> P J]
f ’ {RTduration={4,ms}} getResource
<<SAaction>> ’ F——————
{SADeadline=Bms}
/ /
<<CRSynch>> .’ <<RTaction>> /
’ {RTduration=(3,ms}}
<<CRsynch>>

Figure 4.10: Periodic Event One with Time Constraints

from UML/SPT concurrency package are shown in Figure 4.12, Figure 4.13 and Figure
4.14. We only show and focus on the main scenario timed automata since the stimulus
queue timed automata are straightforward. The timed automaton corresponding to the
concurrent unit A uses a clock ¢ and a condition on the clock expressed using the invariant
¢ < 8 associated with the location Wait. The location TAM ainScenarioA.DeadlineMiss
is reached through a transition with the guard ¢ == 8. This happens in case the result from
the concurrent B does not arrive in time and A misses its deadline. The same scheme is used
in the timed automaton corresponding to the concurrent unit C. The timed automaton SR
captures the behavior of the shared resource. The integer variable pr shared between the
timed automata T AMainScenarioB, TAMainScenarioC and SR is used to ensure the

mutual exclusion, i.e the synchronization with SR using the channel release respects the

<<CRConcurrent>> <<SAResource>>

<<RTTimer>> c R

<<RTEvent>>
{Periodic, Riat={11,ms}} .|
getCServ1 getResource

<<RTaction>>
{RTduration=(3,ms}}

| <<CRsynch>>
<<BAaction>> e e
SADeadling=7ms| ~
¢ } =

Figure 4.11: Periodic Event Two with Time Constraints
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order of the resource acquisition.

retumB_senvi?

Figure 4.12: Concurrent Unit A Timed Automata

relumB_servt!

Figure 4.14: Concurrent Unit C Timed Automata

The generated set of timed automata has been checked using the UPPAAL to verify if a
deadline could be missed. This is achieved using the property 4.2 expressed in CTL. This
property holds in the model and Figure 4.17 shows a scenario that the UPPAAL simulator

generated. Therefore, the deadlines may not be met.

AG(T AMainScenarioA.DeadlineMiss or TAMainScenarioC.DeadlineMiss) (4.2)
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Figure 4.16: Timer Timed Automata

4.6 Related Work

UML/SPT has been defined for UML 1.4 [85]. The latter includes in its metamodel provi-
sions for concurrency modeling, e.g. active object, concurrent composite state, concurrency
meta-attribute of the operation metaclass [33] [34]. Ober outlines in [83] the concurrency
modeling features in UML 1.4 and their anomalies. It is worth mentioning here that despite
some similarity between the concept of concurrent unit in UML/SPT and the active object
in UML 1.4, the relation between them has not been addressed in the standard.

Damm et al. define in [22] a subset of UML called krtUML covering concepts used for
real-time applications such as active object and synchronous/asynchronous communica-
tions. The semantics of krtUML is described formally using symbolic transition systems.
Regarding concurrency, the UML concept of active object is generalized to the concept of
component, which is a group composed of one active object and a set of passive servers. The
active object acts as an event handler to the associated passive objects within a component.
The semantics of krtUML enforces that there is just one thread of control active in one
component. The concept of component is very similar to the concept of concurrent unit
and its service instances defined in UML/SPT. The semantic choice of a single thread per
component is also similar to our choice in terms of concurrency within a concurrent unit

and its service instances, which is not clear in the UML/SPT standard.
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Ober et al. propose in [82] a model checking technique to validate UML models. The
focus is on a subset of UML concepts used to define an operational view of a system. This
work focuses on the implementation of the formal semantics defined in [22] and described
previously. This implementation is based on a mapping to communicating extended timed
automata in the IF format [15]. The time requirements are modeled using the time exten-
sions defined in [44]. In addition, this work presents a property description language called
observer object similar to observer automata and expressed using UML state machines. The
concurrency model assumed in this work is based on units of concurrency called activity
groups that are synonymous to the component concept defined in [22]. The semantic choice
in terms of concurrency is such that the different activity groups run concurrently and the
objects within an activity group run sequentially.

Madl et al. use in [74] timed automata as an underlying computation model called DRE
Semantic Domain for tasks with time—triggéred and event-driven interactions on a non-
preempti\;‘e distributed platform. The objective is to check the schedulability of these tasks.
The schedulability problem is translated to a reachability problem where a system of tasks
is schedulable if a predefined error state is not reachable by any of the tasks’ corresponding
timed automata.

Finally, the transformation of the UML artifacts used to model the dynamic behavior into
timed automata for purposes of verification has been the focus of several researches includ-
ing [28], [64]. Firley et al. consider in [28] an approach to transform sequence diagrams
with time constraints to observer timed automata. Knapp et al. address in [64] the issue of
consistency between the main UML artifacts used to model the real—timé system dynamic
behavior: timed state machines and sequence diagrams with time constraints. The former
express the detailed design of the system and the latter specify the main scenarios. This
work proposed a technique for the verification of the consistency between the two views
based on UPPAAL timed automata. The timed state machines are compiled into timed
automata and the sequence diagrams annotated with time constraints are transformed to
observer timed automata. The latter transformation is a slight extension to the technique
proposed in [28]. The model checker UPPAAL is then used to verify the timed automata

with respect to the observer timed automata. This technique is embodied in a prototype
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tool called HUGO/RT. This work focuses however on the timing aspect of real-time and

does not address the concurrency aspect in real-time UML models.

4.7 Conclusion

Real-time systems should not only compute their value correctly but should also satisfy
prescribed time constraints. In addition, real-time systems are designed as concurrent com-
ponents that collaborate to achieve the overall functionality. Consequeﬁtly, a modeling
language should support the mordeling of the main features of real-time systems, including
concurrency and time requirements. The UML profile for real-time, UML/SPT, defines
domain models that encapsulate the concepts necessary for real-time modeling. In order
to model the concurrency aspect of real-time systems, UML/SPT defines the concurrency
domain model.

We have presented in this chapter a formalization of the concurrency domain model. We
use the formalism of timed automata as semantic domain because it provides concepts such
as concurrency, synchronization and time. We have reviewed the main concepts introduced
in the concurrency domain model of UML/SPT and have made semantic choices to resolve
some ambiguities in the standard. We have proposed a mapping of the concepts in the con-
currency domain mode] into the timed automata formalism. A straightforwafd application
of this formal semantics is the usage of the automata based model checking technique. In
particular, concurrency-related properties such as deadlock or the impact of some design
decisions in terms of concurrency on the time constraints requirements, can be validated at

the model level. We have illustrated this validation with examples using UPPAAL.

72



Chapter 5

From UML/SPT Design Models to
Schedulability Analysis: Approach

and Ifnplementation

There are several kinds of models which are often involved in the development of a software
system. Some of these models are used to define the different aspects of a software system.
These include UML class/object diagrams, which are used to specify the software system
structure, and UML state machines or UML sequence diagrams, which are used to model
the system behavior. In addition, other models are used to support the analysis and valida-
tion of software nonfunctional properties. These include, for example, performance models,
such as, queuing networks (e.g., QN, EQN, and LQN) used for performance analysis [7]
and tasks models used for schedulability analysis [68]. A software development framework
should enable the seamless integration of the different types of models used throughout the
software development process.

There is an increasing interest, as demonstrated in several research papers, such as [21],
[46], [119], [124], in using MDA as a framework for integrating different models involved
in the software development process. This is the motivation behind our MDA-compliant
approach that aims at bridging the gap between UML/SPT models and the task model

used in the schedulability analysis technique presented in [112].
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In this chapter, we discuss this approach and we present a proof of concept for the proposed
transformation. This consists of a prototype implementation of the transformation process
using both a mature model transformatiqn language, ATL, as well as a low-level implemen-
tation using XML-based technologies. The first implementation consists of the specification
of the schedulability analysis domain model defined in UML/SPT [91] and our metamodel
for schedulability analysis, respectively, using KM3 metamodel specification language [60].
We specify the model transformation using ATL [59] [62]. As for the XML-based imple-
mentation, we provide XML schemas corresponding to the source and target metamodels.
These schemas are used to define valid XML documents representing the models manipu-
lated by the transformation. We describe an implementation of the model transformation

using XSLT template rules.

5.1 MDA-compliant Schedulability Analysis

There are now several well-established analysis techniques dedicated to the verification
of non-functional properties of software systems. The challenge is how to bridge the gap
between these well-established techniques and the software UMIL-based design models. Con-
sidering the relevant research initiatives, MDA emerges as an interesting approach to address
this challenge.

We propose an MDA-compliant approach that aims at validating real-time software models
using a well-established real-time schedulability analysis technique [111] [112]. Our approach
consists of transforming a software PIM to another PIM more suitable for schedulability
analysis, which then feeds back the results of this analysis to the design PIM. The design
PIM can thus be validated before transforming it into a PSM and then generating code. Our
approach is depicted in Figure 5.1. Our objective is to shift the schedulability analysis of
object-oriented real-time models to the level of UML/SPT modecls. We define a rule-based
transformation allowing for the derivation of schedulability analysis models from UML/SPT
design models. The generated models are then analyzed for schedulability. The feedback
from the analysis to the design model helps the modeler to make design-level decisions.

It is very useful to perform the analysis at the PIM level. This corresponds to the early
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Figure 5.1: MDA-compliant Schedulability Analysis Approach

stages of the development process and hence helps in the early detection of flaws. However,
this approach suffers from a lack of platform/implementation-dependent information. In
terms of schedulability analysis, some key information such as event arrival patterns (e.g.
periodicity) and priorities are platform independent. This information is often extracted
from the system requirement analysis. It is true, however, that certain information cannot
be available at this level - such as the actions’ computation times. In realistic software
engineering settings, this information can be estimated based on previous projects. On the
other hand, schedulability analysis can also be performed at the PSM level, taking advan-
tage of the availability of more information and providing more accurate analysis. However,
PSMs correspond to late stages in the development process and consequently many design
decisions should already have been made, which could seriously impact the implementation.
Alternatively, another interesting approach would be to perform an incremental analysis.
At the PIM level, the analysis uses the available/estimated information to guide the devel-
oper in making design decisions and then this analysis is refined along with the availability

of more platform-dependent information at the PSM level.
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5.2 From UML/SPT to Schedulability Analysis: Approach

The main concepts used in the approach we use to enable applying schedulability analysis
to UML/SPT models using the MDA framework are shown in Figure 5.2. In the following,

we give the details of the different steps of our approach.

1 1
Meta Model
Level . - .
Transformation Schedulability Analysis
Design Metamodel Specification Metamodel
~ LS
T T
InstanceOf | | InstanceOf
| |
Model . Transformation Schedulability
Level Design Model | ------ Execuon " Analysis Model
\ Schedulability
Analysis

Figure 5.2: MDA-based Approach for Schedulability Analysis

5.2.1 Source Metarhodel

The inputs to our model transformation are UML/SPT models, which are UML models
enriched with information relevant for real-time context. The system structure is modeled
using UML class diagrams and the behavior may be specified using UML state machines
and UML sequence diagrams, for instance. UML sequence diagraimns specify the different
end-to-end behaviors of the system.

We are interested in validating the schedulability property of real-time design models. The
schedulability-related information is captured using specific stereotypes. The main concepts

underlying this information are captured in a domain model defined in the schedulability
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analysis sub-profile, 4 Profile, of UML/SPT [91].

The source metamodel to our transformation is depicted in Figure 5.3. This metamodel is
a compilation of the main domain models defined in UML/SPT to support schedulability
analysis. Its main components are the dynamic usage domain model defined in the General
Resource Modeling framework of UML/SPT, some concepts from the concurrency domain
model defined in RTconcurrencyModeling package, and the schedulability analysis domain
model defined in the SAProfile package.

In this metamodel, the RealTimeSituation concept represents a specific analysis context.
It is a specific configuration of resources including EzecutionEngine to model processors,
SResource to model passive resources and SchedulableResource to model threads or tasks;
and different entities, SchedulingJobs, contending for these resources. A SchedulingJob is
composed of a Trigger modeling an external event having an arrival pattern that could
be periodic, for instance, and a Response. The latter is the root action for a sequence of
actions, SAction, separately schedulable. It is interesting to observe that an SAction is a
nested construct. As depicted in Figure 5.3, an SAction is a subclass of Scenario. Scenario
is in turns composed of a sequence of ActionFzxecution, which are also subclasses of Scenario.

This allows all of the behavior compositions to be captured.

5.2.2 Target Metamodel

The schedulability analysis presented in [111], [112] is basically a busy-period response
time analysis adapted to a real-time object-oriented model. The computations involved in
this analyéis are specified in [111], [112] through a set of quite elaborate equations that
are not necessary to understand the metamodel. We do not reproduce these equations
in this chapter but we recall the main elements required for a better understanding of the

metamodel we are proposing to capture the concepts involved in this schedulability analysis.

A set of external events is given: £ = {E;} where i = 1..n. Each event instance E; triggers an
end-to-end transaction, which is a sequence of actions in the system. An action is a run-to-

completion processing unit composed of a sequence of sub-actions, i.e. 4; = (a;;),j = 1..my,
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Figure 5.3: Schedulability Analysis Sub-profile Metamodel
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representing primitive actions limited for the sake of simplicity to call, reply and send sub-

actions.

In this model, actions could be triggered asynchronously or synchronously. In addition, each
action is characterized by a nominal priority m(A;), which is inherited from its triggering
event. An action executes in the context of an active object O(A;) and it is assigned to
a thread I'(4;). Furthermore, each sub-action a;; is characterized by a computation time

Ci;. The computation time of an action is the summation of its sub-actions’ computation

times, i.e. C(4;) =3, Cy;.

The concept of synchronous set is defined in [111], [112] for the schedulability analysis
purpose and used to compute the worst-case response time of the different actions. The
synchronous set of A; denoted YT(A;) is a set of actions that includes A; and, recursively,
each action called synchronously by any action in T(A4;). A; is called the root of T('Ai).

The cumulative computation time of all the actions in T(A4;) is denoted C(Y(4;)).

The concept of preemption threshold [127], is used to bound the blocking factor suffered by
an action: in addition to the nominal priority of an action and given the ceiling priorities of
each object Q(O(4;)) and each thread Q(I'(4;)), each action A; is assigned a preemption

threshold «(A;) satisfying the following constraint:

7(4i) > maz(Q(O(4i)), T(4))) (5.1)

We define a metamodel that encapsulates the main information required for the schedula-
bility analysis as described previously. This metamodel is represented by the UML class
diagram shown in Figure 5.4. We define some constraints on this metamodel to reflect the
main constraints and assumptions introduced in [111], [112]. These constraints are specified

using OCL and shown in Table 5.1. The OCL expression between Line 21 and Line 27,
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Figure 5.4: Schedulability Analysis Metamodel

for example, specifies the constraint on the preemption threshold of an action expressed in
Equation 5.1. The implementation of the model transformation, which is defined in the next
section, generates an instance of this metamodel. Such instances are task models expected

in input by the schedulability analysis tool.

5.2.3 Model Transformation

In this section, we define a model transformation allowing for the derivation of models
used for schedulability analysis from UML/SPT models. This transformation is essentially
a mapping of the main concepts and information defined in the source metamodel to the
concepts in the target metamodel. This mapping is outlined in Table 5.2. The main features

of our model transformation are the following;:

e The concept of SchedulingJob encapsulates a pair composed of a Trigger and the
system Response to this trigger. This corresponds to a system transaction as defined
in the target schedulability analysis metamodel. Consequently, each instance of a

SchedulingJob is mapped into an instance of a Transaction.

e The SchedulingJob metaclass has a composition relationship with a pair consisting of

a trigger and a system response. These are mapped to a corresponding instance of
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package SAMM
context Action inv:
sel f.alllnstances— > forAll(a : Action|
let np:int =a.NomPriority in:
a.SubAction— > forAll(sa : SubAction|
- sa.kind = #call
implies
np = sa.trigger.NomPriority))
9 context Action inv:
10  self.alllnstances— > forAll(a : Action|

00 3 O T i W N+

11 let np:int =a.NomPriority in:
12 a.SubAction— > for All(sa : SubAction|
13 np >= sa.trigger.NomPriority))

14 context Action inv:
15 self.alllnstances— > forAll(a : Action|

16 let thr : Thread = a.deployedOn in:
17 a.SubAction— > forAll(sa : SubAction
18 sa.kind = #call '

19 implies

20 thr = sa.trigger.deployedOn))

21 context Action inv:
22  self.alllnstances— > forAll(a : Action|

23 (a.ThresholdPri >

24 a.blongsTo.ThresholdPri)

25 and

26 (a.ThresholdPri >

27 a.deployedOn.Threshold Pri))

Table 5.1: Schedulability Analysis Metamodel Constraints
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SAProfile Schedulability Analysis

Concept Concept
RealTimeSituation Transaction Set
Trigger Event

Response Action

SAction Action
ActionExecution SubAction
Scheduling Resource Thread
SAPriority tag Nominal Priority

Ceiling Priority tag  Threshold Priority

Table 5.2: SAProfile and the Schedulability Analysis Metamodel Concept Mapping

the concept Event and an instance of the concept Action in the target model. This
Action instance is the root action of the system transaction as defined in the target

metamodel.

e SAction is a behavior characterized by its own required QoS characteristics. Each

instance of SAction in the source model is mapped to an Action in the target model.

e As shown in Figure 5.3, Response is a subclass of SAction which is, in turn, a subclass
of Scenario. Consequently they are composed of a sequence of ActionEzecutions. The
nested ActionFzecutions are mapped to SubAction of the Action corresponding to

their enclosing SAction or Response.

e An instance of the SynchronousSet is created for each created Action. It contains a
sequence of references to its corresponding Action as well as to each Action instance

called synchronously.

5.3 Model Transformation Prototype

We present here a proof of concept for the model transformation discussed in the previous
section. We provide, respectively, an ATL- and an XML-based prototype implementation

of the model transformation.
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Figure 5.5: ATL Transformation Pattern

5.3.1 Implementation using ATL

The ATLAS Transformation Language (ATL) [59] [62] is a model transformation language
and it is a part of the Atlas Model Management Architecture (AMMA) platform [13]. ATL
was developed in response to the OMG MOF2.0 /QVT RFP [86]. ATL is used in the trans-
formation pattern shown in Figure 5.5. According to this pattern, ATL allows to transform
a source model Ma, that conforms to a source metamodel MMa, into a target model Mb,
that conforms to a target metamodel MMb. The transformation is also a model conforming
to ATL metamodel. The different metamodels conform, in turn, to a metametamodel such
as MOF [93] or Ecore [17].

ATL is a hybrid language allowing a mixture of declarative and imperative programming
styles. In addition to the specification of mappings between source and target model ele-
ments, ATL provides imperative constructs, which help in specifying some mappings that
are difficult to express in a declarative fashion. In the following, we give a succinct overview

of the main features of ATL:

o ATL Units: ATL provides the developer with three kinds of units. ATL modules
are the main ATL units and allow to specify model-to-model transformations. In
addition, ATL allows to compute a primitive data type value from a model using ATL
Queries. Finally, ATL allows to develop ATL libraries, which enable modularity and

code reuse in ATL development. ATL libraries can be imported from the different
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ATL units.

Rules: These are the main constructs of an ATL model transformation. ATL offers
two kinds of rules correspondingly to its two programming styles. The first kind of
rules are called matched rules and correspond to the declarative style. The matched
rules specify a mapping between a source model element (source pattern) and the
corresponding target model element (target pattern) as well as how the latter is ini-
tialized. The second kind of rules are called rules and correspond to the imperative
style. Called rules have, optionally, parameters and do not have a match source model.
Called ruleS should be explicitly called from the imperative code section of another

rule.

Helpers: These are ATL subroutines and are used to factorize and reuse the code: they
are defined once and used throughout the transformation. Since target models are
not navigable in ATL, helpers can only be defined on an OCL type or a source model
element type. This is the helper context. ATL helpers can be either operation helpers
or attribute helpers. They both have a context, a name, input parameters (except for
the attribute helpers) and return type. OCL expressions are used to specify the value

returned. Helpers can be recursively defined.

Within Eclipse open development platform [26], ATL is an Eclipse project and it is part

of the Model-to-Model (M2M) eclipse project [106]. M2M is a subproject of the eclipse

top-level Eclipse Modeling Project [105]. ATL Integrated Development Environment (IDE)

is an Eclipse plug-in build on top of Eclipse Modeling Framework (EMF) [17]. ATL IDE

allows diverse operations including the injection operation between different metamodels

in addition to the traditional operations of edition, execution and debugging. We have

used the Eclipse ATL IDE to develop our prototype implementation for the transformation

discussed in the previous section. It consists mainly in a specification of the source and

target metamodels using KM3 and an ATL module specifying the model transformation.

These are presented in the following section.
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5.3.2 Metamodel Definition in KM3

The Kernel MetaMetaModel (KM3) is a domain specific language used for the specifica-
tion of metamodels [45] [60]. KM3 provides a text-based concrete syntax that is used to
code metamodels. It is a simple and Java-like syntax, which simplifies writing metamodel
specifications. Such KM3 specifications can then be injected into Ecore using the Eclipse
ATL IDE tool. We have specified the source and target metamodels using KM3. These
specifications are shown in Figure 5.6 and Figure 5.7, respectively. We have then used the
KM3 to Ecore injection facility provided in the ATL IDE to transform these specifications
to the EMF format (.ecore) based on the Ecore Metamodel [17]. Figure 5.8 (a) and Figure
5.8 (b) show, respectively, the source and target metamodels using Ecore and which are

manipulated by the ATL rules.

5.3.3 Model Transformation in ATL

The model transformation is implemented by an ATL module, which is composed, mainly,

of the following two matched transformation rules and helper operations:

e SchedJob2Transaction: This ATL rule, shown in Figure 5.9, maps an instance
of the SchedulingJob concept to a corresponding Transaction instance and creates
an instance of Fvent and Response. The bindings allow to initialize the features
(attributes, references, etc.) of the created instances using the values of the features
in the corresponding instance in the source model. An instance of the SynchronousSet
is created and initialized. The imperative block of the rule computes the computation
time of the system root action and completes the synchronous set using the helper

operation getSynchSet().

e SAction2Action: This rule, shown in Figure 5.10, creates an instance of Action for
each SAction instance in the source model and maps its nested ActionEzecutions to

SubAction. This rule creates also the corresponding SynchronousSet for the Action.

e We define four ATL helper operations used in the previous matched rules, which

are shown in Figure 5.11. The helper getActionEzecutions() returns the sequence
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package UMLSPT{
abstract class Scenario{
attribute name : String;
reference step[l-*] container: ActionExecution;

class ActionExecution extends Scenariof
attribute rtDuratien : Integer;
reference predecessor[0-*] : ActionExecution oppositeOf successor;
reference successor[l1-*] : ActionExecution oppositeOf predecessor;
reference effect [0-1]: SAction;

class MessageAction extends ActionExecution {}
class SynchronousInvoke extends MessageAction {}
class AsynchronousInvoke extends MessageAction {}
class Reply extends MessageAction {}

class SAction extends Scenario {

attribute priority : Integer;

attribute wcct : Integer;

attribute blocking : Integer;

reference usedResources [*] : SResource;
| reference host : SchedulableResource;
class Response extends SAction {

attribute priorityCeiling : Integer;

class Trigger {
attribute name : String;
attribute period : Integer;

class SchedulingJob {
attribute name : String;
reference response[l-1] container: Response;
reference trigger[1-1] container : Trigger;

class ExecutionEngine {
reference ownedResources[0-*] container : SResource;
reference schedRes[0-*] : SchedulableResource;

class SchedulableResource {
reference host : ExecutionEngine;

class RealTimeSituation {
reference sreg[0-*] container: SResource;
reference exeengine[l-*] container : ExecutionEngine;
reference schedJob[l-*] container : SchedulingJob;

class SResource |

}

package PrimitiveTypes |
datatype Integer;
datatype Boolean;
datatype String;

Figure 5.6: Source Metamodel in KM3
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1 package SA {

2 class Transaction {

3 attribute name : String;

4 reference act[1-1] container : Action;

5 reference evt[1-1] container : Event;

6

7 class Action {

8 attribute name : String;

9 attribute nomPriority : Integer;
10 attribute ThresholdPri : Integer;
11 attribute compTime : Integer;

12 reference synchSet : SynchronousSet;
13 reference belongsTo : Object;
14 reference deploysOn : Thread;
15 reference subActs[*] container : SubAction;
16 }

17

18 class Event {

19 attribute name : String;

20 | attribute period : Integer;

21

22 class SynchronousSet {

23 attribute name : String;

24 attribute cumulTime : Integer;
25 reference acts{[*] : Action;

26

27

28 class Object

29 attribute thresholdPri : Integer;
30

31

32 class Thread {

33 attribute thresholdPri : Integer;
34

35

36 class SubAction {

37 attribute name : String;

38 attribute compTime : Integer;

39 attribute kind : SubActionType;
40 reference trigger[0-1] : Action;
41 }

42

43 enumeration SubActionType{

44 literal call;

45 literal send;

46 literal reply;

47 literal computation;

48

49 '}

50

51 package PrimitiveTypes {

52 datatype Integer;

53 datatype String;

54

Figure 5.7: Target Metamodel in KM3
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rule schedJob2Transaction {
from
s:UMLSPT!SchedulingJdob

to
t:SA!Transaction
( name <- s.name ,
evt <-ev,
act <-ac),

ev:SA!Event
(name <-s.trigger.name,
period <-s.trigger.period),

ac:SA!Action
{name <- s.response.nanme,
nomPriority <-s.response.priority,
subActs <-subac,
synchSet <-syncset),

subac: distinct SA!SubAction foreach{e in s.response.
getActionExecutions()) (

name <- e.name,

compTime <- e.rtDuration,

kind <-e.getSubActionKind(),

trigger <-e.effect),

syncset: SA!SynchronousSet (
name <-'SS '+ac.name ,
acts <- syncset.acts->including(ac),
cumulTime <- 0

)

do {
ac.compTime <- s.response.getCompTime();
for(e in s.response.getSynchSet()){
syncset.acts <- syncset.acts->including(thisModule.
resolveTemp (e, 't'));

Figure 5.9: Scheduling Job to Transaction Transformation Rule

of ActionEzecution composing a Scenario. The helper getSynchSet() computes the
synchronous set associated with each Action. The computation time for each Action
instance based on its SubActions is computed using the helper getCompTime(). Fi-
nally, getSubActionKind() is used to determine the kind of the SubAction depending

on the type of the ActionFEzecution used in the source model.
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rule SAction2Action {
from
s1:UMLSPT!SAction (sl.oclIsTypeOf (UMLSPT!SAction})

to
t:SAlAction
{ name <- sl.name,
nomPriority <-sl.priority,
subActs <-subac,
synchSet <- syncset},

subac: distinct SA!SubAction foreach{e in sl.getActionExecutions(}) (
name <- e.name,
compTime <- e.rtDuration,
kind <-e.getSubActionKind(),
trigger <- e.effect),

syncset: SA!SynchronousSet (
name <- 'SS '+t.name,

acts <- syneset.acts->including(t) --t
)
do {
t.compTime <- sl.getCompTime();
for(e in s1.getSynchSet(}){
syncset.acts <- syncset.acts->including{thisModule.
| resolveTemp(e, 't'));
}

Figure 5.10: SAction to Action Transformation Rule
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helper context UMLSPT!SAction def : getCompTime() : Integer =
self.getActionExecutions()->iterate(e; sum : Integer = 9|
if true
then sum + e.rtDuration
else sum + 0
endif

)I

helper context UMLSPT!SAction def : getSynchSet() : Sequence (UMLSPT!
SAction) =
self.getActionExecutions()->iterate(e; list : Sequence (UMLSPT!SAction)
= Sequence!}
if (e.oclIsTypeOf (IMLSPT! SynchronousInvoke)
then (list-sincluding(e.effect))->union{e.effect.getSynchSet())
else list-»excluding(e.effect}
endif);

helper context UMLSPT!Scenario def : getActionExecutions() : Sequence |
UMLSPT!ActionExecution) =
self.step.asSequence(} ;

helper context UMLSPT!ActionExecution def : getSubActionKind() : SA!
SubActionType =
if self.oclIsTypeOf (UMLSPT!SynchronousInvoke)
then #call
else if self.oclIsTypeOf (UMLSPT!AsynchronousInvoke)
then #send
else if self.oclIsTypeOf (UMLSPT!Reply)
then #reply
else #computation
endif
endif
endif;

Figure 5.11: ATL Helpers
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Figure 5.12: XML-based Transformation Process

5.3.4 XML-based Implementation

In this section, we overview our prototype implementation of the transformation process
using XML-based technologies. We give an XML schema for the source metamodel and an
XML schema for the target metamodel. We specify the model transformation using XSLT
template rules, allowing for the transformation of XML documents valid with respect to
the source XML schema to XML documents valid with respect to the target XML schema.
The latter can then be accessed and manipulated by the schedulability analysis tool. This

prototype implementation is outlined in Figure 5.12.

5.3.5 XML Schema for the Metamodels

We have defined an XML schema that corresponds to this compiled metamodel. This
schema, shown in Figure 5.13, defines the different XML elements and XML attributes that
a valid XML document representing a model as input to our transformation may have. We
have included one type for each entity in the compiled metamodel that is relevant for the
transformation detailed in the next section. The type SchedulingJobType corresponds to

the concept of SchedulingJob in the metamodel. An XML element of this type should con-
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tain two corresponding child XML elements, TriggerType and ResponseType, respectively.
The type ScenarioType defines the XML elements corresponding to the SAction concept.
An XML document using this schema will be presented in Section 5.4. This schema has
been validated using W3C’s XML schema validation tool, XSV 2.10-1 [126].

We use the XML schema shown in Figure 5.14, which corresponds to our target metamodel.
This schema is used by XML documents representing models that are input to the ’schedu-
lability analysis tool. The schema defines mainly the types for XML elements and XML
attributes corresponding to the entities and information in the metamodel. For instance,
the type TransactionType corresponds to the metaclass Transaction in our metamodel.
An XML element of this type should contain two child XML elements of type EventType
and ActionType corresponding to the metaclasses Fvent and Action, respectively, in the
metamodel. An example of an XML document using this schema, is given in Section 5.4.

This schema, has been validated using XSV.

5.3.6 Model Transformation using XSLT

Given the XML schemas corresponding to the source and target metamodels, the trans-
formation rules can be expressed using XSL Transformation (XSLT) [125]. We use the
templates rules defined in the XSL stylesheet given in Figure 5.15. The template rules are
used to transform an XML document, representing the schedulability analysis information
and valid with respect to the XML schema presented in Section 5.3.5, into XML documents
representing task models as anticipated by the schedulability analysis, i.e valid with respect

to the schedulability schema presented in Section 5.3.5.

The stylesheet specifies how to translate the XML elements defined in the name space
http://SAProfileSchema into XML elements defined in the http://SchedAnalysis name
space, which are defined in the XML schemas presented in Section 5.3.5. The first template
rule, for example, specifies how the XML element SchedJob should be transformed into a
Transaction XML element, and recursively, that its child XML elements SATrigger and
SAReponse and its descendant XML elements SAction should be transformed using the

corresponding templates rules. These are specified in the same stylesheet. The template
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<?xml version="1.0" encoding="UTF-8"7?>

<xsd:schema xmlns:xsd="http://www.w3.0rg/2001/XMLSchema"
targetNamespace="http://SAProfileSchema"
xmlns:sap="http://SAProfileSchema">

<!--SATriger-->
<xs8d:complexType name="TriggerType">
<xsd:attribute name="name" type="xsd:string"/>
<xsd:attribute name="Period" type="xsd:integer"/>
</xsd:complexType>
<l -->

<xsd:simpleType name="MessageActionType">
<xsd:restriction base="xsd:string">
<xgd:enumeration value="syncInvoke"/>
<xsd:enumeration value="asyncInvoke"/>
<xsd:enumeration value="reply"/>
</xsd:restriction>
</xsd:simpleType>

<x8d:complexType name="ActExecType">

<xsd:attribute
<xsd:attribute
<xsd:attribute
<xsd:attribute
<xsd:attribute

name="id" type="xsd:ID"/>

name="name" type="xsd:string"/>
name="RTduration" type="xsd:integer"/»
name="succ" type="xsd:IDREF"/>
name="matype" type="sap:MessageActionType"

use="optional"/>

<xsd:attribute

</xsd:complexType>

name="effect" type="xsd:IDREF"/>

<xsd:complexType name="ScenarioType">

<xsd:choice minOccurs="0" maxOccurs="unbounded">
<xsd:element name="ActionExec" type="sap:ActExecType"/>

</xsd:choice>

<xgd:attribute
<xsd:attribute
<xsd:attribute
<xsd:attribute

</xsd:complexType>

name="id" type="xsd:ID"/>
name="execHost" type="xsd:string"/>
name="name" type="xsd:string"/>
name="priority" type="xsd:integer"/>

<xsd:complexType name="ResponseType">

<xsd:choice minOccurs="0" maxOccurs="unbounded">
<xsd:element name="ActionExec" type="sap:ActExecType"/>
<xsd:element name="SAction" type="sap:ScenarioType"/>

</xsd:choice>

<xsd:attribute
<xsd:attribute
<xsd:attribute

name="id" type="xsd:ID"/>
name="execHost" type="xsd:string"/>
name="name" type="xsd:string"/>

<xsd:attribute name="priority" type="xsd:integer"/>
</xsd:complexType>

<xsd:complexType name="SchedulingJobType">
<xsd:sequence>
<xsd:element name="SATrigger" type="sap:TriggerType"/>
<xsd:element name="SAResponse" type="sap:ResponseType"/>
</xsd:sequence>
<xsd:attribute name="name" type="xsd:string"/>
</xsd:complexType>

<xsd:element name="SchedJob" type="sap:SchedulingdobType"/>

</xs8d:schema>

Figure 5.13: XML Schema for the Source Metamodel
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1 <?xml version="1.0" encoding="UTF-8" ?>
2 <xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema”
targetNamespace="http://SchedAnalysis" xmlns:sa="http://SchedAnalysis">

3 <xsd:complexType name="SAObjModelType">
4 <xsd:choice minOccurs="0" maxOccurs="unbounded">
5 <xsd:element name="Transaction"
sa:TransactionType" />
6 lement name="SynchronousSet"
type="sa:SynchronousSetType" />
7 <xsd:element name="Object" type="sa:0bjectType" />
8 <xsd:element name="Thread" type="sa:0bjectType" />
9 </xsd:choice>
10 </xsd:complexType>
11 <xsd:element name="SAObjModel" type="sa:SAObjModelType" />
12 <xsd:complexType name="TransactionType">
13 <xsd:sequence>
14 <xsd:element name="Event" type="sa:EventType" />
15 <xsd:choice minOccurs="0" maxOccurs="unbounded">
16 <xsd:element name="Action"
type="sa:ActionType" />
17 </xsd:choices
18 </xsd:sequence>
19 <xsd:attribute name="name" type="xsd:string" />
20 <xsd:attribute name="id" type="xsd:ID" />
21 </xsd:complexType>
22 <xsd:complexType name="EventType">
23 <xsd:attribute name="name" type="xsd:string" />
24 <xsd:attribute name="Period" type="xsd:integer"
use="optional" />
25 </xsd:complexType>
26 <xsd:complexType name="subActionsType">
27 <xgd:choice minOccurs="0" maxOccurs="unbounded">
28 <xsd:element name="subAct" type="sa:subActionType"
/> -
29 </%xsd:choice>
30 </xsd:complexType>
31 <xsd:complexType name="ActionType">
32 <xsd:choice minOccurs="0" maxOccurs="unbounded">
33 <xsd:element name="subAction"
type="sa:subActionType" />
34 </xsd:choices>
35 <xsd:attribute name="id" type="xsd:ID" />
36 <xsd:attribute name="name" type="xsd:string" />
37 <xsd:attribute name="NomPri" type="xed:integer" />
38 <xsd:attribute name="synchSet" type="xsd:IDREF"
use="optional® />
39 <xsd:attribute name="belongsTo" type="xsd:IDREF"
use="optional” />
40 <xsd:attribute name="deployedOn" type="xsd:IDREF"
use="optional" />
41 </xs8d:complexType>
42 <x8d:complexType name="synchSetElementType">
43 <xsd:attribute name="ref" type="xsd:IDREF" />
44 </xsd:complexType>
45 <xsd:complexType name="SynchronousSetType">
46 <xsd:choice minOccurs="0" maxOccurs="unbounded">
47 <xsd:element name="action"
type="sa:synchSetElementType" />
48 </xsd:choice>
49 <xsd:attribute name="name" type="xsd:string" />
50 <xsd:attribute name="id" type="xsd:ID" />
51 <xsd:attribute name="CumulTime" type="xsd:integer" />
52 </xsd:complexType>
53 «<xsd:simpleType name="subActionKindType">
54 <xsd:restriction base="xsd:string">
55 <xsd:enumeration value="call® />
56
57 <xsd:enumeration value="reply" />
58 <xsd:enumeration value="computation" />
59 </xsd:restrictions>
60 </xsd:simpleType>
61 <x8d:complexType name="subActionType">
62 <xsd:attribute name="name" type="xsd:string" />
63 <xsd:attribute name="trigger" type="xsd:IDREF"
use="optional® />
64 <xsd:attribute name="compTime" type="xsd:integer" />
65 <xsd:attribute name="kind" type="sa:subActionKindType" />
66 </xsd:complexType>
67 <xsd:complexType name="ObjectType">
68 <xsd:attribute name="name" type="xsd:string" />
69 <xsd:attribute name="id" type="xsd:ID" />
70 <xsd:attribute name="ThresholdPri" type="xsd:integer"
use="optional" />
71 </xsd:complexType>
72 <xsd:complexType name="ThreadType">
73 <xsd:attribute name="name" type="xsd:string" />
74 <xsd:attribute name d" type="xsd:ID" />
75 <xsd:attribute name="ThresholdPri" type="xsd:integer"
use="optional" />
76 </xsd:complexType>
77 </xsd:schema>

Figure 5.14: XML Schema for the Target Metamodel
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rule matching the SAResponse, for example, generates an Action XML element. The
information held in the attributes associated with the generated XML elements are extracted
from the initial XML elements using XPath expressions. The XPath expression @priority,
for example, is used in the SAResponse template rule to extract the value of thé priority

attribute and assign its value to the NomPri attribute associated with the Action element.

5.4 Implementation Applied on an Illustrative UML/SPT
Model

In order to illustrate the model transformation presented in this chapter, we consider an
example system, which was introduced in [111] [112]. We provide a UML model for this
system. This model consists mainly of: (1) a UML collaboration diagram representing the
overall behavior of the system and the synchronization between the actions in the different
interacting objects, (2) a deployment diagram showing the object-to-thread allocation, and
(3) sequence Vdiagrams detailing the end-to-end transactions in the system in response to
each external event. As for the real-time requirements and schedulability information, we

use different UML/SPT stereotypes to represent them.

The overall dynamic behavior of the system is modeled by the UML collaboration dia-
gram annotated with UML/SPT stereotypes shown in Figure 5.16. This diagram shows
the different objects composing the system and their communications. It shows also that
the system reacts to three external and periodic events, which are represented using the
stereotype <SATrigger>>. For example, the external event that triggers the action A1() is
stereotyped with <SATrigger>>, which has the tagged value {RAT=(periodic,60,’ms’)}
to indicate a period of 60 ms. The actions are modeled using the stereotype < SAaction>>
and their priorities are modeled using the tag SApriority. The priority of the action
A1() is given using {SApriority =10} tag value. These different stereotypes are defined in
the schedulability analysis sub-profile, SAProfile. We use the stereotypes <CRsynch>> and
< CRasynch>> from the concurrency sub-profile, RT concurrencyModeling, to distinguish be-

tween synchronous and asynchronous actions, respectively. For example, the action A5()
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<?xml version="1.0" encoding="UTF-8"?>

<xsl:stylesheet version="1.0"

xmlns:xgl="http://www.w3.0rg/1999/XSL/Transform"
xmlns:pix="http://SAProfileSchema"
xmlns:pox="http://SchedAnalysis">

<xsl:template match="pix:Scheddob">
<pox:Transaction name="{@name}">
<xsl:apply-templates select="SATrigger"/>
<xsl:apply-templates select="SAResponse"/>
<xsl:apply-templates select="//SAction"/>
</pox:Transaction>
</xsl:templates>

<xsl:template match="SATrigger">
<Event name="{@name}" Period="{@Period}" />
</xsl:templates

<xsl:template match="SAResponse">
<Action id="{@id}" name="{@name}" NomPri="{@priority}"
belongsTo="{@execHost }">
<xsl:apply-templates select="ActionExec"/>
</Action> -
</xsl:template>

<xsl:template match="ActionExec">
<xsl:choose>
<xs8l:when test="@effect">
<xsl:choose>
<xsl:when test="@matype = 'asyncInvoke'">
<gubAction id="{@id}" name="{@name}"
compTime="{@RTduration}" trigger="{@effect}"
kind="send" />
</xsl:when>
<xsl:when test="@matype = 'syncInvoke'">
<subAction id="{@id}" name="{@name}"
compTime="{@RTduration}" trigger="{e@effect}"
kind="call"/>
</xsl:when>
</xsl:choose>
</xs81:when>
<xsl:otherwise>
<xsl:choose>
<xsl:when test="ematype = 'reply'">
<subAction id="{@id}" name="{@name}"
compTime="{@RTduration}" kind="reply"/>
</xsl:when>
<x8l:otherwise>
<subAction id="{@id}" name="{@name}"
compTime="{@RTduration}" kind="computation"/>
</xsl:otherwise>
</x8l:choose>
</xsl:otherwise>
</xsl:choose>
</xsl:template>

<xsl:template match="SAction">
<Action id="{@id}" name="{@name}" NomPri="{@priority}"
belongsTo="{@execHost } ">
<xsl:apply-templates select="ActionExec"/>
</Action>
</xsl:template>
</xsl:stylesheet>

Figure 5.15: Model Transformation XSLT Templates
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Figure 5.16: UML/SPT-annotated UML Collaboration Diagram

executed by the object 08 is annotated with the <<CRsynch>> stereotype. This means that
it is executed following a synchronous message sent by the object O as a result of the
execution of the action A1() as shown in Figure 5.16. The resulting action A6() executed
by the object 04 is also synchronous, stereotyped with < CRsynch™>. Consequently, using
the concepts defined in Section 5.2.2, the actions Al1(), A5() and A6() are the elements of

the synchronous set of A1().

The deployment diagram, depicted in Figure 5.17, shows the assignment of the different
objects to the concurrent threads and the deployment of the latter on the CPU. This is rep-
resented by a node annotated with the stereotype <SAEngine>, and the different threads
are represented by the stereotype «SASchedRes>>. Both stereotypes are defined in the
schedulability analysis sub-profile, SAProfile. The ’deployment of the threads on the CPU
is modeled using the stereotype <«GRMdeploys>> defined in the UML/SPT General Re-

source Model framework. The assignment of the objects to the threads is modeled using a

relationship stereotyped with <SAusedHost>>, defined in the SAProfile sub-profilc.

There are three end-to-end transactions in the system corresponding to. the three external
events. These transactions are described using the UML sequence diagrams annotated with

UML/SPT stereotypes, and are shown in Figure 5.18, Figure 5.19 and Figure 5.20. For
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Figure 5.18: Transaction 1 Model

example, the sequence diagram shown in Figure 5.18 models the transaction associated
with the first external event. This is modeled using the stereotype <SATrigger>> and its
arrival pattern (periodicity) is modeled using the tag value {RAT=(periodic,60, ’ms’)}.
The stereotypé <« SAResponse>> is used to model the root action in the transaction while
< SAaction’®» is used to model the subsequent actions ahd/or any of their nested actions
(sub-actions). The priorities of the actions are modeled using the tag value SAPriority
while the computation time of an action is modeled using the tag value RTDuration from

the RTtimeModeling sub-profile of UML/SPT.
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5.4.1 Using the ATL Transformation

The model showed in Figure 5.21 is in the Ecore format. It represents the schedulability
analysis information in our example system. This model is valid with respect to the source
metamodel described in the previous section. The transformation is then run using an ATL
launch configuration in the Eclipse ATL IDE. The execution of the model transformation
generates model shown in Figure 5.22. We highlight the different actions along with their

sub-actions corresponding to the first transaction and the corresponding synchronous set.

5.4.2 Using the XML-based Transformation

The XML document that gathers the schedulability analysis information corresponding to
the first end-to-end transaction of the previous model is shown in Figure 5.23. This XML
document has been validated against the schema defined in Section 5.3.5 using the open
source Xerces XML parser from the Apache XML project [104].

We have used the Xalan XSLT processor [103] to execute the transformation. Xalan is
an open source Java tool that takes as input the previous XML document and the XSLT
stylesheet and generates a new XML document. This is valid with respect to the target
schema presented in Section 5.3.5. Figure 5.24 shows the XML document generated by the
XSLT processor. This XML document represents the model which is expected as input
by the schedulability analysis tool. - The UML object diagram shown in Figure 5.25 is a
graphical representation of a part of the model corresponding to the transaction triggered
by the first external event, where the synchronous set, objects, and threads are omitted for

simplicity.

5.4.3 Schedulability Analysis Tool

The model represented by the XML document is then provided as input to the schedulability
analysis tool. This tool is a Java implementation of the multi-threaded version of the
schedulability analysis technique presented in [112]. The output for example is given in

Figure 5.26. The results show that the end-to-end response times associated with each
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<?xml version="1.0" encoding="UTF-8"?>

<sap:SchedJob name="Jobl"
xmlns:sap="http://SAProfileSchema"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemaliocation="http://SAProfileSchema SAProfileSchema.xsd">

<SATrigger name="Trl" Period="60"/>

<SAResponse name="R Tri" id="RTrl" priority="10" execHost="0l">
<ActionExec name="all" id=" all" RTduration="5" succ=" al2"/>
<ActionExec name="al2" id=" al2" RTduration="1" succ="_al3"
matype="asyncInvoke" effect=" A4"/>
<ActionExec name="al3" id=" al3" RTduration="1" succ="_al3"
matype="syncInvoke" effect="_A5"/>

<SAction name="A4" id=" A4" priority="6" execHost="04">
<ActionExec name="a4l" id="_a41" RTduration="5"/>
</SAction>

<SAction name="A5" id=" A5" priority="10" execHost="03">
<ActionExec name="a51l" id=" a51" RTduration="2" succ=" a51"/>
<ActionExec name="a52" id=" a52" RTduration="1" succ="_a53"
matype="syncInvoke" effect=" A6"/>
<ActionExec name="a53" id="_a53" RTduration="1" watype="reply"
/>

</SAction>

<SAction name="A6" id=" A6" priority="10" execHost="04">
<ActionExec name="a6l" id=" a6l" RTduration="4" succ=" a62"/>
<ActionExec name="a62" id="_a62" RTduration="1" matype="reply"
/> '

</SAction>

</SAResponse>
</sap:SchedJob>

Figure 5.23: XML Document for Source Model
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1 «<?xml version="1.0" encoding="UTF-8" ?>
<pox:Transaction xmlns:pox="http://SchedAnalysis"

2

> o

11
12
13
14
15
16
17
18
19

20
21

xmlns:pix="http://SAProfileSchema" name="Jobl">

<Event Period="60" name="Trl" />
<Action belongsTo="01" NomPri="10" name="R Trl" id="RTrl">
<subAction kind="computation" compTime="5" name="all"

id=" all" />

<subAction kind="send" trigger="_A4" compTime="1"
name="al2" id=" al2" />
<subAction kind="call" trigger="_A5" compTime="1"
name="al3" id="_al3" />

</Action>

<Action belongsTo="04" NomPri="6" name="A4" id=" A4">
<subAction kind="computation" compTime="5" name="a4l"

id="_a4l" />
</Action>

<Action belongsTo="03" NomPri="10" name="A5" id=" A5">
<subAction kind="computation" compTime="2" name="a51"

ig=" a51" />

<subAction kind="call" trigger="_A6" compTime="1"
name="a52" id=" a52" />
<subAction kind="reply" compTime="1" name="a53" id="_a53"

/>

</Actions

<Action belongsTo="04" NomPri="10" name="A6" id=" A6">
<subAction kind="computation" compTime="4" name="a61"

id=" a6l" />

<subAction kind="reply" compTime="1" name="a62" id="_a62"

/>
</Actions
</pox:Transactions

Figure 5.24: Generated XML Document for the target Model
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Figure 5.25: Schedulability Analysis Model
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Transaction Jobl
Instance | Arrival | Finish | Response E2E Response
Time Time

Al 1 0 28 28 28
A4 1 0 161 161

2 60 166 106 161

3 120 171 51
AS 1 0 21 21 21
A6 1 0 15 15 15
Transaction Job2
A2 1 0 59 59 59
A7 1 0 49 49 49
A8 1 0 161 161 161
A9 1 0 108 108 108
Transaction Job3
A3 1 0 156 156 156
AlQ 1 0 146 146 146
All 1 0 836 836 836

Figure 5.26: Schedulability Analysis Results

transaction.

5.5 Related Work

In this section, we discuss the main related research work. We can distinguish’ three groups
of research. The first group is directly related to the idea of using MDA as an integrating
framework for the models used for software design and the models used for the analysis of
nonfunctional properties. The second group is focussed on the schedulability analysis of
object-oriented design models. The third group includes works on model transformation in

general and the languages used to express these transformations.

A significant research work uses MDA as an integrating framework for software modeling,
validation and testing. The commbn objective is to use MDA to bridge the gap between
UML design models and several models used by analysis techniques. Gu et al. [46] pre-
sented an XML-based transformation of UML models annotated with UML/SPT stereo-
types for performance to LQN performance models. Verdickt et al. [124] presented an MDA-
based approach where high-level middleware-independent UML models are transformed into

middleware-aware UML models. Skene et al. [119] introduced an MDA-based approach
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leveraging the UML profiling mechanisms to allow for the derivation of performance anal-
ysis models, such as LQN, from UML design models. D’Ambrogio [21] presented a model
transformation framework for the validation of software system performance throughout
the development cycle. This framework enables transforming software models into layered
queuing network models. This approach relies on the principles of the MDA and makes
use of the related standards such as MOF, QVT and XML to achieve the objectives of
high automation, inter-operability, and finally software system quality. Other MDA-based
approaches have been proposed in order to shift traditional testing techniques to the model
level [9], [129].

The integration of object-oriented design using UML-RT [116], which is a UML profile that
extends UML with concepts defined in ROOM methodology [114], and real-time schedula-
bility analysis has been addressed by Saksena et al. [111] [112]. Gu et al. [47] presented
an approach geared to the automatic synthesis of a UML-RT model and its schedulability
analysis. The motivation behind these approaches was mainly the application of object-
oriented methodologies to manage the increasing complexity of embedded real-time software
systems. Although these approaches showed how to adapt and/or apply schedulability anal-
ysis techniques on object-oriented models, they did not address the issue of how the task
models used in these schedulability analysis techniques could be derived from UML-based
design models.

Finally, model transformation is a cornerstone activity in the model-driven devélopment
approach and MDA. Many languages can be used to express model transformation, includ-
ing OCL, scripting languages, XSLT, etc. The object constraint language (OCL) [94] is an
integral part of UML that is used to specify constraints on UML models and metamodels.
OCL has also been used to express platform independent model transformation [16], [18],
[32], [65]. Poress [102] presented a scripting language for model manipulation. This is an
extension of Python for the manipulation and transformation of MOF-based models. XML
is a common means to represent models mainly through the XMI standard. Poon et al. [101]
used XML as an interchange format for real-time data and proposed an XML repository
for real-time data in the form of XML documents. This is important for inter-operability

between diverse real-time applications. In this work, the premises of a Real-Time Mark Up
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language were outlined. This language is defined through an XML schema corresponding to
the time-related mechanisms and timed stimulus domain models defined in the time pack-
ages of UML/SPT. Consequently, XSLT is an effective way to transform models expressed
with XML. XSLT has some drawbacks, however, such as its verbosity, expertise requirement
in MOF [93] and XMI [89] and lack of user-friendliness. Peltier et al. [73] presented a model
transformation framework, called MTrans, which relies on XSLT to transform models but
provides higher abstractions to alleviate XSLT shortcomings. Model transformation tech-
nology is maturating with the adoption of OMG QVT standard [88]. ATL it was designed
in response to the OMG MOF2.0 /QVT RFP [86]. Although ATL evolved in parallel to the
OMG standardization process, it is aligned with the standard [61]. ATL is used in different
approaches addressing a variety of isksues including model checking [12], model consistency

checking [43], architecture migration [8] and web services [11] [98].

5.6 Conclusion

Model-driven architecture is a software development approach that advocates the separation
of the business/application logic from the underlying technology used for its implementation.
This helps to overcome the complexity in the problem domain and in the technology domain
separately. MDA aims at achieving this goal using two key concepts, models and model
transformations. In terms of models, MDA distinguishes platform independent models and
platform specific models . Model transformations are defined and used to (automatically)
generate PSMs from PIMs. Several languages have been proposed and used to express

model transformations including OCL, XSLT and QVT.

MDA allows to bridge the semantic gap between the concepts in the problem domain and
in the technology domain. This same framework is useful to address the challenging issue
of closing the gap between the design modeling concepts and the analysis-specific concepts,
which has driven several researchers to use MDA as an integrated framework for software
modeling and analysis. Most of this research has been on performance analysis. Our ap-

proach targets schedulability analysis, which is important for the validation of real-time
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designs. The advantage of an MDA-based approach is to create a tool chain that masks
the inherent difficulties of the formal methods used in software validation to the software

engineer and consequently helps to increase software quality.

In this chapter, we have discussed a model transformation allbwing for the derivation of
a task model, suitable for a schedulability analysis technique, from an UML/ SPT model.
As a proof of concept, we have presented a prototype implementation of this transforma-
tion using ATL and XML. The ATL-based implementation consists in a specification of
the involved metamodels using KM3 language and the specification of the transformation
rules using ATL. As for the XML-based implementation, we have proposed XML schemas
corresponding to the metamodels and specified the transformation rules using XSLT. We
have illustrated the transformation process with an example using Eclipse ATL IDE for the
first implementation and open source tools for the XML-based one.

The solution we have presented in this chapter presents some limitations, however, which

can be summarized as follows:

e The transformation takes as input the information modeled using UML/SPT stereo-
types. These stereotypes are not models on their own but afe closely linked and
represented in a UML design model. We assume that the information needed by the
transformation is extracted from the UML design model. Very few tools, however,
implement the UML/SPT stereotypes, but we expect this to change in the near future
with the new UML profile, MARTE [97].

e The feedback given by the schedulability analysis tool is limited to determining if an
end-to-end transaction is schedulable or not. This is useful, but a more fine-tuned
diagnostic such as which object-to-thread allocation is the cause of a missed deadline
would be more informative. In addition, the only way to reflect the results of an
analysis into the original design model is through some variables in the UML/SPT

stereotypes, which is a UML/SPT intrinsic limitation [10].
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Chapter 6

Cohsistency of UML/SPT Models

UML provides a multitude of diagrams, which can be used to model the structure, the be-
havior and the deployment of the system under consideration. This is very advantageous to
cope with software complexity. On the other hand, these different views may lead to incon-
sistencies. Moreover, when UML is used to model real-time systems through its profiles for
real-time such as the OMG standard, UML/SPT [91] and MARTE [97] for example, new
aspects need to be taken into account, namely concurrency, time constraints and schedula-
bility. These aspects may contribute to worsen the consistency issue.

UML’s built-in consistency mechanisms are limited to a set of well-formedness rules ex-
pressed in the metamodel using OCL. Higher level consistency concepts are, however, not
accounted for at the language level. Considering the complexity of a UML/SPT model,
Which is composed of several UML diagrams and which captures in addition aspects such
as concurrency and time constraints using appropriate stereotypes defined in the profile, it
is difficult to provide one definition of consistency. An incremental approach to consistency
of UML/SPT models, which distinguishes, respectively the syntactic and semantic levels,
is more appropriate. The semantic consistency can be further decomposed into behavioral,
concurrency-related and time consistency.

In this chapter, we focus particularly on inter-diagram consistency in a UML/SPT model.
First, we present a consistency framework for UML/SPT models. In this framework, we
define the consistency of UML/SPT models in terms of syntactic consistency and semantic

consistency. The latter is defined further in terms of behavioral consistency, concurrency-
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related consistency and time consistency. Second, we focus on time consistency of behavioral
diagrams of UML/SPT models, namely statecharts and sequence diagrams. We introduce
an approach that relies on schedulability analysis. In order to do so, we show how a
UML/SPT-based schedulability analysis model is generated from statecharts and sequence
diagrams. Our model transformation approach presented in Chapter 5 is then used to enable
appropriate schedulability analysis techniques and consequently check the time consistency

of the model.

6.1 Railroad Crossing System Model using UML/SPT

In this section, we introduce a UML/SPT model for the Generalized Railroad Crossing Sys-
tem (GRCS) [50], which we will use throughout this chapter. This system controls a gate in
a critical region to protect a railroad crossing as depicted in Figure 6.1. A set of trains can
traverse the crossing in parallel using different tracks. The system uses sensors to detect an
entering/exiting train to/from the critical region. The GRCS should satisfy certain time
requirements as depicted in Figure 6.2. The fastest train takes tapproacn to reach the gate
after entering the critical section and it takes tcrossing t0 cross the gate section. A closed
gate takes ty, to open fully while an open gate takes tgoum to close completely.

Structure View: The class diagram in Figure 6.3 shows the static structure of the design.
The system is composed of two concurrent entities TrackController and GateController,
which are annotated with the stereotype <CRconcurrent>>. They use the passive objects,
TrackHandler and Gate, respectively. Clock is a timer, annotated with the stereotype

< RTtimer:>, and it is used by the TrackHandler entities to keep track of the time progress.
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Figure 6.3: Generalized Railroad Crossing Structure View

The entity Sensor represents the Sensors.

Behavior View: The most important interactions between the entities defined in the
system structure along with their time requirements are given in the sequence diagrams
shown in Figure 6.4, Figure 6.5, Figure 6.6 and Figure 6.7. The detailed design is modeled
using UML statecharts. These describe the internal behavior of each entity. The state-
charts corresponding to the TrackController, TrackHandler, GateController and Gate

are depicted in Figure 6.9, Figure 6.8, Figure 6.10 and Figure 6.11, respectively.

6.2 Framework for Incremental Consistency of UML/SPT
Models

An UML/SPT design model of a real-time system is an UML model that captures in ad-
dition concurrency and time constraints. As such, it is composed of several UML diagrams
annotated with stéreotypes to describe concurrency and time constraints. It is not straight-
forward to provide a single and comprehensive definition for consistency of UML/SPT
models. The consistency issue of these models can be summarized as shown in Figure 6.12.
We distinguish between intra-diagram and inter-diagram consistencies. Intra-diagram con-

sistency concerns one type of diagrams, also called one view of the system. For such kind of
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Figure 6.12: Consistency of UML/SPT Models

consistency we are concerned for instance with the well-formedness of the diagrams, which
can be checked using UML well-formedness rules expressed in the metamodel using OCL.
These rules help in obtaining UML diagrams that are well-formed with respect to the ab-
stract syntax. The semantic consistency of each view is important. This is usually referred
to as (semantic) correctness, and is particularly imporﬁant in the case of behavioral diagrams
like sequence diagrams or statecharts. This kind of consistency is well studied by formal ver-
ification community that investigated thoroughly the behavioral correctness and the timing
correctness of such diagrams. Similarly to intra-diagram consistency, inter-diagram con-
sistency, can be syntactic or semantic. Semantic consistency includes, in addition to the

behavioral consistency, concurrency-related consistency and time consistency.

6.2.1 Syntactic Consistency

This consistenéy includes the well-formedness of each individual diagram in the model,
which can be checked using UML built-in well-formedness rules. In addition, syntactic con-
sistency is an inter-diagram static property. The syntactic elements used in the overlapping
diagrams should be coherent and compatible. For instance, it can be defined for sequence
diagrams and statecharts composing a UML model [67]. Several approaches in the literature

[563] address the consistency of a UML model at the syntactical level.
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Example

The model described in Section 6.1 is not syntactically consistent. In the sequence diagram
depicted in Figure 6.6, TrackHandler sends a message close to GateController. This
requires a link between two instances of these classes to enable this communication. There
is no association between these classes in the class diagram. Consequently, the class diagram

and the sequence diagram in Figure 6.6 are syntactically inconsistent.

6.2.2 Semantic Consistency

The semantic consistency is a dynamic property. We distinguish the behavioral consistency
for general-purpose UML models from concurrency-related consistency and time consis-

tency, which are specific to UML/SPT models.

Behavioral consistency

Behavioral consistency is defined for the diagrams used to describe the dynamic behavior
of systems. These are mainly the sequence diagrams and statecharts, which capture two
different perspect’ives of the system behavior. Indeed, a sequence diagram describes a partial
behavior of the system, which is a particular run/execution of the system. On the other
hand, a statechart is a comprehensive description of the behavior of a single object/class.
Consequently, a set of sequence diagrams and statecharts model a consistent behavior if
the interactions modeled by each sequence diagram can be generated by a particular run
of the statecharts associated with the objects involved in the sequence diagram. This can
be checked for example by mapping the statecharts and the sequence diagrams to a timed

automata formalism [64].

Concurrency-related Consistency

It comes on top of behavioral consistency to capture issues specific to concurrency in
UML/SPT models. It is related to the concurrency choices that are expressed in UML/SPT
models. Concurrency design choices are important to use efficiently the system resources

in order to satisfy time constraints. However, concurrency is likely to lead to issues such
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Figure 6.13: Track Controller with Sequential Track Handlers

as deadlock and other race conditions. Concurrency modeling with UML/SPT is done
with stereotypes defined in the RTConcurrencyModeling package. The semantics of these
stereotypes is defined by the concurrency domain model. We have given a formal defini-
tion for this domain model using timed automata in Chapter 4 and have shown how this
enables the usage of model checking techniques for detecting concurrency related problems
in UML/SPT models.

Example. Let us consider the model discussed in Section 6.1 with two tracks. Figure 6.13
shows the timed automaton corresponding to the class TrackController. This timed au-
tomaton is generated using the techniques introduced in Chapter 4. UPPAAL [69] shows

that the CTL expression 6.1 is satisfied.

A0((TrkHd1l1.Crossing or TrkHd1l1.Crossing) and gt.Up) (6.1)

This expression models the possibility that a train is crossing the gate section while the gate
is open. This problem is due to a flawed concurrency design choice where TrackHandler en-
tities are passive objects. They use the thread of control of their associated concurrent unit,
TrackController, to proceed and meanwhile the latter is blocked (i.e. in the wait sate).
Any inputsensor received is then missed and conseqilently the train can cross the gate after
the TrackController has send an open message to the GateController. TrackHandler

should then be concurrent.
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Time Consistency

It comes on top of behavioral and concurrency related consistencies. It is related to time
constraints expressed using UML/SPT time stereotypes. We distinguish two kinds of time
consistency in UML/SPT models: The logical time consistency of sequence diagrams and

the detailed design time consistency. We elaborate on time consistency in Section 6.4.

6.3 Formal Notation and Definitions

We present in this section a formal notation for the UML behavioral diagrams, sequence
diagrams and statecharts. Similar ones have been presented in the literature [67] [71]. We
use this notation to define formally the behavioral consistency between a set of sequence

diagrams and a set of statecharts.

Definition 6.1 A sequence diagram SeqD is a tuple <O, E, V, Label> where:

O is the set of objects.

o E = SUR is the set of events.

eV C SxR

Label : V — M Names is a labeling function and MNames is a set of messages names.

A sequence diagram describes a sequence of message events. Each message m is associ-
ated with two causally ordered events, a send event, send(m) € S, and a reception event,
receipt(m) € R, respectively. Semantically, a sequence diagram is seen as a partially or-
dered set of events. In the following Object : E — O is a function mapping an event to the

object on which it occurs.

Definition 6.2 The semantics of a sequence diagram SeqD <O, E, V, Label> is defined

by the structure (E, <) where < is defined as follows:
oV (ei,ej) EV = e < e;
e Ve;,e; € E and Object(e;) = Object(e;) and t(e;) < tle;) = €; 2 g5
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We define the function Hf D . pr x O — E* as the projection of the sequence of events
induced by a sequence diagram SeqD on an object 0 € SeqD.O. This function yields a
totally ordered set of events because all the events associated to one object are ordered.

In the following, we consider a formal definition of a simple statechart. This definition omits,

for the sake of simplicity, other features of statecharts such as sub-states, pseudo-states, etc.

| Definition 6.3 A statechart SC is a tuple <8, E, A, T> where:
e S is the set of states.

e FE is the set of events.

e A is a set of actions.

e T:Sx ExA— S a transition relationship.

The operational semantics of a statechart is defined informally in the UML metamodel [92].
Moreover, there are several proposals in the literature for the formal description of the UML
statecharts semantics [99]. In the following, we assume that the predicate IsARun(sc, se) is

true if the events sequence se corresponds to a valid transition sequence of the statechart sc.

Using the previous notation, we can define the behavioral consistency between a sequence

diagram and a set of statecharts as follows:

Definition 6.4 A sequence diagram SeqD and set of statecharts SC = {o.sclo € SeqD.O}

model a consistent behavior if and only if:
YV o€ SeqD.O, IsARun(o.sc, Hosqu):Tme

Consequently, the behavioral consistency between a set of sequence diagrams and a set of

statecharts can be defined as follows:
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Definition 6.5 A set of sequence diagrams SEQD = {SeqD1, SeqDs, .., SeqD,} and a set
of statecharts SC = {Scy, Sc, ..., Scm} define a consistent behavior if and only if each se-
quence diagram SeqD; € SEQD and the set of statecharts SC' = {o.sc € SC|o € SeqD;.0}

define a consistent behavior.

6.4 UML/SPT Time Consistency

In this section, we present an approach for the verification of the time consistency of UML
statecharts with respect to a set of sequence diagrams capturing the time constraints. We
assume that each sequence diagram models a system end-to-end transaction in response to
an external event. The main idea underlying our approach is to use schedulability anal-
ysis as a means to check the time éonsistency. Indeed, a sequence diagram captures an
interaction subject to a specific time constraint. As a result, a sequence diagram induces a
sequence of state transitions in each statechart. This transition sequence involves a sequence
of computations/actions. The statecharts are consistent with a set of sequence diagrams if
and only if all the computations executed by the statecharts and induced by the different
sequence diagrams are schedulable in the context of a particular deployment environment.
This means that in such a deployment environment, in the worst-case scenario, all these
computations can be completed within the deadlines resulting from the time constraints.

Our abproach is to rely on an appropriate schedulability analysis technique. In order to
do so, we generate a UML/SPT-based schedulability analysis model from the statcharts,
“the sequence diagrams and a deployment model. The latter describes platform-dependent
information such as CPU characteristics, shared resources, threads, priorities, etc. This in-
formation allows to determine the worst case execution time (WCET) of the different actions
in the deployme‘nt environment using techniques such as [27]. The generated UML/SPT
model is an instance of the schedulability analysis domain model defined in the SAprofile
package of UML/SPT. This model captures the system externalkevents and the correspond-
ing system responses. These are composed of the actions executed by the different objects
and that are allocated to the different available threads. This model can then be supplied

for schedulability analysis. We have defined in Chapter 5 an approach for transforming
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Figure 6.14: UML/SPT Model Time Consistency

UML/SPT models into task models suitable for schedulability analysis. In the following,

we elaborate on the main parts of our approach, which is outlined in Figure 6.14

6.4.1 Logical Time Consistency Validation

The time constraints captured using sequence diagrams should be logically consistent. This
is necessary otherwise no behavior would satisfy contradictory time constraints and hence
no possible implementation. The techniques proposed in [131] can be used for this step.
These techniques allow for checking time consistency in MSC specifications. These can
be adapted to check the consistency of UML/SPT time constraints modeled with UML

sequence diagrams.
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Figure 6.15: Compiled Domain Model supporting Schedulability Analysis from UML/SPT

6.4.2 UML/SPT Model Generation

In this section, we focus on the step of UML/SPT-based schedulability model generation.
The generated model is an instance of the domain model illustrated in Figure 6.15. We
have compiled this domain model from the dynamic usage model, the concurrency model
and the schedulability analysis domain model defined in UML/SPT standard [91].

Our general procedure to generate this model is outlined in Algorithm 4. The objective
of Step 1 is to determine the set of computation units executed by the statecharts and
triggered by the reception of an event. These computation units are composed of all the
actions executed by the statechart in a run-to-completion step. These actions include those
executed in entry of a state, the exit of a state and the transition. In order to do so, the set

of events in the sequence diagram is partitioned using the projection function Hfqu defined
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earlier. This yields a totally ordered set of events per object, tr,,. This set is then restricted
to the reception events as these are the computations triggering events, trg. The set of
computations units per object, Action,,, is then determined using these reception events
by a function get R2C(Statechart, event), which computes for each statechart the different
actions executed at the reception of an event. These computation unit‘s correspond to the
class SAction in the domain model shown in Figure 6.15. The corresponding stereotype
provided by UML/SPT is <SAction>>. In Step 2 and Step 3, the relationship between the
determined computation units is established. This relationship is either a sequentiality or
a causality relationship. The sequentiality relationship captures the sequence of ActionFx-
ecutions within a Scenario/SAction as shown in the domain model in Figure 6.15. This
is determined using the order of the reception events associated to one object trg. The
causality relationship corresponds the causality domain model defined in UML/SPT and
shown in Figure 6.16. This is determined using the order relation between the send event
and reception event. We assurhe that the predicate gen(a,e€) is true when the execution of
the action a generates the event e and the predicate trigger(e,a) is true when the event e
triggers the execution of the action a. The final step, Step 4, in this procedure integrates
the deployment information in the generated model. This information is provided by a

deployment model and includes for example the worst case execution time, the priority of
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each action, the deployment of the actions on the available threads.

Algorithm 4 UML/SPT-based Schedulability Model Generation
Input:
let SeqD <O, E, V,Label> be a sequence diagram
let SC = {0;.sc|Vo; € O} be a set of associated statecharts
Step 1: Actions determination
for all o; € O do
Step 1.1: Event partition
let tro, — M52 = {e,.., €ours -os €0irn }
Step 1.2: Event restriction to receptions
let trR —tro, N\R = {e}, ,e€l ,.., o }
Step 1.3: Run to completion steps
let Actiono, <« Uj<k{getR2C(0;.5c,¢€5,;)}
end for
let Actions = U,,ecoAction,,
Step 2: Sequentiality relation
€ ={(aj,ax)la;j, ax € Actions AJo; € O A ey, e;, € trl A € = €05t
Step 3: Causality relation
¢ = {(ai,aj)|ai,a; € Actions A Je,e’ € E A (e,€e') € V A gen(a;, ) Atrigger(e,a;)}
Step 4: Deployment information integration ’
for all q; € Actions do
let (a;.weet, a;.priority, a;.thread, ...) «— deploys(a;)
end for

6.4.3 Schedulability Analysis Phase

In Chapter 5, we have defined a metamodel based transformation. This transformation
allows to derive a task model expected by the schedulabilityr analysis technique defined in
[112] from a UML/SPT model. For this step of our approach, we use this model transfor-
mation to enable the schedulability analysis. The analysis allows for computing the worst
case response time for each action in each end-to-end system transaction. The design model
is schedulable if all the response times satisfy the deadlines. In such a case the statecharts
are consistent with the time constraints expressed in the sequence diagrams assuming the

deployment environment provided by the deployment model.
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6.4.4 Application to Railroad Crossing Model

As an example to illustrate the application of Algorithm 4, we consider three important
scenarios, which are the arrival of a train to a critical section (sequence diagram SegD1),
a train reaching a point where the gate has to be closed (SeqD2) and a train exiting the
section (SeqD3). Figure 6.17, Figure 6.18 and Figure 6.19 show, respectively, the process of
determining the actions executed by the different statecharts and induced by the sequence
diagrams. Figure 6.20 shows the results of the causality and sequentiality relationships and
the obtained end-to-end transactions in the system. The obtained UML/SPT model after
integration of deployment information is shown in Figure 6.21. This model is then supplied
for schedulability analysis [112], after its transformation into a suitable task model using
our approach defined in Chapter 5, in order to check the time consistency of the design

model.

6.5 Related Work

Consistency is an important issue in the context of UML modeling. This led to an extensive
research work [6], [63]. A classification of the consistency issues in terms of horizontal/ intra-
model and vertical/inter-model in UML modeling has been pointed out in [31] and in [53].
The closest work to ours is probably [67], which distinguishes syntactic and semantic con-
sistency and singles out temporal consistency as a particular case of semantic consistency.
The focus in this work was put on the time constraints although the modeling language
considered, UML-RT, does not have any provision for expressing time constraints. In [72],
an approach was presented to check the consistency of real-time system specifications using
sequence diagrams. This approach is based on a linear programming algorithm to check
the consistency of time constraints in a sequence diagram and a composition of sequence
diagrams. Time consistency in MSC based on a formal semantics for MSC has been inves-
tigated in [131].

The transformation of UML artifacts used to model dynamic behavior into timed automata
for purposes of verification and consistency checking has been the focus of several research

works including [28], [64]. Firley et al. consider in [28] an approach to transform sequence
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Figure 6.20: End-to-End Transactions Induced by the Sequence Diagrams
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Figure 6.21: Generated UML/SPT-based Schedulability Model
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diagrams with time constraints to observer timed automata. Knapp et al. address in [64]
the issue of consistency between the main UML artifacts used to model the real-time system
dynamic behavior: timed state machines and sequence diagrams with time constraints. The
former express the detailed design of the system and the latter specify the main scenarios.
This work proposed a technique for the verification of the consistency between the two views
based on UPPAAL timed automata. The timed state machines are compiled into timed
automata and the sequence diagrams annotated with time constraints are transformed into
observer timed automata. The latter transformation is a slight extension to the technique
proposed in [28]. The model checker UPPAAL is then used to verify the timed automata
with respect to the observer timed automata. This technique is embodied in a prototype

tool called HUGO/RT.

6.6 Conclusion

UML Model consistency is a challenging issue. It becomes worse when aspects such as
concurrency and time constraints are taken into account. We presented in this chapter a
framework for an incremental definition of the consistency in UML/SPT models. Within
this framework, we address respectively the syntactic and semantic consistency, which in-
cludes in addition to behavioral consistency, the concurrency-related consistency and time
consistency as these are important features of UML/SPT models. Considering the time
consistency of UML/SPT models, we focused on the consistency of a set of statecharts with
respect to time constraints modeled using sequence diagrams. Our approach to address this
issue is to use schedulability analysis techniques. We showed how to generate UML/SPT
model supporting such schedulability analysis techniques from statecharts and sequence
diagrams. This model can then be further transformed té appropriate task model using
techniques such as those we presented in Chapter 5.

The approach based on schedulability analysis for checking time consistency between stat-
echarts and sequence diagrams provides however a limited feedback to the designer. There
are other important questions that need to be addressed in future work. Indeed, when

the analysis shows that a design model is not time consistent, what can be done to fix
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the inconsistency? Is it possible to provide more fine-grained feedback in pointing out the
origin of the inconsistency? What changes can be operated on the design model and/or the
deployment environment that might fix the problem? These remain open questions in this

thesis.
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Chapter 7

Conclusion and Future Work

Real-time software systems are depioyed nowadays in many applications, including home
appliances, automotive, avionics, military applications, to mention just a few éxamples.
These systems should be logically correct and should satisfy a set of time constraints. In
addition, they are reactive and concurrent in order to handle the different concurrent events
that come from the environment in which these systems are deployed. Such characteristics
make the design of real-time softwaré systems complex and challenging.

Modeling is an important engineering activity, which relies on using models to raise the
abstraction level. This widens the engineers visibility and increases their control over the
complexity of the systems they are building/managing. The model-driven approach is
therefore adequate to address the complexity issue of real-time software systems.y It is very
advantageous to use models with rigorous semantics. This enables the verification and the
validation of designs and potentially the automatic synthesis of implementations. Taking
advantage of the models in the design of systems in general and real-time software systems
in particular requires two components of paramount importance: a modeling language and
a model-based development methdology/process.

The Unified Modeling Language is the de facto standard modeling language for software-
intensive systems. UML is successful because it is a visual language and therefore it is intu-
itive; it is a multi-view modeling language addressing different aspects of a system which is
very importance to deal with systems complexity; and finally, it is adaptable. Indeed, UML

is custornizable to different domains through its extensibility mechanisms and profiles. The
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success of UML led to a surge of the interest in using UML by system engineering commu-
nity, system-on-chip community, and the real-time software systems community. UML is
adapted in these domains through specific and standard profiles such as the UML profile for
system engineering (SysML) [95] and the UML profiles for systems—on—chip [96]. The most
important UML profile for embedded and real-time systems is the OMG standard called
UML profile for schedulability, performance and time [91]. This profile is in the process of
a major revamp to lead to MARTE [97].

7.1 Contributions

In this thesis we have focused on the following issues:

e Limitations in UML/SPT expressiveness with respect to some real-time requirements

modeling needs.

e Lack of formal semantics which limits the possibility of automatic manipulation of
UML/SPT models. The domain models of this profile (i.e. its metamodel) have their

semantics defined in English.

e UML/SPT is designed to support schedulability analysis of real-time software systems.
There is however a semantic gap between UML/SPT models and the task models
expected /used by well-established real-time analysis techniques. It is then important
to close this semantic gap in order to enable the application of these techniques for

the validation of the schedulability property of a UML/SPT model.

e While the fact that UML provides a multi-view approach, through a multitude of
diagrams, is advantageous to cope with software systems complexity, this, on the other
hand, may lead to inconsistencies. Moreover, using UML/SPT to model real-time
systems, new aspects are taken into account, namely concurrency, time constraints,

and schedulability. These aspects may contribute to worsen the consistency issue.

Considering the complexity of a UML/SPT model, which is composed of several UML di-

agrams and which captures in addition aspects such as concurrency and time constraints
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using appropriate stereotypes defined in the profile, it is difficult to provide one straightfor-
ward definition of the consistency of a UML/SPT model. We adopt an incremental approach
to the verification of the consistency of UML/SPT models. We distinguish, respectively the
syntactic and semantic levels. With regard to semantic consistency, we further decompose
it into behavioral, concurrency-related, and time consistency.

QOur main contributions in this thesis can be summarized as follows:

e A survey of the different UML profiles used to model real-times systems proposed in
the academia/industry and an assessment of their capabilities and limitations with
respect to a variety of criteria such as formal foundation, supported analysis and tool

support.

o A definition of an extension of UML/SPT using the UML extensibility mechanisms
and the profile definition methodology. This extension enables to capture in a UML/SPT
model multicast communications, which are required to model the behavior of proto-

cols used in distributed real-time systems, such as RMTP2.

e A formalization of the semantics of UML/SPT concurrency domain model using the
formalism of timed automata. This formal semantics enables using model check-
ing techniques in order to verify the concurrency-related consistency of a UML/SPT

model.

e A definition of an MDA-compliant approach to bridge the semantic gap between task

models used by schedulability analysis techniques and UML/SPT models.

e A prototype implementation of this approach using both a high level model trans-
formation language (ATL) and a low-level implementation using XML technologies

(XML schema and XSLT).

e A definition of an incremental framework for the verification of the consistency of
UML/SPT models. Within this framework we address the semantic consistency of
UML/SPT models. Concurrency-related consistency is checked using our timed au-

tomata semantics for the concurrency domain model. The verification of the time

133



consistency is enabled through our schedulability analysis approach of UML/SPT

models.

7.2 Future Work

Several issues are left open in this thesis. They can be summarized as follows:

e The metamodeling approach used for the definition of UML profiles in general and
| which we used for the extension of UML/SPT presents an interesting issue. Indeed,
the concepts required for a certain domain could be modeled in a variety of manners,
which leads to different metamodels. For instance, two different metamodels have been
proposed in [20] and [107] for the reliability prediction domain and used to extend
UML/SPT metamodel. Therefore, it is necessary to assess the consistency between

the different profiles and extensions.

e The feedback given by the schedulability analysis tool is limited to determining if an
end-to-end transaction is schedulable or not. While this is useful, a more fine-tuned
diagnostic, such as, which object-to-thread allocation is the cause of a missed deadline
would be more informative. In addition, reflecting the results of an analysis into the
original UML/SPT design model is limited in UML/SPT to some variables in the
UML/SPT stereotypes. This is however a UML/SPT intrinsic limitation [10].

¢ Our implementation of the model transformation takes as input the information mod-
eled using UML/SPT stereotypes. These stereotypes are not models on their own but
are closely linked to the UML design model. We assume that the information needed
by the transformation is extracted from the UML design model. Very few commercial
tools, however, implement the UML/SPT stereotypes, but we expect this to change
in the near future with the new UML profile, MARTE [97].

e Our approach on using schedulability analysis to verify the time consistency of a set of
statecharts with respect to a set of sequence diagrams with time constraints provides
a limited feedback to the designer. There are other important questions that need

to be addressed such as when the analysis shows that a design model is not time
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consistent, what can be done to fix the inconsistency? Is it possible to provide more
fine-grained feedback in pointing out the origin of the inconsistency? What changes
can be operated on the design model and/or the deployment environment that might

fix the problem?

Finally, modeling, metamodeling, UML and its profiles are definitely the key con-
cepts of an effective MDD /MDA-based approach to the development and analysis of
software systems including real-time software systems. In this context, the different
profiles standardized by the OMG, including, the UML profile for system engineer-
ing (SysML), the UML profiles for systems-on-chip and the UML profile for real-time
(UML/SPT or MARTE), and the upcoming ones, form a UML-based modeling ecosys-
tem of domain specific languages. It is interesting to investigate a coherent framework
using all these different languages for a particular system requiring their modeling ca-

pabilities.
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