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Abstract

Computer Aided Design Approaches for Certain Classes of Low-Noise Amplifiers

Niladri Roy

Low-noise amplifiers (LNAs) are critical components to any modern electronic
communications system. LNAs are usually placed at the beginning of a multistage system
and are designed with high gain to suppress the noise contributions of subsequent stages.
Aside from noise and gain, other performance criteria such as, distortion effects, power
consumption, and circuit size have varying degrees of importance based on the LNA’s
destined application. It is the way in which the LNA is designed (i.e. topology selection,
design methodology, fine-tuning, etc.) that will determine how well the LNA performs.
Currently, there is no unique or systematic approach for the design of these relatively
complex circuits. Hence, the development of CAD tools for LNA design is an attractive
alternative to traditional pen and paper approaches.

This thesis can be divided into two main parts; computer aided LNA design from
an analog perspective and computer aided LNA design from a RF/microwave
perspective. Analog engineers tend to work with traditional electronic components (e.g.
transistors, resistors, inductors, capacitors, etc.). In this work, a computer aided approach
is devised which performs appropriate topology selection, design, and fine-tuning.

In the RF/microwave world, designers tend to work at higher operating

frequencies, and thus use microwave oriented components such as micro-strips and

iii



waveguides. Given the S-parameters for a specified transistor, the proposed approach
finds an input/output reflection coefficient that maximizes the LNA gain for a specified
noise-figure. The proposed CAD approach exploits “constrained line search
optimization” to increase the accuracy of the LNA circuit and to reduce the time needed
in the design process.

The CAD approaches are illustrated via practical LNA examples. The resulting

LNA designs are shown to have improved performance w.r.t the user-specifications.
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Chapter 1

Introduction

1.1 Low-Noise Amplifiers

Amplifiers are an integral component of modern electronic circuits and systems.
Specifically, low-noise amplifiers (LNAs) occupy an important subset of amplifier
applications in which noise reduction is paramount. In high-frequency high-speed
circuits/systems, noise can be highly destructive to signal integrity [1]. As such, keeping
noise at a minimum is key to the effective functionality of sensitive electronic systems
including, radio-frequency (RF) and microwave sub-circuits, wireless transceivers, and so

forth. In fact, LNAs can be found in most, if not all, wireless communications systems.



Antenna
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Voltage Controlled
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Figure 1.1 Block diagram of a typical super heterodyne receiver.

Because of the way noise propagates through a system (to be discussed in detail in
Chapter 2), LNAs are placed at the front-end of wireless receiver circuits to minimize the
overall noise of the system. For instance, in a typical super heterodyne receiver (as shown

in Fig. 1.1) the LNA is the first component after the antenna.

When designing an LNA, several performance metrics (to be discussed in detail
in Chapter 2) are to be considered, such as noise-figure, gain, power consumption, gain
compression, linearity, minimum voltage supply, etc. Additionally, these metrics are
interrelated, thereby requiring effective LNA designs to have trade-offs between them.
Deciding which trade-offs to make is often a difficult and confusing task. It is the desired
LNA application that will help determine the relative importance of each metric. For
example, in portable applications, circuit size, and power consumption are a primary

concern while in a simpler radio receiver, noise-figure takes precedence. Considering the



numerous constraints, available topologies, and varied specifications, formulating LNA
design into a single, compact optimization routine and forcing it to converge is not

practical. An alternative computer aided approach is one possible solution.

As a side note, it is important to mention that the performance of the LNA has the
potential to affect several important specifications for the overall system, such as
dynamic range, noise-figure, power consumption, circuit size, etc. It is therefore

important that the LNA be designed with utmost care and attention.

1.2 Computer Aided Design

In the past few of decades, computer aided design (CAD), or design automation,
of electronic components has greatly progressed. This is in large part due to an increase
in the overall design complexity of modern electronic circuits and systems. Further, the
sheer number of topologies available, the large amount of design procedures, and the
many possible trade-offs between metrics has made manual (traditional) design
prohibitively time consuming. Manual design processes have become, and are
increasingly becoming, obsolete. At a certain point, the number of parameters that can be
taken into account through a manual design process becomes limited. This can severely
hamper the design process. CAD design tools have evolved and aim to make the design

process simpler, faster, and more accurate.

For digital IC designers, a plethora of CAD tools, e.g. Quartus 11, Synopsis etc.,
are available. These tools not only help in the design of a digital circuit, but also facilitate

optimization of the circuit for improved performance in terms of power, size, timing, etc.
3



From a user’s perspective, these CAD tools begin with the desired response and
automatically generate the digital logic required to create the circuit. In the analog world,
CAD tools are not nearly as convenient or comprehensive. Important aspects of design,
such as topology selection, related design methodology, and circuit fine-tuning, demand a

high-level of user-expertise.

1.3 Objectives and Motivation

This thesis is primarily motivated by the desire to reduce the complexity involved
in the design of an LNA, as well as to augment the current state of available design
automation tools for analog circuit designers. Therefore, the main objective of this thesis
is to reduce the demand on the expertise of an engineer who is required to design an
effective LNA (based on CMOS technology). From an industry stand-point, this work is
practical as it means the accumulated expertises required in the design flow of a
particular circuit remains with the company even when employees leave to pursue other

personal career interests.

1.4 Thesis Qutline

In essence, this thesis provides two new CAD approaches/tools for LNA design;

one from an analog and one from an RF/microwave perspective.

Chapter 2 contains background LNA theory that is relevant to both the analog and
RF/microwave perspectives. Certain electronic phenomenons pertinent to LNAs are

explored and relevant metrics are discussed. These metrics include noise-figure, third-



order intercept point, gain compression, S-parameters, power consumption, circuit size,

and voltage gain.

Chapter 3 covers LNA design from an analog perspective. Here, several LNA
topologies, including the single-stage and multi-stage varieties, are explored. Related
design methodologies are also reviewed. The proposed CAD approach to LNA design
from an analog perspective is then presented. The chapter concludes with the application

of the CAD approach to several practical design scenarios.

Chapter 4 covers LNA design from an RF/microwave perspective. The chapter
begins with additional background theory that is pertinent to RF/microwave LNA design.
The concept of constant gain circles and constant noise-figure circles on a Smith chart are
discussed. The proposed approach to LNA design is then described for the unilateral and
bilateral cases. Finally, two practical examples are presented to showcase the usefulness

of the approach.

Chapter 5 contains a discussion on the thesis’ contributions as well as possible

future works. Finally, an Appendix for added reader comprehension is included.



Chapter 2

Theoretical Overview of LNASs

As previously mentioned, an LNA is placed at the beginning of a multi-stage
system and is designed such that its gain will help suppress the noise contributions of
subsequent stages. To appreciate this concept, all pertinent LNA metrics need to be
discussed and analyzed. Noise, gain, linearity, etc., all play a role in determining how
well an LNA performs. In this chapter, the theoretical background for LNAs is described
in detail. Each LNA metric is examined to understand how it affects the overall LNA

design.

Predominant among the LNA metrics is noise. The kinds of noise that exist as

well as how noise propagates through a system is discussed. Distortion effects on LNAs,

6



as well as different types of gain, are other important metrics to be considered. It is only
when the LNA metrics are fully understood/appreciated, that maximizing or minimizing

them for optimal LNA performance becomes possible.

2.1 Noise

2.1.1 Thermal Noise

As described in [2] and [3], noise in resistors is a consequence of Brownian
motion (i.e. a mathematical model used to describe random motion). “Thermally agitated
charge carriers in a conductor constitute a randomly varying current that gives rise to a
random voltage via Ohm’s law.” Because thermal noise is random and does not depend
on frequency (at least up until the terahertz range), it is considered as white noise (i.e. it
has a constant power spectral density throughout the frequency spectrum). Fig. 2.1 shows
a standard resistor of value Ryeisy. At temperature T (in degrees Kelvin), the charge
carriers (in this case electrons) are thermally agitated in a random manner. This motion
creates small random voltage fluctuations across the terminals. Because the motion is

Brownian in nature, over time the
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Figure 2.1 Circuit schematic illustrating a standard noisy resistor.

Rideai
AN o O

Vo) Ve h (@ 2 Ree

Figure 2.2 (a) Thevenin and (b) Norton equivalent noise models.

mean value of the voltage is zero. On the other hand, the root-mean squared (rms) voltage

over a specific frequency bandwidth B can be expressed as

V. =JakTBR , @.1)

where £ = 1.380x10-23 J/°K is the Boltzman constant. The rms Norton equivalent noisy

current can be expressed as,

i = I8 2.2)



Equation 2.1 is known as the Rayleigh-Jeans approximation. Fig. 2.2 shows the
Thevenin/Norton equivalent circuits, where the noisy resistor is replaced with a noisy
voltage/current source and an ideal resistor, Rigeq. The available noise power, P, (i.e. the

maximum power that can be delivered from the noisy source to a load), is then,

2 2
P = L B A (2.3)
2 )R 4R
or
i Y R
P, = (—-) R=i’ ia kTB. 2.4)

The above discussion relates thermal noise to resistors. The thermal noise
contributions of other devices such as transistors and diodes are analyzed by making

analytical comparisons with resistors.

Both junction and metal oxide substrate semi-conductor transistors can be
considered as voltage-controlled resistors. As such, depending on the mode of operation,
MOSFETs can contribute significant amounts of noise in on themselves. In [4], two main
sources of thermal noise are discussed w.r.z. MOS devices; drain current noise and gate

noise.

In [4], the drain current noise in field effect transistors (FETSs) is derived as,

i, =+[4kTyg B, 2.5)



where gy is the drain-source conductance when Vps =0, and y = 1 when Vpg=0. In
long-channel devices, y = 2/3 in the saturation mode of operation. In short channel

devices, experimentations have revealed that the value of y can be much higher.

In [5], a circuit model is developed to account for noisy gate current. The actual

noise current is derived as,

_ 2C 2
i, = \/ akoB L e (2.6)

5840

where Cgg is the gate-source capacitance, and 6 is approximately 4/3 in long channel
devices, and unknown in short channel devices (often estimated as 2y). As is evident,
equation (2.6) is frequency dependant (i.e. not white noise). Another interpretation of the
gate noise is presented in [6][7]. Here, a high quality factor (Q) is assumed and the

equivalent noisy voltage source is derived as,

’ 1
v, = |4kToB . 2.7
" 5840

2.1.2 Shot Noise

Shot noise or Schottky noise is first described in [8]. Shot noise arises when there
is a direct current flow as well as a potential barrier which electrons (charge carriers)
need to overcome. Hence, shot noise occurs only in devices that have a potential barrier
(i.e. non-linear devices). For instance, in bipolar junction transistors (BJT), both the base
and collector currents will be sources of shot noise. In the case of MOS devices, only the

gate current will provide a source for shot noise. Since the gate current is usually quite
10



small, shot noise does not tend to affect MOS devices. Shot noise can be described in

terms of the rms noisy current as,

7, =\241pcB , @38)

where q = 1.6x10" Coulombs is the electronic charge, and Ipc is the DC current in

amperes.

2.1.3 Flicker Noise

Flicker noise, also known as pink or 1/f noise, is inversely related to frequency. It
is caused by the random trapping and release of charge carriers by impurities or defects
on the surface in which the charge travels. Since MOSFETs are “surface” devices, they

tend to exhibit much more flicker noise than BJTs. The rms flicker drain noise current is

2
i = /?W’?& _B, | 2.9)
ox

where gy, is the transistor transconductance, Cox is the oxide capacitance , W and L are

derived as,

the lengths and widths of the gate respectively, and K is a device-specific constant. From
equation (2.9) it is clear that the flicker noise is inversely proportional to frequency.
Hence, as the frequency of operation increases, the flicker noise is reduced. The flicker
noise can be further reduced by increasing the gate area (i.e. gate area =WL). At GHz

frequencies, the flicker noise can usually be ignored.
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2.1.4 Noise-Figure

The noise factor (F) can be defined as the loss (inverse of gain) in signal-to-noise

power ratio between the input and output of a circuit or system, i.e.

_ Si/Ni _SNR, _
So/No SNR,

1, (2.10)

where S;, So, Nj, and N, represent the signal powers at the input and output, and the noise

powers at the input and output respectively. In (2.10), SNR; and SNR, are the signal-to-

Q
g

Si
N, >

Figure 2.3 Block diagram of a typically electronic amplifier.

noise power ratios at the input and output respectively. The noise-figure, NF, of a system

is simply the representation of F' in decibels. Hence,
NF =10log(F) = SNR,(indB) - SNR, (indB). (2.11)

The most ideal situation is when F = 1 and NF = 0 dB. In practice however, this is not
feasible. Consider Fig. 2.3 which depicts a block diagram of a typical electronic circuit
(in this case an amplifier) with power gain G and available noise power N,. In this case

the following equations hold true;

S. =GS, 2.12)



and
N,=GN,+N,. (2.13)

Substituting equations (2.12) and (2.13) into equation (2.10) results in a very popular

representation of the noise factor, i.e.

_GN+N, _ N (2.14)
GN, GN,

1

F

2.1.5 Noise Factor of a Cascaded System

Consider a system of n cascaded electronic components (amplifiers, filters, ezc.)

as shown in Fig. 2.4.

S G G, G : J G ,
N, " R F; K, tr F, ﬁ ¢
Figure 2.4 Noise-figure of a system of n cascaded electronic components.
The overall noise factor, Fiy, of the cascaded system can be derived as [9],
F, -1 F, -1 F -1
Fo=F+—t—t— g —-2 : (2.15)
Gl G1G2 G1G2 G3 b Gn

From (2.15), it is clear that the first stage plays a dominant role in the overall noise factor
(and by association, the overall NF). By maximizing G; and by minimizing F, the total
NF of the system can be reduced. For this reason, LNAs are design to have a relatively
high gain and relatively low NF and are placed at the front-end of any cascaded system.

13



2.2 Distortion

A linear circuit component, such as a simple resistor, exhibits a linear voltage-
current relationship. Non-linear components, such as diodes and transistors, have a non-
linear voltage-current relationship. It is this non-linearity that makes these components so
useful. Unfortunately, this non-linearity also causes problems such as gain compression,
spurious signals, increased losses, signal distortion, etc. Consider the block diagram of a
basic non-linear component shown in Fig. 2.5. Here, v; and v, represent the input and
output voltages respectively. The input-output relationship of this component can be

modeled as an n™ order Taylor series as [9],
v,=a, +ayv, +a,v +ay] +-+av’, (2.16)

where the Taylor coefficients are defined as,

a =—2 | 2.17)

1 ly=0

Equation (2.16) can be manipulated to represent most if not all non-linear
components. For example, an ideal amplifier could be represented by equation (2.16)
with a; set as the only non-zero coefficient. Non-ideal components however, have other
interfering terms in their Taylor series expansion. This effect can cause serious problems
to the given circuit. In the following sub-sections, two forms of distortion will be
discussed; gain compression and intermodulation distortion. Consequently, two new

LNA metrics will then be introduced to help characterize and account for their effects on

14



a given circuit or system. These metrics will be useful tools in the CAD approaches to be

discussed in Chapters 3 and 4.

Non-Linear
\2 Component Vo

Figure 2.5 Block diagram of a non-linear electronic component.

2.2.1 Gain Compression

The phenomenon of gain compression can be observed through the following
example. Suppose a non-linear amplifier (as in Fig. 2.5) is fed a single tone input voltage

as,
v, =V, cosm,t . (2.18)
Substituting (2.18) into (2.16) results in the following expression,

- 2 2 3 3 n n
v,=a, +a )V, cosmt +a,Vy cos” wyt +aV; cos” @yt +---+a, V' cos” ot

=(a, + %aZVOZ) +(a,V, +%a3V03)cos W, + %aZVo2 cos2m,t .(2.19)

+ %aﬁSVO3 cos3Wyf + -
At a frequency of mg, an expression for voltage gain can be derived from (2.19) as,

aV,+ 23‘—a3V03

v, 3
G=—" :Tzal +Za3V02. (2.20)
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Equation (2.20) suggests that the amplifier is non-ideal since the overall gain is not
simply a;. The second term in (2.20) is distortion, and since a3 is usually negative for
amplifiers it will cause the amplifier’s gain to decrease with larger values of V. This

phenomenon is known as gain compression.

To better quantify compression gain, consider the response of a typical non-linear
amplifier shown in Fig. 2.6. For lower values of input power (i.e. P;), the amplifier gain is

relatively linear with a positive slope of 1. At a certain point, the amplifier gain begins to

P(dBm)
A

P, (referenced to the output) " '

N

1dB compression point

J1dB

P, (referenced to the input)

» Py(dBm)

Figure 2.6 Input vs. output power and the 1 dB compression point.

saturate and the response becomes relatively more non-linear (highlighted in grey in Fig.
2.6). This is the point where the second term in equation (2.20) begins to play a more

dominant role. The point at which the actual power gain is 1dB lower than the ideal curve

16



is known as the 1dB compression point or P;. As shown in Fig. 2.6, P; can be referenced

to either the input or output powers.

2.2.2 Intermodulation Distortion

The phenomenon of intermodulation distortion can be observed through the
following example. Suppose a non-linear amplifier (as in Fig. 2.5) is fed a two-tone input

voltage as,
v, =V, (cos®,f +cosm,?). (2.21)
Substituting (2.21) into (2.16) results in the following expression,

v, = a, +a,V,(cos @t + cos w,t) + a,V; (cos it + cos w,t)*
+a,V; (coswyt +coswyt)’ +---+a VI (cos @yt + cos w,t)"

= a, + a,V, cos(cos @) + a,V, cos(cos ,t) + %an(f (1+cos2mt)
+ %612V02 (1+cos2m,t) + a, Vi (cos(@, — @,)t + a,V; (cos(w, + w,)t . (2.22)
3,3 1 3,3 1
+a,V, (Z cos,t + ZCOS 3ot)+al, (Z cosw,t + Zcos 3w,t)
30,3 3 3
+a,V, [(5 cos, + y cos(Qw, — w, )t + 7 cosRaw, + w, )t]
30,3 3 3
+a,V; [(5 cosw, + Zcos(ZCo2 —w)t+ vl cos2w, + @, )t]+---
Hence, from (2.22), the output voltage contains many harmonics of varying order. The
order of a harmonic is defined as the algebraic sum of the magnitudes of each frequency
component. For instance, the term a3Vy%cos(2m;- @;) is a third order term (i.e. [21+-1]| =

3). Due to their distance in frequency from the desired signal, most of these harmonics

can be easily removed using conventional filtering techniques. Unfortunately, the third
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order terms of (2m;- @) and (2my- ®1) are located fairly close to the desired signals.
These harmonics will cause distortion in the output signal and the overall effect is
referred to as third-order intermodulation distortion.

To better quantify the third-order intermodulation distortion, consider the
responses of the first and third-order components depicted in terms of their associated
power levels in Fig. 2.7. The slope of a power curve is directly related to its order. Hence,
the third-order curves will have a slope of 3 while the first-order curves will have a slope

of 1.The point at which the ideal first and

P c(iBm) Third order intercept point

P; (referenced to the output) \ ’

P, (referenced to the output) ' D— i 1dB

P; (referenced to the input)\\

P, (referenced to the input)

» P(dBm)

Figure 2.7 Input and output power and the third order intercept point.

third-order curves intersect is known as the third-order intercept point, P; or IIP;3

(referenced to the input), or OIP; (referenced to the output). /IP; and OIP; are metrics

18



that describe third-order intermodulation distortion. The larger these values, the less
susceptible the component will be to this kind of distortion (i.e. as the input power is
increased a component will suffer less intermodulation distortion if its P is relatively

large). As shown in Fig. 2.7, P; can be referenced to either the input or output powers.

2.2.3 Third-Order Intercept of Cascaded Components

Consider a system of n cascaded electronic components (amplifiers, filters, ezc.)

as shown in Fig. 2.8.

Gy
Pz(n]

"‘—’ G] G2 Ga T "..l‘—“——’

Figure 2.8 1IP; of a system of n cascaded electronic components.

The overall third-order intercept, /IP; of the cascaded system can be derived as [9],

= 1 1+ 1 2+".+ 1 n—1+ }n)'
(G2G3 ) "Gn )})3 (G3 e .Gn )})3 (Gn )})3 1)3

(2.23)

P,

Therefore, from an LNA’s perspective (usually the first block in a cascaded system), P3 is
not particularly critical since the contributions to P; from later blocks is much more

dominant.
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2.3 Other LNA Metrics

Aside from noise-figure, Py, and IIP;, there are several other useful LNA metrics.
Voltage gain, power gain, input/output matching, power consumption, and circuit size are
all metrics that must be considered by an LNA designer and hence, by any effective CAD
design approach. To give the reader an idea of the types of numerical values to expect,
Table 2.1 shows the typical design specifications for an LNA designed for Bluetooth
applications. In the following sub-sections, some of the less obvious LNA metrics are
briefly discussed.

2.3.1 S-Parameters

Scattering parameters or S-parameters are very useful parameters that help
describe many circuit properties such as gain, return loss, reflection coefficients, and
stability. LNAs can usually be considered two-port networks. As such, from an LNA
point of view there are four S-parameters, each of which describes a different aspect of
the LNA’s performance. For instance, S;; is related to the input port reflection
coefficient, and is hence used as a measure of input impedance matching. Similarly, Sy, is
a measure of output impedance matching. Sy, and S»; represent the backward and forward
power gains respectively. In both the analog and RF/microwave approaches to LNA

design, power gain is referred to as Sy;.

2.3.2 Power Consumption
Power consumption is often a critical metric in portable applications where

considerations such as battery size and power limitations are dominant. In transistor
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based circuits, power consumption is primarily a factor of biasing requirements (i.e.
voltage sources and bias currents). In the analog CAD approach to LNA design, power

consumption is among the metrics that are given considerable attention.

2.3.3 LNA Circuit Size

Compact size is often a concern to LNA designers. This is especially true in
portable applications where real-estate is sparse and expensive. Specifications regarding
circuit size are usually w.r.z. the circuit’s inductors. This is because inductors tend to be
physically larger than other components. An example of circuit size specifications would
be the requirement that all components be built on-chip. To satisfy this specification, the
inductors must be smaller than about 10nH. Hence, the LNA design may be limited not

only by electrical characteristics but by physical ones as well. It will be explained in

TABLE 2.1 TYPICAL DESIGN SPECIFICATIONS FOR BLUETOOTH LNAS

Parameter Specification Units

Frequency range 2.45-2.85 GHz
Voltage gain >20 dB
Power gain (S>1) >10 dB
Power Consumption <20 mW
Noise-figure <3.5 dB

Chapter 3 how the analog CAD approach to LNA design considers these physical

limits/bounds.
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2.4 Summary

In this chapter, fundamental theory regarding LNAs has been presented. Noise,
distortion, and several other important LNA metrics have been analyzed and discussed. In
the next chapter, several LNA topologies will be examined and their comparative
advantages with respect to the discussed metrics will be observed. Further, several design
methodologies will be reviewed. The proposed computer aided approach to LNA design

will then be presented in detail.
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Chapter 3
Computer Aided LNA Design —an

Analogue Perspective

As discussed in the previous chapters, designing a low-noise amplifier can be a
complicated task. With a plethora of topologies and design methodologies available,
simply selecting the type of LNA to design may be challenging in on itself. Even for an

analog expert, LNA design can be time consuming and difficult.

In this chapter, the proposed CAD approach to LNA design is described. The
approach aims at reducing the required level of expertise for the designer, as well as
reducing the overall time and effort needed to create an effective LNA circuit. The
approach is divided into three phases; the pre-analysis phase, the design phase, and the
fine-tuning phase. A concise flow-chart summarizing the role of each phase is shown in
Fig. 3.1. In the pre-analysis phase, the user is encouraged to provide the LNA
specifications as well as their relative importance (rankings). Based on the user-inputs,
the approach will automatically select an appropriate topology and associated sequence
of design equations (in this thesis referred to as SDE). In the design phase, the topology
that was selected in the pre-analysis phase is used to create an initial design in Agilent

ADS. Still in the design phase, the simulation results are checked in a specific order to see
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if the user-specifications have been met. Should a specification fail to meet the user
requirements, the approach proceeds to the fine-tuning phase, otherwise the current
design is considered as the final design and the approach terminates. In the fine-tuning
phase, 3D sensitivity plots are used to adjust certain circuit components in the hopes of
improving the LNA’s performance. In the following sub-sections, each phase will be

described in detail.
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Concise flow-chart illustrating the CAD approach to analog LNA design.

Figure 3.1
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3.1 LNA Design

3.1.1 LNA Topologies

For single-stage CMOS LNAs, there are two basic building blocks, namely the
common-source (CS) and common-gate (CG) amplifiers shown in Fig. 3.2. Typically,
single-stage LNA topologies allow for design/optimization of a small sub-set of the LNA
metrics. For instance, a CS amplifier allows for a relatively lower NF, while a CG
amplifier affords easier impedance matching at the input. On the other hand, multi-stage
LNA topologies [10]-[12] combine the best attributes of the single-stage topologies and
allow for design/optimization of a larger sub-set of the LNA metrics. Commonly used
multi-stage topologies include the cascade, cascode, and differential topologies. Inductive
source degeneration is an effective means of impedance-matching and significantly
reduces the overall NF [13]-[16]. As such, source degeneration is included in all of the

LNA topologies considered in this work (see Fig. 3.2 and Fig. 3.3).

3.1.2 Sequence of Design Equations

In this section, a brief review of the basic design methodologies associated with
the above-mentioned LNA topologies is presented. These basic methodologies are based
on a level one transistor model and hence use simple design equations. As technologies
advance, these equations become approximate (or less accurate). In combination with the
proposed fine-tuning phase to be discussed later, satisfactory results can be nevertheless
achieved. As mentioned, in the proposed CAD approach to analog LNA design each of

the associated design methodologies are referred to as a sequence of design equations
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(SDE).

It is important to note that in the analog RFIC community, advanced LNA design
methodologies based on most recent transistor models continue to evolve. For instance,
several LNA design methodologies employing the cascode topology are presented in
[17]. Each of these methodologies focuses on optimizing a particular set of user-
specifications. It has been shown that by re-arranging the design equations (into different
SDEs in the context of this thesis) and by setting constraints, better initial designs can be
achieved at the expense of computational complexity. Based on a methodical literature
survey, several SDEs have been identified (see Table 2.1) for incorporation into the CAD
approach proposed in this thesis. The framework of the proposed approach allows

easy/quick incorporation of new SDEs as they become available.

3.1.3 Common-Source (CS)

LNA design based on the CS topology of Fig. 3.2(a) can be approached in several
ways. The basic design methodology of [18] (as in Table 2.1) helps solve for the circuit
components using a sequence of design equations. Here, an interesting observation can be
made. The order in which the equations are solved and the specific parameters being
evaluated can potentially affect one or more LNA metrics. For instance, the equation for

effective voltage, i.e.

. —v)y="8n )
Vg =V = V) = 4 CW > 3.1

can be interpreted/used in several ways. If power consumption is critical, we may assume

a desired value for Vs and solve (3.1) for the transistor width, W. On the other hand, if
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circuit size is critical, we may assume a desired value for W and solve for Vg Another

example is the equation concerning the inductances of Fig. 3.2(a), i.e.

Ok (.2)
®©,

L

4

which can be used to solve either for the center frequency (mg) or for the quality factor
(QL). In essence, even the most basic design methodologies can be re-arranged into
different SDEs based on a given LNA design problem/scenario.

3.1.4 Common-Gate (CG)

LNA design based on the CG topology of Fig. 3.2(b) can be approached in several
ways. The basic design methodology in [6],[7] helps solve for the circuit components of
Fig. 3.2(b) using a sequence of design equations. As in the CS case, the order in which
the equations are solved and the specific parameters being evaluated can potentially

affect one or more LNA metrics. For instance, the equation for transconductance, i.e.

g = K1, (3.3)

can be interpreted/used in several ways. Equation (3.3) can be solved either for W, or for
Ip, depending upon the user’s preference for circuit size or power consumption. It should
be noted that the common-gate topology facilitates easier impedance matching owing to
the fact that the input impedance is inversely proportional to gp,.
3.1.5 Multi-Stage Topologies
In contrast to single-stage LNAs, multi-stage LNAs can help meet tighter

specifications. Common multi-stage topologies include the cascade, cascode, and
28
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Figure 3.3 Circuit schematics of multi-stage (a) cascode, (b) cascade, and (c)
differential LNAs.
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Table 3.1 LNA Topologies and Corresponding SDEs

Topology SDE # 1 SDE #2 SDE #3
(Basic)
Common-Source [18] [20] NA
Common-Gate [6][7] [21] NA
Cascade [19] [22] [25]
Cascode [19] [23] [26]
Differential [19] [24] [27]

differential topologies. The standard approach for designing these multi-stage LNAs
relies on the fact that these circuits can be decomposed into single-stage LNAs. In other
words, what can be referred to as modularized design [19] becomes attractive. For
instance, a cascade topology can be viewed as two single-stage common-source LNAs
connected by a coupling capacitor. Similarly, a differential LNA can be seen as two

identical common-source LNAs with their sources connected to the same bias.

3.2 Preliminary Work

As the current version of the CAD approach to LNA design is an extension of a
previous work [19], a brief background/overview is included here to help the reader’s
understanding. The approach in [19] involves three phases, namely the pre-analysis
phase, the design phase, and the tuning phase. In the pre-analysis phase, a knowledge-

based integer scoring scheme helps select the most appropriate LNA topology (from a
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menu consisting of the cascade, cascode and differential topologies). In the design phase,
component values of the selected topology are calculated using the basic SDEs of Table
3.1. Where necessary, the tuning phase strives to ensure that all the given user-
specifications are met. In addition to the LNA design specifications, users are expected to
provide an integer ranking indicating the relative importance of the wvarious
specifications.

Motivated by feedback from peers, the CAD approach has been expanded,
resulting in the latest version of the approach presented in this thesis. Several aspects
have been incorporated to help increase the overall effectiveness of the CAD approach.
First, the number of topologies in the topology selection menu has been increased and it
is now possible to design of each of the topologies in several ways (depending upon the
user-specifications). Second, the integer ranking scheme has evolved into a more robust
percentage ranking scheme. Finally, qualitative analysis in the tuning phase of [19] has

been replaced with a more meaningful quantitative analysis.

3.3 Pre-Analysis Phase

The user-inputs to the proposed algorithm include the LNA specifications (e.g.
NF), the percentage rankings, and the desired application for the LNA. Starting with the
user-inputs, the primary objective of the pre-analysis phase is to select both an
appropriate topology and the sequence of design equations to be used in the creation of
an initial LNA design. In essence, for each selected topology, there could exist several

distinct SDEs. These sequences greatly affect the LNA’s performance with respect to

31



various metrics. Considering this, the objective of the pre-analysis phase can be re-stated
as selection of the most appropriate topology-SDE pair (referred henceforth as T-SDE
pair) corresponding to a set of given user-specifications. A flow-chart illustrating critical
steps involved in the pre-analysis phase is shown in Fig. 3.4.

Let n and m represent the number of LNA specifications and the number of
candidate T-SDE pairs respectively. In [19], it is expected that the user rank the LNA
specifications in order of their importance. In the new framework, the user-ranking is
facilitated through a new percentage-based parameter a;, where g; represents the
percentage by which the i™ specification can deviate from the corresponding nominal
user-specification. The user-inputted a; not only provides a specific order of importance,
(i.e. a specification with a smaller g; is of higher priority) but also offers a meaningful
measure for evaluating the resulting LNA design w.r.z. the given user-specifications.

Based on the user-specified values of a@; and the underlying application, a
feasibility index (or score) is evaluated for each of the candidate T-SDE pairs. For
instance, there are three possible candidate pairs for the cascode topology resulting from
three SDE options of Table 3.1, i.e. [19], [23] and [26]. The T-SDE pair that attains the
highest feasibility index is selected and becomes an input to the subsequent phase, i.e. the
design phase.

Here, the method for evaluating the feasibility index of a T-SDE pair, which
involves generating two individual scores based on Tables 3.2 and 3.3 respectively, is
described. Table 3.2 assigns a numerical value, bix (0 < by < 100), to the i specification

and k™ T-SDE pair. Based on these values, the first individual score for the £ T-SDE
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Figure 3.4 Flow-chart illustrating the pre-analysis phase of the CAD approach to
analog LNA design.
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pair, is generated as

n a.
SBS, =3 (1-—)p. , 3.4
k Zl( 100) ik 34

where SBSy stands for specification based score. Table 3.3 assigns a numerical value, cj
(0 < <701), to the jth application and ® T-SDE pair. The second individual score for
the £ T-SDE pair, is generated as

ABS, = c,, (3.5)

where ABSx stands for application based score. Should the user choose not to specify an
application for the LNA, the default row of Table 3.3 is used in the generation of 4BSk.
The overall feasibility index dj for the ¥ T-SDE pair is evaluated as an algebraic sum of
the two scores, i.e.

d, = SBS, + ABS, . (3.6)
Finally, the T-SDE pair that scores the highest feasibility index is chosen and used in
subsequent phases.

It may be noted that cjx are assigned higher numerical values relative to bix. The
reason for this is the fact that certain topologies best suit certain applications. For
example, the differential topology best suits LLNAs used in mixers. For ease of
implementatio7yn, the highest value of c¢j is chosen to be greater than the maximum
possible value of SBSy i.e.

Q00 = g )y g, G.7)

= IYh
ik [21 fmas =100

In the case where 4, = 0%, bjmax =100 and n=17, Cir, = 701.
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TABLE 3.2 PROPOSED SCORING DATABASE FOR SPECIFICATIONS VS. T-SDE PAIRS

Specification
T-SDE Pair (n=7)
(m=13) Noise- Power Power Voltage Circuit
Py IIP;
Figure Consump. Gain Gain  Size

[18] 50 95 50 50 95 55 55
72]
) [20] 60 90 55 55 95 65 65

[6][7] 50 90 50 55 95 70 70
o
O [21] 50 95 55 45 9 75 75
" [19] 85 50 90 75 60 60 60
3 [23] 85 50 95 70 60 55 55
S [26] 80 40 95 70 70 50 50
" [19] 70 70 90 70 40 65 65
K [22] 65 75 80 70 40 60 60
S [25] 60 70 80 75 45 65 65
= [19] 65 40 75 60 25 50 50
5 [24] 60 45 70 65 20 55 55
j24
% [27] 60 40 75 60 25 55 55

35



TABLE 3.3 PROPOSED SCORING SCHEME FOR APPLICATION VS, TOPOLOGY

Application Topology .
CS CcG Cascode Cascade Differential
Default 0 0 0 0 0
Mixers 0 0 0 0 601
Bluetooth 170 170 160 165 100
ASIC apps. 175 160 150 150 120
Portable apps. 180 180 190 140 130
3.4 Design Phase

In the analog CAD approach, the design phase receives inputs both from the pre-
analysis phase (i.e. the selected T-SDE pair and the user-specifications) and the fine-
tuning phase (to be discussed in section 3.5). The primary goal of the design phase is to
create an initial design based on the selected T-SDE pair. First, the LNA topology is laid
out as a circuit schematic in Agilent ADS. Second, the numerical values of the circuit
components are systematically evaluated using the corresponding SDE.

Once an initial design becomes available, DC, AC, S-parameter, and harmonic
balance (single- and two-tone) simulations are performed and compared with the user-
specifications to decide whether or not to proceed to the fine-tuning phase. Should fine-
tuning become necessary, the decision as to which of the circuit components will be
adjusted is made within the fine-tuning phase. Fig. 3.5 is a flow-chart illustrating the

critical steps involved in the design phase.
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Let ¥ be a vector containing the LNA specifications, e.g. ¥ = [NF, power
consumption, power gain, ..., voltage gain]", and y; represent the i entry of ¥, where i =
1, 2,3, ..., n. In this implementation, the elements in ¥ are ordered in descending order of
their a;. In other words, y; is the highest-ranked specification with least tolerance, while
Va is the lowest ranked with highest tolerance. As shown in Fig. 3.5, the performance of
the initial design is compared with the given user-specifications. Keeping in mind that the
users provide a percentage parameter for each of the LNA specifications, representing

allowed deviation/tolerance, the condition for such comparison is either

a; ower
(1—1010)Xy1lspec Syisim’ (3'8)
or
a. er
(1+E‘5)><y;§’zc 2 YVigim* (.9)

In (3.8) and (3.9), y}:p”f and y°; tepresent the i lower and upper user-

specifications respectively, and y, . is the simulated result from the current/initial

design. When a lower-bound of i specification is given, e.g. voltage gain > 20dB, eq.
(3.8) is used. Alternatively, when an upper-bound of it specification is given, e.g. NF <
3.5dB, eq. (3.9) is used. Should all specifications satisfy either (3.8) or (3.9), the design
phase (and hence the proposed approach) terminates and the current design becomes the
final design. Each time the current design fails to meet one of the user-specifications, the
CAD approach shifts to the fine-tuning phase (reverts back to the design phase once a

fine-tune option is identified).
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Figure 3.5 Flow-chart illustrating the design phase of the CAD approach to analog
LNA design.
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3.5 Fine-Tuning Phase

Inputs to the fine-tuning phase include user-specifications (" or Vieee') and

ispec
simulation results (3, ). The objective of the fine-tuning phase is to improve the LNA

performance in terms of those specifications that failed w.r.z. conditions (3.8) or (3.9). A
practical way to accomplish this is to slightly change or fine-tune related component
values. However, the challenge is to decide which of the components should be changed
and by how much. In the tuning phase of [19], only qualitative information was used. In
other words, the approach relied on a simple database, which only suggested if a
component value should be decreased or increased in order to fine-tune the user-
specification in question. Moreover, bounds/limitations w.r.z. LNA components were not
considered in a practical way. For example, while [19] suggests to change or fine-tune the
WIL ratio for improving the voltage gain, it does not specify the minimum or maximum

feasible values for W/L.

As part of the presented work, a comprehensive fine-tuning table based on an
extensive study/experimentation with bounded sensitivity plots is proposed. A number of
sensitivity plots have been generated using an in-house MATLAB script that automatically
reads and interprets ADS simulation data. Each plot depicts the variation of a particular
LNA specification w.r.t. an adjustable component value, while all other components are
held constant. The LNA specifications considered in the study include NF, power
consumption, power gain, voltage gain, and so forth. The LNA components considered

include aspect ratio W/L, source inductance Ls, transistor bias current Jys, gain of a CS
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output stage, and so forth. Due to space limitations, only a small subset of such plots for a
cascode LNA are shown in Table 3.4. For instance, one of the plots shows the variation
of NF w.r.t. W. Since in most cases, user-specifications lie within a given frequency
range of interest (as in Table 2.1), the ability to fine-tune over a range of frequencies is
mandatory. Similar to other tables (or databases) in the proposed approach, Table 3.4 can

be expanded as technologies evolve and additional knowledge becomes available.

It is to be noted that given a new circuit, it becomes necessary to re-generate the
above 3D plots, however such an activity merely takes a few minutes of human-time. In
the current implementation, a look-up table approach is used where plots are saved for
each new circuit. In this way, new plot generation will only be necessary if that particular
circuit has never been created (i.e. in other LNA designs). In the particular case where the
user-specifications are to be met only at a single frequency, (i.e. a “critical” frequency),
the 3D plots of Table 3.4 are reduced to relatively simpler 2D plots. The flow-chart of
Fig. 3.6 illustrates the major steps involved in the proposed fine-tuning phase and a

corresponding pseudo code follows.
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TABLE 3.4

SUBSET OF 3D SENSITIVITY FINE-TUNING PLOTS FOR THE CASCODE

TOPOLOGY FOR (A) NOISE-FIGURE, (B) VOLTAGE GAIN, AND (C)S;;

(A)

Fine-Tuning

Option

Specification

Noise-Figure

Change the
value of the
transistor

width.

Noise Figure (GB)

CMOS Width (um)

Change the

value of L

u
3
L7

Noise Figure (dB)
s 08
7

Cha
//

Change the
value of the

bias current.

Noise Figure (dB)

Frequency (Hz) x10°

Change
Inductor

quality factor.

Noise Figure (dB)
S

w
T T

Frequency (Hz)

x10°

Note: Tuning options are not limited to adjustable parameters already part of the initial
design. The addition of adjustable parameters (e.g. the addition of another stage) is also

possible.
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(B)

Fine-Tuning Specification
Option -
Voltage Gain
Change the
value of the g
% 50+
transistor ¢ o
éf’ -50.
» <
width. B ooy
800
600‘\
"
400 .
R
CMOS Width (um) ’ Frequency (Hz) x 10°
Change the
30-
value of L o
@ 10
g
¢ o
é -10+
%0‘20'
> 50
4O [
15 ER;T\“" //14/ ; g 10
2
Ls (nH) ’ Frequency (Hz) x10°
Change the
30+
value of the 2-
. g 1w
bias current. £
E,,—m
E ~20+
N
40 PR
000 4000 4000 %M’@;‘“ e e s W
I-bias (uA) ¢ Frequency (Hz) x16°
Change
Inductor
quality factor.

Voltage Gain (dB)

Q Frequency (Hz) | ¢°

Note: Tuning options are not limited to adjustable parameters already part of the initial
design. The addition of adjustable parameters (e.g. the addition of another stage) is also
possible.
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©

Fine-Tuning Specification
Option
S21
Change the
value of the 0
0
transistor g 1
width. o
760£
300
ad
CMOS Width (um) Frequency (Hz) % 10°
Change the
value of L
50~y
g
g, ,
o 4/’/ 10
)
=50~ - -
12 To\ T P '/4 6
8 6 \T"'\ﬁ;\\”j,,/‘; Frequency (Hz)
Ls (nH) ’ 210"
Change the
10~
value of the )
9

bias current.

5000 ;74\065\’3;,?;%\;&” %’/j o T,,lrg”""? 10
I-bias (uA) Frequency (Hz) w10
Change
Inductor
quality factor.

L y ey L T g
R R R
H 2
0
Q Frequency (Hz)  ¢f

Note: Tuning options are not limited to adjustable parameters already part of the initial
design. The addition of adjustable parameters (e.g. the addition of another stage) is also

possible.
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i circuit? :
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i Yes > o E
: Ailx; ) s :
E Retrieve fine- E

Figure 3.6 Flow-chart illustrating the fine-tuning phase of the CAD approach to
analog LNA design.
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Pseudo Code

Definition: Let X be a vector containing the adjustable LNA components/parameters
values, e.g. X = [W, Lg, Co, Ipias, CS gain, QL]T. Let x; represent the jth entry of X, j =1, 2,

3, ..., M, where M is the total number of designable parameters. Let [ x; ] be the

min > ¥}, max
lower and upper bounds/limits of the jth design parameter, [ f,.., fus] denote the
frequency range of interest, and f; denote the center frequency. Let y, (x;, f) refer to a
3D sensitivity plot of Table 3.4, ie. y,(x;,/) symbolizes the sensitivity of the i
specification w.r.r. the / adjustable parameter and frequency f. Let p denote the total

number of possible values (or points on a grid) for x; within the bounds [ x; x

min > Xjmax ) It
may be noted that in the computation of y,,,(x;,f), all x,, k= j, are kept constant, and
€ [fiis fure ) - Fig. 3.7, is a graphical representation of a possible 3D sensitivity plot with
the above defined values shown.

Inputs: The inputs to the fine-tuning phase include either ;o or 2%, and y, . for the

ispec

LNA metric in question, i.e. for the i metric that failed to satisfy either (3.8) or (3.9).

Initialization: Setj=1.
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Voltage Gain (dB)

Voltage Gain (dB)
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Figure 3.7
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18 2 22 24 y
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Graphical representation of a bounded 3D sensitivity plot.
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Step 1: Evaluate

*

) 1

x; = arnge[xfﬂ:g,-,m] | {E[yiplot (%55 frain) (3.10)
+yiplot(xj9fc)+yiplot(xj’fmm()]_yilgl:::r}l

or

*

x; =arg min |{§[J’ip1m(xjsfmin) (3.11)

X3€[%;5, min %, max |

+yiplot(xj’fc)+yiplot(xj3fmm()]_y$}l
depending on whether the i LNA metric has a lower or an upper bound specified. In
(3.10) and (3.11), xj* represents the specific value of the /* designable component, which

adjusts the LNA performance to be as close as possible to either plo or yee

accordingly. In situations where the i design parameter is extremely sensitive, equations

(3.10) and (3.11) could be modified by adding extra grid points from the 3D plots.

Step 2: Evaluate

* N 1
Aj(xj ) - Z l:ytplot(xjy‘ft‘:)(f.;;lsun(‘/;) X(lOO—ai)h

- ykplot(xj*’ Jo) = Vigim ()
+Z[ Visim (o)

(3.12)

1
x(100-a,)
1

k

where i and & are indices for the LNA metrics, for which upper and lower bounds have

been specified respectively. Intuitively, A,’s represent a percentage improvement in the
LNA performance. IF j = M, set A=max{A(x])} and g=argmax{A(x)}, and GO TO
1 ]

Step 3. Otherwise, set j =j+1 and GO TO Step 1.
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Step 3: Set x =x +(M) and re-evaluate A(x,,,) using (3.12). IF

q,new q,current

A(x,

q. new

y<A GO TO Step 4, ELSE set xg, current = Xq, new and GO TO Step 3.

Step 4: Set x_ .. =x _(M) and re-evaluate A(x,,,) using (3.12). IF

q, current

A (X, pew) 2 A > €L Xg current = Xgnew and GO TO Step 4. ELSE GO TO Step 5.

q,new

Step 5: Set x4, new as the changed/updated value of the g™ designable component and GO
TO the design phase, in which the fine-tuned LNA circuit is implemented/simulated in

ADS.

The pseudo code described above (and correspondingly the fine-tuning phase) has
two distinct goals; selecting the adjustable parameter with which to fine-tune (i.e. steps 1
and 2) and deciding how much the selected adjustable parameter will be
changed/adjusted (i.e. steps 3, 4 and 5). Both goals rely heavily on equation (3.12). From
an optimization perspective, equation (3.12) can be seen as an /;-weighted error measure,
in which the weights are the user-defined a;’s. These weights tend to favour the
specifications that are relatively more important to the user. The process for

accomplishing both goals is described below.

Steps 1 and 2, selecting the adjustable parameter to fine-tune: Each candidate

fine-tuning option is adjusted such that it will improve the failed specification (identified
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in the design phase) as much as possible. Equation (3.12) is then calculated for each
candidate fine-tuning option and can be considered as a performance index. The resulting
performance indexes reveal which fine-tuning option has the largest potential of meeting

the required specification (i.e. has the largest value from equation (3.12)).

Steps 3, 4, and 5, deciding how much to change the selected adjustable parameter:
It is clear that adjusting the selecting fine-tuning option so that it maximizes or minimizes
the given failed specification is not desirable (since it neglects to take into account the
other specifications). When Step 3 begins for the first time, the selected fine-tuning
option is set to be changed such that it minimizes or maximizes the failed specification.

The approach now increases the adjustable parameter by one grid point and re-calculates
equation (3.12). If Aj(xj*) (the performance index) increases, it is clear that, given the
user-defined g;’s, the overall LNA performance will improve by increasing the change in
the fine-tuning option. If on the other hand Aj(xj*) decreases, the approach recognizes

that the overall LNA performance has degraded and tries to reduce the fine-tuning option
by one grid point instead (Step 4). When the approach is unable to either increase or
decrease the adjustable parameter, it terminates and returns the last change with the best

performance index to the design phase for implementation.

Owing to its iterative nature, the proposed fine-tuning phase has the potential to
consider/exhaust all possible fine-tuning options before termination. It should be noted
that, in the implementation of the fine-tuning phase, a stopping criteria is used in the case

where the user specifications cannot be met. In this case, the fine-tuning phase will
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terminate after a user defined number of iterations. As can be seen through examples, the
final design could be fairly different from the initial design in terms of the circuit

component values, circuit topology, and most importantly the overall LNA performance.

3.6 Application Examples

In this section, the proposed CAD approach is applied to two practical LNA
design scenarios. In the first example, a set of specifications and a corresponding set of
a’s are given as the user-inputs. ADS simulations of the resulting LNA design are
compared with those from LNA designs taken from existing literature. In the second
example, a set of user-specifications and multiple sets of a;’s (reflecting different
priorities) are provided as user-inputs. The proposed CAD approach is shown to generate
different LNA designs for different sets of a;’s. LNA designs presented correspond to
0.18um CMOS technology and use BSIM3 models. The specific process is the IBM 0.18

7REF.

Example 1: LNA Design for ASIC Applications

In this example, an LNA for use in a ASIC is to be designed. The user-
specifications and corresponding a;’s are shown in Table 3.5. The frequency range of
operation is specified as fmin = 2.45GHz, f; = 2.65GHz, and fpa = 2.85Hz. Additionally,
the user requires that the inductors be no bigger than 10nH to allow on-chip fabrication.
The proposed CAD approach is applied.

In the pre-analysis phase, the feasibility index, i.e. d, is calculated for each of the

T-SDE pairs. The cascode topology with SDE of [19] scores the largest dy (i.e. SBSy =
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424.55, ABSx = 150, and di = 574.55) and is hence selected. It is to be noted that although
the basic SDE is merely an approximation, the design and the fine-tuning phases of the
proposed approach together correct for the inaccuracies in the initial design.

In the design phase, the selected T-SDE pair is considered, and a corresponding
initial design is generated and simulated in 4DS. As described in Fig. 3.5, these
simulations are compared against the given user-specifications using (3.8) or (3.9) in
ascending order of their a;’s. Should a specification fail, the design approach shifts to the
fine-tuning phase, in which a designable component is identified for improving the
design. The design phase is then repeated for the modified circuit and the specifications
are re-checked. Thus, several iterations involving the design and the fine-tuning phases

could become necessary. This example required three such iterations.

In the first iteration, ADS simulations of the initial design reveal that the two
highest-ranked specifications, i.e. noise-figure and voltage gain with a;’s of 4% and 5%
respectively, are satisfied. For noise-figure, equation (3.9) is used, and for voltage-gain
.equation (3.8) is used. The next highest-ranked specification, i.e. power gain with an g; =
6%, deviates from the user-specification by approximately 54.4% (10.87dB versus
20dB), and hence equation (3.8) is not met. In the ensuing fine-tuning phase, a designable
LNA parameter is selected to improve the power gain even at the expense of less
important specifications (e.g. circuit size and power consumption). In this case, the fine-
tuning phase recommends the addition of a common-source output stage with a voltage
gain of 4.55dB. In the second and third iterations, the fine-tuning phase recommends

increasing the gain on the CS stage and increasing the bias current respectively. The
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circuit schematic of the final design is shown in Fig. 3.8.

A detailed breakdown of the LNA performance after each iteration is summarized
in Table 3.5. Table 3.6 shows which of the specifications pass or fail in each iteration and
the adjustable parameter selected for fine-tuning. In Table 3.5, the final LNA design
resulting from the proposed CAD approach is compared with other cascode LNAs
[26],[28]. The proposed approach is effective in obtaining a balanced design w.r.t. the

user-specifications and corresponding priorities.
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Figure 3.8 ADS schematic for the final LNA design of example 1.
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Table 3.5 Breakdown of LNA Performance After Each Iteration for Example 1.

Metric
Noise- | Voltage Power Circuit] Power
. ) Py 1p;,
Figure Gain Gain Size | Consump.
" a; 4% 5% 6% 15% 19% 20% 21%
B
§ Target | <3.5dB | >20dB | >20dB | >5dBm >5dBm | ** | <20mW
5 Spec.
Initial 1.8dB | 25.1dB | 6.71dB | -0.5dBm | 102dBm | * 12.6mW
design
After 1.86dB | 29.65dB 10.87dB 1.32dBm | 11.3dBm * 12.6mW
first
3 .
= | iteration
S
.ei After 3.97dB | 32.13dB | 26.26mW | 1.45dBm | 12.1dBm * 12.6mW
§ second
Q . .
w3 | iteration
2
§~ After 2.18dB | 30.74dB | 23.98mW | 1.46dBm | 12.1dBm * 22.3mW
A | third
iteration
(Final
Design)
[26] 1.2dB - 19.5dB - - * 40.8mW
j2]
F
[
E [28] 4dB - 12dB -13dBm | -2dBm * 14.3mW
s
2
=

** Any inductors in the design should be smaller than 10nH
*Design does not have inductors above 10 nH (i.e. design meets user-specification)
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Table 3.6

Achieved Specifications in Each Iteration of Example 1

Iteration Number
1 2 3
Noise-Figure Pass (3.10) | Pass(3.10) | Fail (3.10)

j: (@=4%)
A~ :
g Voltage Gain Pass (3.9) Pass (3.9) | Not Checked
g (ai=5%)
£ Power Gain Fail (3.9) Fail (3.9) | Not Checked
£ &= 5%)
= (
o P Not Checked | Not Checked | Not Checked
)3 (@=15%)
<
% 1P Not Checked | Not Checked | Not Checked
= (@=19%)
S Circuit Size Not Checked | Not Checked | Not Checked
= (@=20%)
&
& Power Consump. | Not Checked | Not Checked | Not Checked
(=

(a=21%)
= Add aCS Increase Increase
L 4 o . .
g & @2 output stage | voltage gain Ibias to
'S o > with a of CS stage 1.35mA
o 5 voltage gain | by 2.84 dB
8 & g of 4.55 dB
e 2 2
S
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Example 2: LNA Designs for Multiple Applications

In this example, it is shown how the proposed approach can create various LNA
designs beginning from the same range of initial specifications (in this case the
specifications are those outlined in Table 2.1). This is accomplished by choosing various
sets of a;’s and arriving at several distinct designs which can cater to distinct practical
applications. To showcase the efficiency of the CAD approach, four different sets of a;’s
are considered. Specifically, the first three LNAs are specified to be used in portable
applications (e.g. WLAN) while the fourth design is specified to be the default (see Table
3.3). The proposed approach is applied. Correspondingly, four different LNA designs are
generated. Table 3.7 shows the a;’s and the corresponding simulations for each of those
circuit designs. For comparative purposes, performances of three other LNAs from the
existing literature are also included in the Table.

While each of the four proposed designs do not lead to improved performance
w.r.t. all of the given specifications, those specifications with relatively higher
priorities/rankings are improved. For instance, in Design 1, circuit size has been assigned
the highest priority while power gain has been assigned the lowest. The resulting LNA is
a single-stage common-source amplifier whose inductor values are < 7nH. While this
design does not exhibit the best power gain (8.56dB), it does lead to size minimization.
Design 2 on the other hand, deemphasizes circuit size while striving for better
performance w.r.t. noise-figure and power consumption. The resulting cascode topology
exhibits considerably improved noise-figure (0.96dB) and power consumption (8mW).
Design 3 is a balance between noise-figure, power consumption, and power gain. Design
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4 is a cascaded LNA, which minimizes power consumption and maximizes power gain.
In essence, the proposed CAD approach offers a tremendous advantage to circuit
designers by providing a scope for inputting user-rankings or a;’s. Consequently, users

can obtain LNA designs that satisfy varying performance and/or application scenarios.
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Table 3.7

Simulation Results For Example 2

Metric

Noise- | Voltage | Power Power
. . . Circuit | IIP; P,

Figure Gain Gain | Consump. .

Size | (dBm)| (dBm)

(dB) (dB) (dB) (mW)
Design 1 a; 15% 20 % 15% 10 % 0% 21% | 19%
CS[20] | spec. | 35 124 | 856 8 Small | -15.3 | -2.4

g Design2 | 4 1% 10% 15% 5% 40% | 15% | 10%

é Cascode

po Spec. 0.96 24.5 15.3 8 Medium | -11.2 | -1.8

g [19]

j

Eﬂ Design 3 a; 10% 5% 10% 10% 40% 20% | 15%

E Cascode

Spec. i - -

-§ [19]* pe 2.1 28 25.4 11 Medium | -4.5 3.4

R —

E Design 4 g 15% 5% 5% 0% 80% 5% 6%
Cascade | Spec. | 23 35 30 6 Large | -219 | -32.0
[19]*

[29] | Spec. 2.4 - 19 9 Large - -
Cascode

f24

g [0 | Spec. | 16 - 25 16 Large | -8.5 -

;‘3 Cascode

NS

g

= [22] | Spec. | 1.1 - 27 4.6 Large | -30.0 -

5 Cascade

g

* Refers to a design that has undergone at least one iteration of the fine-tuning phase.
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Chapter 4
Computer Aided LNA Design - an
RF/Microwave Perspective

As previously discussed, LNA design can be approached in several ways. In this
chapter LNAs from an RF/microwave perspective will be presented, where impedance
matching takes a predominant role in the overall design flow. In Chapter 2, an LNA is
described as an amplifier where noise-reduction and gain maximization are paramount.
Considering this, the design of RF/microwave oriented LNA’s should be very similar to
standard amplifier design with special attention paid to noise and gain. Hence, this
chapter begins with a brief discussion on the theoretical background necessary for the

design of basic RF/microwave oriented amplifiers and LNAs. In section 4.2, the proposed
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CAD approach to LNA design from an RF/microwave perspective is described. Finally,

in section 4.3, the proposed CAD approach is applied to practical LNA design scenarios.

4.1 Theoretical Background on Amplifier Design [9]

4.1.1 Two-Port Power Gains

Consider the generalized two-port network with scattering matrix [S] and
characteristic impedance Z, shown in Fig. 4.1. In Fig. 4.1, Zs and Z, represent the source

and load impedances respectively, I'yand I} represent the source and load reflection

coefficients respectively, and I, and I',, represent the input and output reflection

coefficients of the two-port network respectively. The source and load reflection

coefficients are given as,

Q:A_a “4.1)
Z, +Z,
and
A'£'A' O O
s $z
I's i It
Figure 4.1 A general two port network.
-Z
I = Z—S————‘-’- 4.2)
Zi+ Z,
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The input and output reflection coefficients are given as,

r, =s, +2e5al 4.3)
1-8,I7
and
S 1,85,
1—‘out =0y +M ¢ (3‘4)
1-8,,Ts
For this kind of network three types of power gains have been derived [9] as,
S, a-r|’
Power Gain:Gz—}—)l“—z ! 21[ 2( | Ll ) 7 4.5)
P (l_lrinl )II_S2ZFL|
2 2
S, =1L,
Available Gain=G, = P = I 21| (2 | SI ) > (4.6)
Pavs |1“S11Fs| (l_lrout )
and
S, - Ha-r|’
Transducer Gain= G, = A Sl A-[FsPa-[r | 4.7

Py  I-TyT[-8,n)

In (4.5), (4.6), and (4.7) P\, is the power dissipated in the load (i.e. Z1), P, is the power
delivered to the input of the two-port network, P,y is the power available from the two-
port network, and P,y is the power available from the source. Three definitions of power
gain are needed as they each portray different information. G is the most commonly used
definition for power gain and, as can be observed, it is independent of Zg. Since many
active circuits strongly depend on Zs, G does not always relay meaningful information.

Ga, on the other hand, depends on Zg but not on Z;, and assumes a conjugate match at
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both the input and output of the two-port network. Finally, Gy depends on both Zs and Z;.
It is important to note that the power gain is maximized when the input and output
impedances are conjugately matched to the two-port network. When both input and

output ports are conjugately matched, then G = G5 = Gr.

4.1.2 Two-Port Transistor Amplifier Power Gains

Consider the block diagram of a typical single-stage amplifier circuit as shown in
Fig. 4.2. In the most general terms, the design of an amplifier involves the appropriate
calculation and design of the input and output matching networks for the transistor

device.

The way in which these networks are designed will greatly affect all pertinent
amplifier performance metrics (e.g. noise-figure, gain, linearity, dynamic range, etc.). For
instance, these networks can be designed to maximize the overall power gain.
Alternatively, the networks can be designed for a specific/desired noise-figure with a

corresponding gain. Considering the above discussion, it is clear that in amplifier design

Figure 4.2 Typical transistor amplifier circuit.
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Gr is the most useful gain definition as it considers both Zg and Z;.. It is possible to define

three distinct gain factors for each block in Fig. 4.2 as [9],

— 1_II_‘SI2 (4 8)
> p-Tnf '
G, =[5, (4.9)
and
1-r, |?
= ——JLZ (4.10)
|1_S22FL|

Through these gain factors the overall transducer gain (Gt) of Fig. 4.2 can be calculated

as

G, =G,G,G, . @.11)
T SY0o~L

In the unilateral case, where S, of the transistor equals 0, then from (4.3) and (4.4),

I, =8, and T, =S§,,. Therefore, (4.8) may be re-written for both the bilateral case

(non-unilateral), i.e.

1- ZS_ZO
G, = Zs+Z, 4.12)
: Z.-Z 2’ '
S12S21( - 0)
Z,+Z, Z,-Z,
1-(Sy + 7 —7 )(Z > )
1=-8, (=1 77 %0
Z, +Z,

and the unilateral case, i.e.
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Zs_Zo
Z.+Z
G = SZ °Z = | (4.13)
1_Su( > 0)

Zy+Z,

When designing an amplifier, it is often the case that the maximum gain is not
desired. For instance, when designing an LNA, the overall gain may be sacrificed in
order to improve the noise-figure. As such, the design of an amplifier at a specific gain is
required. To accomplish this task, the concept of constant gain circles (i.e. on a Smith
chart) needs to be reviewed for both the unilateral and non-unilateral (bilateral) design
cases. Following this, the concept of constant noise-figure circles is discussed for future

use in the CAD approach to LNA design.

4.1.3 Constant Gain Circles — Unilateral Design
The overall gain of an amplifier is given by equation (4.11). When designing an
amplifier for a specific gain, the goal is to design the input and output matching networks
such that Gs and G, will yield the desired gain as per (4.11) (G is the transistor’s gain
and is not to be designed). In [9], the unilateral figure of merit, U, is defined as,

- |S11"S12 ”521||S22| .
a-|s11*ya-|s22*

(4.14)

Then, the error in transducer gain caused by the unilateral assumption is bounded by,
1 G, 1
2 < < 2
a+U): G (A-=-0)

(4.15)

or
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. . 1
101og( ) < Gy (indB)— G, (indB) < 1010g((1_U)2 ) (4.16)

(1+U)?

where Gry is the unilateral transducer gain given as,

_ |S21|2(1—|FS|2)(1_|FL|2) .
|1 - Sllrsl2l1 - Szerlz

4.17)

When the input and output of the transistor are conjugately matched (i.e. Ty = S,

and T} =S, in the unilateral case), the transducer gain is maximized. Therefore, from

(4.10) and (4.13) an expression for the maximized gains Gs and G, are obtained as,

1
Smax = 4.18)
1-1S,|
and
1
e = . (4.19)
sy,
The normalized gain factors g; and g1 can now be defined as,
Gy 1- lrsl2 2
= = 1-1S,,1) (4.20)
gS Gsm |1—S111"S|2 ( | “l
and
G 1-|0,°
g =—Lt = E (-8, (4.21)

G Linax ) Il - Szerlz
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Re-arranging (4.20) and (4.21) results in the equations for the centers Cgs and C;, and radii

Rg and Ry of constant gain circles at gains Gs and G as,

Cs= £55 7 (4.22)
I-(1- gs)ISul

R :\ll"gs(l_|Su| ) (4.23)

° 1"(1_gs)|S11|2 ,

S*
=502 (4.24)
1~ (1~ g, )|S|

and

g = V80u]) 425)

1"(1_gL)|S22|2 .

On a Smith chart, these equations represent constant gain circles as shown in Fig.

4.3. Any point along the radius of (4.23) represents a value for I' which results in a gain

of Gs. Similarly, any point along the radius of (4.25) represents a value for I} which

results in a gain of G1. As shown in Fig. 4.3, in the unilateral case, the centers Cs and Cy,

will always lie along straight lines whose angle is that of Sy;" and Sy’ respectively.
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4.1.4 Constant Gain Circles — Bilateral Design
In the bilateral case, S, # 0. Therefore, any equations that depend on S, need to

be revisited. From equations (4.8)-(4.10), only (4.8) carries a dependency on S, (i.e. T,
depends on Si2). As such, only the constant gain circle for the source port is altered (from

the unilateral case). The maximized gain, Gy, in the bilateral case (i.e. when T = l"i:) is

obtained as [31],
. S (4.26)
Smax 1_ Irinlz . M
The normalized gain factor, g;, can now be defined as,

G, _1- 2

g =—=—= 5| ~(1-|L]). 4.27)
GSmax Il - Fin FSI

The definitions for Cs and Ry in the bilateral case are now,

8l (4.28)

Y- gn

and

RN ) @29

1-(-g)l

On a Smith chart, these equations represent the constant gain circle as shown in Fig. 4.4.
Any point along the radius of (4.29) represents a value for I', which results in a gain of
Gs. As shown in Fig. 4.4, in the bilateral case, the center Cs will always lie along the

straight line whose angle is that of T,,. While it may appear that the bilateral and
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unilateral constant Gg gain circles are similar, the difference between them is significant.

While in the unilateral case Cs and Rs depend only S11 and I, in the bilateral case, Cs
and Rs depend on Sy, I, and T, . Moreover, I',, depends on I . As such, designing the

input network in the bilateral case requires that the output network be designed first.
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Figure 4.4 Smith Chart illustrating constant gain circles for the bilateral case.
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4.1.5 Constant Noise-Figure Circles

Through derivations from [9] and [32], the equation for the center Cr and radius

Ry of a constant noise-figure circle can be defined as,

T

c;._iffi (4.30)
and
2
JN@H4-Q )
R, = 0 LI 4.31)

where C is a complex quantity, Rr is a scalar, T is the optimum source admittance that
results in the minimum noise-figure, and N is the noise-figure parameter given by

=M1+1“

2
: 4.32
4R,/ Z, ”J “-32)

In (4.32), NFp is the desired noise-figure, Fuin is the minimum noise-figure for the
transistor, Ry is the equivalent noise resistance of the transistor, and Z; is the
characteristic impedance of the source (typically 50 Q). Any point on the radius of the

constant noise-figure circle represents a reflection coefficient that will result in a noise-
figure NFp, while the center of the circle is on a straight line whose angle is that of T ,.

Any point, i.e. reflection coefficient, within the circle results in a noise-figure between

Frin and NFp. Fig. 4.5 shows a Smith chart with one constant noise-figure circle.
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4.1.6 The .S2P File

Critical to the automated nature of the proposed CAD approach to LNA design, is
the .S2P file format. This file format is an industry standard that is recognized by most
simulation software (e.g. HFSS, ADS, Spice etc.). For a particular device, its .S2P file
will contain S-parameter (i.e. magnitude and phase) information at numerous frequency

points. Moreover, many .S2P files contain noise related information such as T,

F, mins
and Ry. This information can be very useful to designers as it relates actual device
performance to design simulations. In the case of the proposed CAD approach, .S2P files

are exploited to increase the approach’s level of automation. A sample .S2P file is shown

in Appendix A for a transistor device.

4.2 Proposed Approach

Recall from Chapter 2, Fig. 2.4, that the overall noise-figure of a cascaded system

is given by,

hRAE-1 L FR-1 (4.33)

Rot=171+ + *
G, GG, G,G,G, -G,

As mentioned earlier, through equation (4.33), LNA’s are placed at the beginning
of a multi-staged system and are designed to have a low noise-figure (F;) and a high gain
(G1). In the traditional approach to LNA design, a noise-figure is specified by the user,

and the associated constant noise-figure circle is plotted on a Smith-chart. The goal is to
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find a I§ (i.e. source reflection coefficient), which will result in a constant gain circle that

touches the constant noise-figure circle at a single point. This task is achieved by a trial-
and-error plotting of multiple constant gain circles until a satisfactory circle (not
necessarily “the” best circle) is found. The point at which both circles meet represents the
reflection coefficient that has both the desired noise-figure and the maximum possible
gain at that noise level. Finally, the outpuf reflection coefficient (i.e.I}) is set to the
conjugate of the transistor’s Sy, value so as to maximize the amplifier’s overall gain.
Because this approach relies on manually plotting circles on a Smith-chart and visually
checking to see if the two circles meet, the accuracy of the final solution depends on how
well these circles were drawn. Moreover, it may take several tedious manual iterations to
find an acceptable gain circle. The RF/microwave CAD approach strives to solve these

issues through the use of constrained line search optimization.

4.2.1 Unilateral Case

In this sub-section, the CAD approach for unilateral LNA design is presented. To
begin, it is assumed that the transistor is unilateral (i.e. $12 = 0). In practice, S2 can often
be ignored since the reverse signal path is due solely to the gate-drain capacitance which
tends to be very small [9]. In fact, near-unilateral transistors are now available.

Nevertheless, the assumption results in an error that is bounded by (4.15).

Considering the Smith-chart to be the complex reflection coefficient plane, it is

possible to write the equation for a constant noise-figure circle as
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(x—real{C;})* +(y—imag{C;})* = R;’, (4.34)

where x and y represent the real and imaginary axes respectively, and Cr and Ry are given
in (4.30) and (4.31). Similarly, it is possible to write the equation for a constant gain

circle as

(x —real{C})’ +(y —imag{C;})’ = R’ (4.35)

where Cs and Rg are given in (4.22) and (4.23). In the proposed approach, the .S2P file
format is utilised to minimize the need for user-inputs and to automate the approach. In
fact, the .S2P file associated with a transistor contains all the information needed to solve
for the constant noise-figure circle (equation (4.34)) with the exception of desired noise-
figure NFp. An in house MATLAB script is used to read and extract all pertinent transistor
information from the corresponding .S2P file. Since NFp is a user-specification, all
parameters in equation (4.34) are known. Hence, the LNA design problem is to find a

I'y = x + jy , which will make equations (4.34) and (4.35) intersect. It is important to note
that Cs and Rg are dependant on I =x+ jy through (4.20). Hence (4.35) can be re-

written as,
(x = real{Cy(x,)})* +(y —imag{Cs(x,3)})* = Rs(x,»)*, (4.36)

where x and y now represent the real and imaginary parts of T respectively. Re-

arranging (4.34) to solve for y gives

y =R = (x —real{C;})* +imag{Cy}. (4.37)
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Substituting (4.37) into (4.36) leads to

(x - real{Cs(x)})* +[({ R — (x - real{Cy})’

(4.38)
+imag{Cy}) — imag{Cs(x)}’ = Rs(x)’

Equation (4.38) has only one unknown, i.e. x representing the real part of Ii. From a

close inspection of (4.38), it may be seen that x may have two possible solutions.
Geometrically, this makes sense since two overlapping circles could intersect at two
points. To ensure that the two circles meet at one, and only one, point a constraint (the
distance between the centers of the two circles must be equal to the sum of their radii),

ie.

J (real{Cy} —real{C;})’ + (imag{Cs} —imag{C;})* =(R; + Ry). 4.39)

is added. Fig. 4.6 demonstrates this concept graphically. Equation (4.39) can be re-

arranged as

F(x)= J (real{C — real(CF})2 + (imag{Cg} — imag{CF})2 —(R:+K), (4.40)

where F(x) represents the equation to be minimized. The smaller the value of |F(x)|, the
closer the two circles will be. When |F(x)] = 0, the two circles intersect at exactly one
point. In the proposed approach, a line search based optimization technique is used to
find a value of x that satisfies (4.38) and minimizes (4.40). It should be noted that other
optimization techniques could also be employed to solve this problem. For instance,
Newton methods are relatively advanced and could easily solve this sort of minimization

problem. However, since the given problem has only one possible solution, the relatively
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simpler line search approach is more practical. Once x is found, y can be solved for using

(4.37) and hence I, Cs, and Rs become known. The line search optimization sub-routine

is fully described in Appendix B. This line search optimization

Undesired

Desired

Figure 4.6 lustration of how two circles meet at one or multiple point(s).

sub-routine allows the user to specify a resolution parameter, which determines the

degree of accuracy of the final design.
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4.2.2 Bilateral Case

In this sub-section, the CAD approach for bilateral LNA design is presented. As

previously mentioned, the bilateral case differs from the unilateral case in that Cs and Rg
now have an added dependency on I, given in (4.3). From (4.3) it is observed that T,
depends on I} . As such, in the bilateral case, the proposed CAD approach to LNA
design begins by calculating the value of T . As in the unilateral case, I is set to Sy to

maximize the overall gain at the desired noise level NFp. With T} known, I, can be

found using (4.3). It is now possible to write the equation for a constant gain circle as

(x —real{C})* +(y —imag{Cs})* =R’ , (4.41)

where Cs and Rs are given in (4.28) and (4.29). As in the unilateral case, the LNA design

problem is to find a I = x+ jy, which will make equations (4.34) and (4.41) intersect.
Once again it is important to note that Cs and Ry are dependant on Ty = x+ jy through

(4.27). Hence (4.41) can be re-written as,

(x — real{Cy(x, )})* + (v — imag(Cs (x, y)})” = Rs(x,)*. (4.42)

Substituting (4.37) into (4.42) leads to

(x - real{Cy(x)})* +[(y R, — (x — real{C,})*

(4.43)
+imag{Cy}) - imag{C(x)}]* = Rs(x)°

Equation (4.43) has only one unknown, i.e. x representing the real part of T. To ensure

that the two circles meet at one, and only one, point a constraint (4.39) is added. (4.40)
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may again be used as a measure of how close the circles are to touching one another. The
smaller the value of |F(x)|, the closer the two circles will be. When |F(x)| = 0, the two
circles intersect at exactly one point. The line search sub-routine outlined in Appendix B
is again applied to solve for the value of x in (4.43). Once x is known, the value of y, and

consequently I';, can be calculated using (4.37)

4.3 Illustration Examples

4.3.1 Unilateral Case

At 4 GHz, the .S2P file for a GaAs FET transistor gives the following S-
parameters and noise parameters (Zo =
50Q): 5, =0.6£-60°,5, =1.9481°,S,, =0.05226°,S,, =0.5£—-60°, Fpi, = 1.6dB,

I, =0.62£100°, and Ry =20 Q. Making use of this transistor, the objective is to design

opt
an LNA that has a desired noise-figure (NFp) of 2dB and an associated maximum gain.

The RF/microwave CAD approach is employed.

From equations (4.14) and (4.15), U= 0.059 and the error in gain will be less than
+/-0.5dB. The parameters in equations (4.30) through (4.32) are calculated and the

equation for the constant noise-figure circle is found to be
(x+0.097996)* + (y — 0.55576))* = (0.2416)*. (4.44)

Given the user-desired resolution of 0.0001, the constrained optimization routine is

executed. After 14 iterations, it is observed that x = 0.1436 minimizes (4.40), and
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Figure 4.7 Unilateral LNA design using the RF/microwave CAD approach.

correspondingly y = 0.5567 and I =0.14136+0.5567 j = 0.574£75.752°. Using stub-
matching techniques and the calculated value of T, the circuit shown in Fig. 4.7 is

simulated. A summary of the numerical results is shown in Table 4.1.

Comparing the value of |F(x)| resulting from the traditional and the proposed
approaches, it is obvious that |F(x)| is much smaller in the latter case. As such, the
proposed approach results in a design that meets the user-specifications to a much closer
degree. Moreover, as a consequence of having a larger noise-figure, the design from the
proposed approach is able to achieve a higher gain. It should be noted that in most
iterative optimization routines that require an initial guess(es), the required number of

iterations (to achieve convergence) greatly depends on the initial guess. In the proposed
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approach, the initial guesses are limited to a number between zero and one (as is the case

on the Smith chart), hence, the initial guesses are not particularly critical.

Table 4.1 Comparison of the Traditional and the Proposed Approaches

Metric Simulation Results at 4 GHz
Traditional Approach [9] 1141;3(1))1; 3::111

Cs 0.58£60.0° 0.57767 £60.00°
Rg 0.150 0.156
Number of gain circles solved | >3 1
# of optimization iterations None 14
|F(x)] 0.2376 0.0066
Gain 8.36dB 8.47dB
Noise-figure 1.47dB 1.99dB

4.3.2 Bilateral Case

At 4 GHz, the .S2P file for a GaAs FET transistor gives the following S-

parameters and noise parameters (Zy =

50Q):S,, =0.6£-60°,8,, =1.9/81°,5,, =0.05£26°,5,, =0.52—60°, Fun = 1.6dB,

It =0.62£100°, and Ry = 20 2. Making use of this transistor, the objective is to design

an LNA that has a desired noise-figure (NFp) of 2dB and an associated maximum gain.

The RF/microwave CAD approach is employed.
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Recalling from sub-section 4.3.1, the calculated unilateral figure of merit, U, was
0.059. Hence, in this example, it is expected that the measured gain will be approximately

+/-0.5dB more accurate. In the bilateral case, the first step is to calculate the output

reflection coefficient (i.e.I]) as the conjugate of the transistor’s Sy value, ie.

I, =(0.5£~-60°". T,, is now calculated as,

SIZSZIFL

1-5,T,

(0.05.£26°)(1.9.281°)(0.5Z — 60)”
1-(0.5£ - 60°) * (0.52 — 60)'

=0.7838293752 — 55.56790046°

I,=58,+

m

=0.6£-60°+

(4.44)

The parameters in equations (4.30) through (4.32) are calculated and the equation

for the constant noise-figure circle is found to be
(x +0.097996) + (y — 0.55576))* = (0.2416)*. (4.45)

Note, equations (4.44) and (4.45) are identical since the constant noise-figure circle
remains the same in both the unilateral and bilateral cases. Given the user-desired
resolution of 0.0001, the constrained optimization routine is executed. After 24 iterations,
it is observed that x = 0.14360341 minimizes (4.40), and correspondingly y = 0.5558 and

Iy =0.14360341+ 0.5558 j = 0.57405£75.513165° . Using stub-matching techniques and

the calculated value of I, the circuit shown in Fig. 4.8 is simulated. A summary of the

numerical results is shown in Table 4.2.
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Figure 4.8 Bilateral LNA design using the RF/microwave CAD approach.

Table 4.2 Comparison of the Unilateral and Bilateral CAD Approaches

Metric Simulation Results at 4 GHz
Unilateral Bilateral

Cs 0.57767 £60.00° 0.577809.£60.0005°
Rs 0.156 0.1555
# of optimization iterations | 14 24
[F(x)| 0.0066 0.0063
Gain 8.47dB 8.778dB
Noise-figure 1.99dB 1.9959dB
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Comparing the value of |F(x)| resulting from the unilateral and the bilateral cases,
the bilateral case is able to achieve the slightly smaller value of 0.0063. As such, the
bilateral case results in a design that meets the user-specifications to a closer degree.
However, this added accuracy came at the expense of an additional 10 iterations of the
line search sub-routine. Finally, the achieved gain in the bilateral case is 0.308dB larger,
which is within the expected error gained from the unilateral assumption (i.e. +/-0.5dB).
Note that in this example the value of S;; was relatively small (close to zero). In an
example where Si, is larger, the discrepancy between the unilateral and bilateral cases

will be significantly larger.
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Chapter 5

Conclusions

5.1 Contributions

Traditional LNA design approaches from both analog and RF/microwave
perspectives can de tedious, time consuming, and technically challenging. This thesis
attempted to tackle the challenge of automating, through the use of computers, the design
process for LNAs. Two separate perspectives were taken; an analog perspective and an
RF/microwave perspective. While distinct in implementation, both design approaches
have similar end goals:

e to reduce the required level of expertise needed;

e to ensure that the user-specifications are met/exceeded;

e to reduce the required design time;

e to increase the accuracy of LNA designs w.r.t. the user-specifications.
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From a designer’s perspective, selecting between either an analog or an RF/microwaves
implementation is not obvious. Traditionally speaking, designers working with circuits
below 3GHz tend to favor analog designs. The design of circuits for use above 3GHz
traditionally employs RF/microwave designs. However, there is in fact no clear line. It is
up to the reader to decide which perspective he/she is most comfortable with.

In this work, the analog CAD approach to LNA design is presented first. The
framework integrates existing knowledge in the form of circuit topologies and pertinent
sequences of design equations into a unified scheme. For the first time, the approach
advocates a new perspective in terms of user-inputs, i.e. priority assignment to various
LNA metrics. The approach is divided into multiple phases that are modular/systematic.
Currently, the approach includes a topology menu, an SDE menu, an application menu,
and a fine-tuning menu, all of which are expandable. For instance, with the advent of
newer topologies, newer SDEs, and so forth, the tool can be easily upgraded (by updating
Tables 3.1, 3.2, 3.2, and 3.4). The CAD approach has been illustrated via practical design
examples. Simulation results show that effective designs often exceeding the user-
specifications can be systematically derived. It has been shown that the CAD approach
allows users to tilt the balance of the final LNA in favor of certain specifications by
merely changing the corresponding a;’s. It should be noted that users of the given
approach require a modest amount of design expertise. Clearly, a user must understand
what specifications are of higher importance before he/she can input values of a;. This
expertise however, requires general engineering knowledge as opposed to specialized

LNA design experience.
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From the RF/microwave perspective, a CAD approach to LNA design which
targets maximum gain for a desired noise-figure is presented. The automated approach
avoids the need for both trial-and-error, as well as manual Smith-chart plots to find the
largest possible constant gain circle that will meet the desired constant noise-figure circle.
The problem has been formulated mathematically and solved employing constrained line
search optimization. The proposed approach is shown to be highly accurate and is of

practical use to RF/microwave engineers.

5.2 Future Work

Both perspectives presented in this thesis offer a scope for future work in terms of
additions and improvements.

The systematic approach to analog LNA design employs concepts that can be
easily applied to other electronic circuits. The concept of user-prioritized specifications
has been shown to reduce circuit design and optimization times. This is because the
approach is able to first concentrate on those specifications which are deemed to be of
higher importance. The knowledge-base topology selection schemes and fine-tuning
approaches could both be modified for other circuit types (e.g. power amplifiers, mixers,
digital to analog converters etc.).

In the current version of the approach, the largest contributor to design time is in
the generation of the 3D sensitivity plots used in the fine-tuning phase. Future work could
include sub-routines aimed at reducing the required number of plots needed.

Alternatively, sub-routines could be added that would reduce the time needed to generate
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the fine-tuning tables (e.g. fully automate the link between MATLAB and ADS). For
instance, by using interpolations techniques, the grid size (i.e. the number of points on the
grid) required in the generation of the 3D plots could be reduced significantly.

The RF/microwave CAD approach to LNA design is based on line search
optimization. This technique offers a scope for much future work. For instance, on a
Smith chart it is possible to graphically plot stability bounds for the LNA design
parameters. It would be worthwhile for the current approach to considering these
limitations. In this way, resulting LNA designs would not only show maximum gain for a
given noise-figure but would also guarantee stability. Currently, the proposed approach
concentrates on gain maximization for a given noise-figure at a specific frequency.
Altematively, it is possible to offer designers the ability to maximize gain across a
specified frequency range. While the center frequency gain may suffer, the overall gain
bandwidth product would be improved. Additionally, it may be of interest to explore the
possibility of designing an LNA for optimized performance both in terms of noise-figure
and gain (as opposed to maximizing gain for a given noise-figure). By taking into
account the noise and gain performance of the system in which the LNA is to be placed,
the final LNA design could be ideally suited for maximizing gain and reducing noise-
figure. Another interesting thought would be the application of the algorithm to other
types of amplifier design, such as conjugately matched amplifier design, maximum stable
gain amplifier design, power amplifier design, etc. Finally, the line search algorithm itself
could be improved to reduce the number of required iterations and to increase its overall

accuracy.
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Appendix A

.S2P Example File

#GHZ DB SR 50
!IFreq S$11(dB) S11(ang) $21(dB) S21(ang) S12(dB) S12(ang) S22(dB) S22(ang)

0.5 -6.83 -130.4 1428 116.6 -256.96 -32.11 -6.493 88.3
0.75 -8.315 -176.6 1439 58.17 -25.59  -76.93 -8.972 4429

1 -9.136 137.6 14.1 5.361 -25.75  -117 -11.1 4.467
1.25 -9.681 91 13.64 -44.49 -25.6 -153.1 -13.3 -33.35
1.5 -9.933 45.01 131 -925 -25.39 173.4 -15.76  -68.61
1.75 -10.09 -0.7431 125 -139.4 -25.47 140.1 -18.64 -99.81
2 -10.17  -43.74 11.91 175 -25.16 107.4 -22.49 1221
225 -10.28 -83.98 11.29 130.3 -24.97 76.51 -26.44 -115.9
25 -10.8 -122.4 10.73 86.24 -24.05 44.2 -23.76 -101.3

275 -11.65 -160.1 10.2 42.44 -23.39 11.11 -19.56 -115.7
3 -13.25 161.5 9.737 -0.6358 -22.68 -22.68 -17.05 -141

05 1.118 0.1656 -96.62 0.1263
0.75 1.131 0.2488 -86.38 0.1463
1 1.145 0.3353 -78.08 0.1793
25 1.162 0.4226 -70.25 0.2303
b5 1181 05076 -62.54 0.3058
75 1.203 0.5869 -54.92 0.4133

1.228 0.6579 -47.48 0.5616
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Appendix B
Line Search

In essence, the line search optimization algorithm is used to solve a single
dimension minimization problem. In other words, line search is used to solve for an
unknown in a highly non-linear equation. Line search is commonly used instead of
Newton or Secant methods in problems where derivative information is unavailable or
difficult to obtain. In the line search algorithm there is no need for derivative information.

Instead, line search algorithms typically search a bracketed interval.

Let F(x) be a highly non-linear equation with respect to x. It is desired to find a
value of x such that F(x) = 0. In line search optimization, the value of x that minimizes

F(x) is sought within a given interval. Consider Fig. 1 below,

Figure 1 Interval in which the minimization solution is sought.
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Here, 4 and B are the bounds to the search interval, X; and X; are any two points
within the interval and € represents the desired resolution. The line search algorithm is
iterative in nature as it compares the values of F(X;) and F(X;) for different X; and X,.
When F(X7) < F(X), it indicates that the solution to the minimization problem is between
points A and X, from Fig. 1. Thus in the next iteration, the search interval can be reduced
in size. At each iteration, the search interval is reduced until the values of X; and X, are
closer than the desired resolution. Below is a pseudo code for two-point (dichotomous)

line search minimization.

Initialization: Set A as the lower bound and B as the upper bound of the search interval.

Set the value of the desired resolution ¢.

Step 1. Calculate the value of X; and X; using
x,=arBA ¢
2 2
and
X,=A+ (B4 &
2 2
Step 2: Calculate F(X;) and F(X3).
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Step 3: Compare F(X1) and F(X3).
-IF F(X1) < F(X2) THEN SET B =X, and GO TO Step 4.
-IF F(X1) > F(X2) THEN SET 4 = Xj and GO TO Step 4.

-IF F(X1) = F(X2) THEN pick new values for X; and X;. Such that X; < X;

and where X,, X, € [4, B]. GO TO Step 4.

Step 4: IF F(X2)-F(X;) < 2*c THEN STOP, OTHERWISE GO TO Step 1.

The value of & can be adjusted until X7 and X; are sufficiently close. At this point,
both X; and X> will represent the value of x that minimizes F(x). This optimization
algorithm is comparatively CPU inexpensive as no derivative information is required.
Caution must be taken when selecting the values of 4 and B. If the solution lies outside

the search interval, the algorithm will not converge.
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