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Abstract

FAULT DETECTION AND ISOLATI IN SPACECRAFT ATTITUDE CONTROL

SYSTEM USING PARITY EQUATION METHOD

Golnaz Nakhaie Ashtian

In this thesis, the problem of fault detection and diagnosis in the spacecraft attitude
control system is considered. For this purpose, a fault or a failure in a spacecraft is first
defined. This is followed up by description and details on the spacecraft architecture, and
specifically the spacecraft attitude control system (ACS). The method developed for fault
detection and diagnosis is the parity space or the parity equation approach. This method
is applied to one type of actuators, namely reaction wheels that are commonly used in the
spacecraft attitude control system. The capabi]itiés of this method for féult detectability
are studied through extensive numerical simulations. The proposed method is validated
by comparing the obtained results with those of a fault detection method based on linear
observer approach. Among the various variables in a reaction wheel of the attitude
control system, bus voltage and actuator current components are of particular interest in
this thesis, due to their influence in performance of the ACS of the spacecraft. Different
types of fault signatures are used for these two components, and the simulated results are
compared through two different approaches for fault detection. The advantages of the
proposed and designed parity space-based method over a linear observer-based approach
for fault detection and diagnosis is shown to be significant especially in detecting faults

in the pitch axis of the spacecraft.
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Chapter 1 : Introduction

1.1. Statement of the Problem

Spacecraft or satellite is a vehicle designed to leave the atmosphere and to operate in
outer space. It contains different subsystems [1, 2], which can be varied depending on the
mission [3] for which this spacecraft has been designed and developed. Among these
subsystems, one can mention the Attitude Control System (ACS), the Communication
System (COMS), the Thermal Control System (TCS), the power system, the propulsion

system, the payload subsystems and other electronic and control devices.

All of the above subsystems can be subject to occurrences of faults or failures. In this
thesis, the problem of fault detection and isolation (FDI) in the attitude control system

(ACS) of a spacecraft is investigated.

Attitude control system (ACS) is employed for an accurate orientation of a satellite and
its payloads in three dimensions according to a reference frame [4]. It is composed of
sensors (e.g. inertial guidance system, star tracker, etc) and actuators (e.g. thrusters,
reaction wheels, etc) together with a control algorithm. In general, the ACS should
perform the following functionalities:

¢ Controlling the rotation of the solar arrays,

e  Controlling the rotation of cameras,

¢ Providing actuator’s command for repositioning and station keeping,



e  Controlling the orientation of the antenna,
e Providing sun and earth sensor telemetry data for ground based satellite attitude

determination, and

e Providing the capability to recover the satellite from failure conditions.

The performance of the ACS is entirely conjoined to the performance of its actuators.
Actuators can be defined as devices that convert electrical control signals to a rotational
or linear motion. In this thesis, the actuator considered is a high fidelity reaction wheel
[5] which converts a reference command voltage to torque. This torque is then applied to
the spacecraft to reach the required orientation. Reaction wheel is a device that is very
susceptible to fault. The reaction wheel plays an important role in the performance of the
spacecraft, hence any fault or failure in this device may have a serious impact in the
spacecraft mission. For example, the Far Ultraviolet Spectroscopic Explorer (FUSE) [6]
satellite was at the peak of its scientific productivity when on November 25 and
December 10, 2001, it lost the use of two of its four reaction wheels required for pointing
control. The pitch and yaw wheels failed due to the excessive friction between the rotors
and the wheel housings. As another example, one can mention the Hayabusa satellite, as
its two reaction wheels failed in 2005 where the X-axis wheel failed on July 31 and the

Y -axis on October 2 [7].

These examples among others have initiated an intensive desire to develop solutions to
the fault detection and isolation (FDI) problem in the spacecraft’s reaction wheel and this

has also been the main motivation for conducting this research in this thesis.



1.2. Justification

A safe and reliable operation of a spacecraft is of great importance for the protection of
human life, the environment with enormous ramifications and the cost diminution during
a spacecraft mission. To have a safe spacecraft mission, fault detection and isolation has
recently gained a significant attention in the literature [8-23]. The early detection of faults
is crucial in avoiding performance degradation and damage to the machinery or human
life. Accurate diagnosis also helps to make the right decisions on emergency actions and

repairs which lead to lower expenses.

Traditionally, the ground system has been responsible for spacecraft Health and Safety
(H&S). For a ground based fault detection and diagnosis, many sensors should have been
used to provide sufficient information for numerous devices. Furthermore, the ground
personnel should have adequate knowledge and expertise of sensor outputs to be able to

detect faults and to recognize their sources.

The needs for an autonomous and onboard fault detection, isolation and recovery (FDIR)

arose due to the following observations:

1- Increasing the number of sensors in use, for the purpose of providing more
information, together with limited knowledge of space and uncertainties, increase
the risk of wrong evaluation. False signals might arise either due to sensor
failures, or unknown space disturbances and noise.

2- A real time response is a critical issue to avoid catastrophes in safety critical

systems. This may, in general, not be satisfied by the ground based systems.



Although, the above mentioned problems are not the only reasons [24], they are among
the main points in developing and designing an onboard autonomous FDIR system. The
envisaged design for the FDIR should discriminate between faults and disturbances to

make the appropriate decision for the isolation and recovery of the faults and/or failures.

Towards this end, the role of advanced computers can not be neglected, since these
devices enable the space vehicle to accomplish many tasks onboard. In addition, they
have reduced the utilization and the number of physical sensors and consequently the
amount of false alarms. Fault Detection and Diagnosis (FDD) has become a major area of
research introducing major advantages for this new technology. Several techniques have
been introduced, which are suitable for a special class of fault or system [24, 25]. These

methods are briefly reviewed and categorized in the next section.
1.3. Methodology

Numerous methods for fault detection and diagnosis have been developed and
investigated since 1970 [26, 27]. These methods are summarized in Table 1-1. According
to Table 1-1, there are two general methods introduced for fault detection and isolation:

model free FDI, and model based FDI.

Traditional approaches to FDI are model free. These methods are either knowledge based
or signal based. The knowledge based technique includes the fault tree approach, the

pattern recognition approach and the expert system approach to FDI.



Fault Detection and
Diagnosis Methods

Model Free Model Based
Signal Knowledge Parity Equation
Based Based Approach
Limit Fault Tree || State Estimation
Checking Approach
Parameter
Estimation
Signal Pattern Approach
Processing | |Recognition | |
Equation Error
Expert | | Method
System
Output Error
Method

Table 1-1: Fault detection and isolation methods
The Fault Tree Analysis (FTA) is a formal deductive procedure for determining the
combinations of component failures and human errors leading to the occurrence of
specified undesired events at system levels. This method can be used to analyze the vast
majority of the reliability problems related to the industrial systems. In this method the
identified failures can be arranged in a tree structure in such a way that their relations can
be characterized and evaluated [44]. Pattern recognition method however is developed

due to the fact that a unique pattern can be specified for any system. Using signal



processing, it is possible to design a system to recognize the difference between the
pattern related to the healthy system and that of the faulty system [37]. An expert system
approach, normally used in managing computer systems, performs based on statistical

algorithm for abnormal performance detection [54].

In signal based techniques, sufficient information for fault detection is provided using
some sort of redundancy [28]. A redundancy is a parameter used to make consistency
checks between related variables. In safety critical systems, redundancy is supplied by
extra hardware, known as hardware redundancy. A critical component, e.g. a sensor, is
then duplicated or triplicated and voting schemes are then used to monitor signal levels

and trends to detect and locate faulty sensors. Then the decision can be made by

- Limit value checking of directly measurable signals, or

- Signal analysis of direct measurable signals using a model signal.

Hardware redundancy may be replaced by analytical redundancy where the redundancy is
supplied by a process model instead of an extra hardware. Using this method, there would
be no need for extra hardware and duplication of certain components, which have an
important role in cost efficiency. Furthermore, model-based methods are of more interest
in the literature as it gives a better intuition of the internal characteristics of the system

[24, 25].

The model based fault detection and diagnosis methods aim at using all the available
system information, such as input and output signals, to generate a signal referred to as

the residual. This signal measures the difference between the output of the faulty system



and that of the healthy system (that is without a fault). Residual is supposed to be zero
when there is no fault and nonzero when there exists a fault and/or a failure. The residual
signal should then be analyzed to decide whether a fault or a failure has been occurred in
the system and to isolate this fault and/or failure. At the higher levels of design, the
residual should provide sufficient information in the case of multiple faults or failures. In
Table 1-1, three different techniques for model based fault detection and diagnosis are
specified. These methods are briefly introduced in next chapter. In the context of this

thesis, the word diagnosis is referred to the detection and location of a faulty component.

To obtain a residual, the fault scenarios associated with the system should be described.
Hence, we need to implement and apply one or more faults to the components of the
actuator (reaction wheel) in the attitude control system of a satellite. Having the faulty

system, one may then uses different methods to generate the residual signals.

Among the three model-based approaches introduced in Table 1-1, in this thesis the
parity space approach to fault detection and diagnosis is developéd and applied to the
spacecraft’s attitude control system. The simulated results for the residual under different
faulty scenarios are studied using the state estimation approach as a benchmark and
reference technique. Due to the following reasons the parity space approach is selected

considering the state estimation approach as a benchmark and a reference point:

1. As it will be explained in the next chapter, in this method the state space block
diagram is used and so is in the state estimation method; therefore a single block
diagram of the attitude control system as well as the same mathematics can be

used for both methods.



2. The state estimation approach is developed based on the assumption that the
faults contaminate the states of the system, and consequently the outputs of the
system. However, in parity equation approach, the parity parameters are
designed to be independent of the states of the system. In this approach it is
assumed that the fault or failure behaves like a system input. This difference
provides more information on the concept of fault in the attitude control system

of a spacecraft.

Early detection of a fault or a failure together with accurate information of the size, type,

and location of the fault are the main goals of research in these areas.

1.4. Contribution of Thesis

In this thesis, a model based technique known as parity equations has been developed and
applied to a high fidelity model of a reaction wheel in the spacecraft’s attitude control
system. Residual signals are generated to detect two types of faults in two components of
the non-linear model of the reaction wheel. To gain a better understanding of the
sensitivity and the advantages of this technique and to further justify its use for a satellite,
comparison studies between the results of the proposed technique and those of the

standard and conventional linear observer technique are investigated extensively.

1.5. Outline of Thesis

A brief introduction to different types of faults and failures as well as different
approaches for model based fault detection and diagnosis are addressed in Chapter 2. The

architecture of a spacecraft attitude control system accompanied by the dynamics of the



satellite are provided in Chapter 3. In Chapter 4, a fault detection system using parity
space approach is designed and developed, and the convergenée properties of this method
is verified and validated. Furthermore, its safe limits are specified in this chapter.
Simulation results related to the linear observer and parity space approaches are
implemented and compared in Chapters 5. Finally, concluding remarks and future work

are covered in Chapter 6.



Chapter 2 : Fault Detection, Isolation, and Recovery

(FDIR)

In this chapter, we will provide a review of the basic concepts of faults. Then, a general
faulty model of a control system is introduced and modified to be used in implementing
the spacecraft attitude control system. Finally, this chapter concludes by studying various

model based fault detection approaches.
2.1. Concept of a Fault

Fault can be specified as an abnormal condition, defect, or an unexpected change at a
component, equipment, or sub-system. It may lead to a failure or an unacceptable system
performance. Here, there is a preference for using the word fault rather than failure, to

denote a malfunction rather than a catastrophe.

Malfunction is defined as an unacceptable functionality in the performance of a system
that can lead to a catastrophe or a hazardous situation if not recovered. Malfunction is
different from catastrophe as this type of functionality can be encircled and recovered,
like a failed component which can be isolated, quarantined and its performance can be

substituted by those of some other components.

Various faults can be classified considering the components they contaminate i.e. a

sensor, an actuator, etc, or the way the fault affect the output of the system. Faults may
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infect the output of the system by adding or multiplying it with another parameter [24, 29
and 30]. Depending on the class to which a fault belongs and the type of the infected |
system, different methods for fault recovery can be applied to a faulty system to avoid

catastrophe [31, 32 and 33].
2.2. Modeling a Faulty System

A faulty system is defined as a system that is contaminated by any type of a fault, such
that the desired output cannot be provided. A system is composed of different
components. Faults may infect any of these components, leading to a faulty system. To
further explain this concept, a general architecture of a control system is illustrated in the
block diagram of Figure 2-1. It is assumed that the output of the actuator is not
observable. This is the assumption made in the concept of this thesis for the real
dynamics of the system. The main components of a control system (sensors, actuators,

plant and controllers) are illustrated in the block diagram of Figure 2-1.

1. f. fr
Reference l l l

signal 1) u(t) X t)‘
> — Controller » Actuator Plant >

+
t
w9
Sensor |*

Figure 2-1: The controlled system and fault topology [24]

Faults and failures that may infect each block are shown by arrows. In this figure, £, is
the controller fault, £;, refers to the fault and the failure that may infect the actuator block,

and f, represents the plant fault. Output sensor’s faults are implemented by f,, as well. The
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signal u*(?) is the controlled input that is applied to the plant through the actuator block,
and u(f) is considered as the actuator output and will be different from u*(¢), if the
actuator is faulty. The variable y*(¢) shows the real output of the plant block, while y is

the observed output signal through the output sensors.

Assuming the controller faults are equal to zero, from Figure 2-1 we can obtain the state

space representation of the faulty spacecraft system as follows [24]:

{x(z) = Ax(t) + Bu(t) + f, o
y*(t)=Cx(1)
and,

y@O)=y*@O+ £, (2.2)

where x(f) is the state vector of dimension n, 4 is an nxn state matrix, B is a constant
(column) n-dimensional vector and C is a constant (row) n-dimensional vector.

Given that in this thesis we are concerned with the occurrence of a fault in the actuator
block, we can assume the sensor and plant block’s faults to be zero. Consequently we

will have:

{x(z) = Ax(t) + Bu(t) (2.3)
(1) =Cx(2)

u(?) in the above equation may be approximated by following equation:
u(ty=u*@)+ f,(t) 2.4)
By combining equations (2.3)and(2.4) we will have:

{x(t)= Ax(t) + Bu*(¢)+ Bf, (1) (2.5)
y(t) = Cx(t)
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As B is a constant n-dimensional vector, the expression Bf, represents the effects of
actuator fault in the system and may be shown by f;. Consequently, equation (2.7) can be

reduced into following equation:

{x(t) = Ax(t)+ Bu* () + f,(t) (2.6)
y(1) = Cx(2)

Equation (2.6), will be used in this thesis to explain a faulty spacecraft attitude control
system, both in the explanation of the FDI approaches, and to implement the faulty

scenarios for the verification of the methods.
2.3. Fault Detection System Characteristics

An inaccurate detection and diagnosis of a fault will have potentially significant
consequences, as discussed in Chapter 1 to the satellite mission. To avoid these
consequences, an appropriate FDI system, that is employed in a spacecraft or for that
matter in any other complex dynamical system, should satisfy the following requirements

[38, 30]:

e Low detection time delay- which is the difference time between when a fault has
occurred and when it has been correctly detected,

o High rate of correct detection (sensitivity)- which means that the system should
be sensitive to a fault;

o Low rate of false alarms- being sensitive to fault may have consequences as

being sensitive to noise and increasing the rate of false alarms.
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Detectibility- refers to the ability of the FDI system to detect the fault from the
designed residual;

Isolability- which is the ability of the diagnostic system to distinguish between
different failures that occur in different parts of the system;

Novelty identifiability- which is the ability to find the source of abnormal
behavior of a system. It specifies whether the cause is a known malfunction or an
unknown, novel malfunction;

Adaptability- there are changes in the behavior of the system because of the
changes in the mission requirements or unanticipated disturbances and noise. It is
important for the FDI system to adapt itself with these changes in external inputs
or structural changes due to retrofitting and so on;

Multiple fault identifiablity- which is the ability to identify multiple faults in
different components; and

Low cost- this is an important goal in designing any device and execution of any

process.

Investigation of these requirements in any proposed FDI system leads to a better

justification of the designed method.

2.4. Model Based Approaches to Fault Detection and Isolation

A model based FDI system normally performs the following tasks:

Fault detection: the possibility of the occurrence of a fault should be determined
in this task;

Fault isolation: the faulty component will be located in this task; and
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o Fault identification: this task is concerned with estimating the size and the type

or the nature of the fault.

The general idea in a model based FDI system is to generate a residual signal to detect a
fault. The signal is then evaluated to specify the characteristics of the fault. The
performance of the method can be evaluated based on its ability to generate and elaborate
a residual signal. The structure of a model based FDI system is illustrated in Figure 2-2

[46]. The two basic blocks are described below:

Input O:tput

— > Process

‘ Measurements

vy

Residual
Generation

Residual

\

Residual
Evaluation

l Fault information

Figure 2-2: Structure of the model based FDI system [24]

¢ Residual generation: The residual is going to be generated in this block using
available information such as input and output signals. The generated residual
should provide sufficient information for fault detection, isolation and
identification. Normally, the residual is zero or very close to zero (considering
model uncertainties), for the system with no fault. Unlike a healthy system, for a
faulty system the residual should distinguishably diverges from zero. The

difference between the very close to zero and the non zero signal can be specified
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by applying specific fixed or variable thresholds that are known as “safe limit” or

“healthy limit”.

e Residual evaluation: After the residual is generated, this signal is examined to
decide whether the fault has occurred or not. It should be evaluated to decide
about the location, size and nature of the fault [24]. To further improve this
technique, a number of residual signals can be generated. Any of these residuals
are designed to be sensitive to a special type of fault. This simplifies the process

of the residual evaluation.

2.4.1. Residual Generation Techniques

Generating an accurate residual signal is important in the process of evaluating the fault
signal. Different methods of residual generation are considered in this section. These
methods, which can be referred to as model based fault detection methods are classified
as: (a) parameter estimation approach, (b) state estimation approach, and (c) parity
equation (parity space) approach [24]. Following sections explain each of these methods

in detail.

2.4.1.1. Fault Detection with Parameter Estimation

Parameter estimation can be used when the process parameters are not partially known,
or are not known at all [36, 37]. This approach is based on the assumption that the faults
are reflected in the physical system parameters. Basic idea of this method is to estimate
the parameters of an actual fault free process on-line, using well-known parameter

estimation methods. This way, we obtain an estimation of a fault free process outputs as
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well, which will be referred to as the reference outputs. Any changes in the process
parameters will then reflect in the system outputs and result in discrepancy between the
system outputs and reference outputs. These discrepancies will be transformed into
residual signals. There are two approaches for parameter estimation method: 1- the

equation error method, and 2- the output error method.

1. Equation Error Method
A block diagram corresponding to the equation error method is illustrated in Figure 2-3.

In this block diagram, u(#) is the input signal which is provided by the actuator block in

Figure 2-1. 20
A(s

, implements the Laplace transformation of the actuator and plant block

in which A(s) and B(s) are polynomials of s. The coefficients of the polynomials A(s) and
B(s) are known as the parameters of the system. ﬁ(s),ﬁ(s) are the estimates of A(s) and

B(s), which are obtained through the parameter estimation block. e(f), known as the

B(s)

equation error, specifies the differences between the system function, m, and its
s

A~

B(s)

estimate, —

As)

w0 [ B ) 2l
)

B(s
l A(s
3 le ¥
Parameter
© | Estimation | §

Figure 2-3: Parameter estimation method using equation error [24]
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To describe this method, a general dynamic system can be specified by the following

differential equation in the time domain [24, 37]:

dn dn~l m m~1
an y+an—1 —%)+”.+a0y:bmd u+bm—ld——1;l.
dt” dt" dt” dt”

4ot b,

This equation can be presented in the following form:
y)=¥'0
where
©" =|a,..a,,b,..b,]
referred to as the parameter vector and
W - [y(')...y(")u(‘)...u(")l
is the data vector. According to Figure 2-3, the equation error is given by
e(t) = y@t)-¥'0
orif

u(t) A(s)

@.7)

(2.8)

(2.9)

(2.10)

@2.11)

2.12)

is the transfer function of the process, the equation error via the Laplace transformation

becomes:

e(r) = B(s)u(r) — A(s)y(t).

2.13)

The equation error, e(t), is designed such that it tends to be zero in steady state for a

healthy system. Due to the occurrence of a fault or failure, according to the assumption

made earlier, the system parameters (the coefficients of A(s) and B(s)) are infected.

Consequently, ;I(s) and f?(s) are not the correct estimate of A(s) and B(s) and e(¢) will

not remain zero. This property of e(¢) has enabled it to be considered as a residual signal.
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2. Output Error Method

B(s)

The output error method is depicted in Figure 2-4. In Figure 2-4, y indicates the
s

Laplace transfer function of the system. u(?) is the system input which is provided by the

controller and y(f) is the output of the system . The estimate of the system transfer

A

B(s)

function, i.e. ,:1( ) , is used to calculate the estimated output of the system, y(¢), in which
s

zzl(s) and l§(s) are the estimates of A(s) and B(s) obtained through the parameter estimate

©. The output error is then defined as

e(t) = y() - y(0,1) (2.14)
where
50,5) = ’jﬁ; u(s) (2.15)

is the estimated model output.

B(s) 1)
A(s)

u*(1)

y
A

e(t)
—»

B (s)
A(s) 0

~

S

Parameter
Estimation

Figure 2-4: Parameter estimation method using output error
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When a fault occurs in the system, it changes the process parameters by AG(f)

Consequently, the output signal changes for small deviations according to
Ay(t) =T (A + A¥YT (1)O(t) + AYTAO(¢) (2.16)
and the parallel estimator indicates a change of A® .

Generally, the process parameters ® depends on the physical process coefficients p (e.g.

stiffness, damping factor, resistance, etc)
0= f(p) (2.17)

via the above non-linear algebraic equation. If one inverts the relationship
p=r(0) (2.18)

(assuming that it exists), then the changes Ap of the process coefficients can be

calculated. These changes in the coefficients are in many cases directly related to the

faults.
2.4.1.2. Fault Detection with State Estimation

This approach is based on the assumption that faults are reflected in the physical system
states, rather than parameters. Basic idea of this method is to estimate the states of the
actual fault free process, on-line, using the state estimation methods, as illustrated in
Figure 2-5 [47]. Any changes in the state of the system leads to a discrepancy between

the system states and their estimates generating a residual signal.
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u(f) A - .if(l‘)

Plant | Estimator |———»

I

Figure 2-5: General structure of the state estimator

4

In Figure 2-5, the state-space representation of the plant block is specified by the

following equation:

%(t)=Ax(¢t)+Bu(t); xeR',ucR,yeR

(1) =Cx(1)

2.19)

In equation (2.19), x(¢) is an n-dimensional state vector, 4 is a constant nxn matrix, B and

C are known constant column and row n-dimensional vectors, respectively.

The estimator equation of Figure 2-5 can be expressed as:
x(¢)=F5(¢)+ Hu(¢)+Gy(t); ueR,yeR (2.20)

We need to choose the matrices F, G and H such that 5c(t) is an accurate estimate of x(z).

To do this, the transfer function from u(¢) to x(#) must be equal to the transfer function

from u(f) to x(1):

U(s) U(s) @2D

Obtaining the Laplace transfer function of the equation (2.19), we have:
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{sX (s)—x(0) = AX(s)+ BU(s) (2.22)

Y(s)=CX(s)

in which the initial value x(0) is unknown, and 4, B and C are known matrices as

expressed earlier. —i]% can be obtained from the following equation, neglecting the
s
initial conditions:
X(s)=(sI - A)'BU(s). = (2.23)

To obtain the Laplace transfer function of the estimator, we assume that the initial

conditions are zero, as well. The transfer function of the estimator is expressed by:

sX(s) = FX(s)+ HU(s)+Gy(s)
y(s)=CX(s)
58X (8)=FX(s)+ HU(s)+GCX (s) . 2.2%4
- X(s)=(s] - F)'[HU(s)+ GCX (5)]
=(sI~F)"[H +GC(sI - 4)" B|U(s)

Since equation (2.21) should be satisfied:

(sI~ Ay B=(sI-F)"[ H+GC(sI-4)"B]. 2.25)

Collecting (s — A)™ B terms:

[1-(sI-F)'GC|(sI-A4)y'B=(sI-F)"H . (2.26)

Since (sI —F)'(sI -F)=1, we have:
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(sSI-Fy'[sI-F-GC)(sI-A)" B=(sI-F)"'H

L 2.27)
~|sI-F-GC)(sI-4) B=H
Therefore,
(sI-4)"' B=(sI-F-GC)"'H 2.28)
The equation (2.28) is satisfied if we chose:
F=A4-GC 5 29
H=B (2.29)

In the above equation, the gain matrix G is chosen such that an acceptable transient
response for the state estimator is achieved. The detailed state space block diagram of the

state estimator is illustrated in Figure 2-6:

u¥() | x(2) = Ax(r)+ Bu*(1) no
1yt =Cx(t).

e(t)

x(t)

()

A -t

Figure 2-6: The process and the state observer method [24].
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This way we can obtain an estimation of the fault free process outputs, which will be
considered as the reference outputs. Any changes in the process states will then be
reflected in the system outputs and result in a discrepancy between the system output and
the reference outputs. These discrepancies or mismatches will be transformed into the
residual signals. The advantage of using the observer is the flexibility in the selection of
its gains, G, leading to a rich variety of FDI schemes [48, 49]. In order to implement this
approach for the system designed in Figure 2-1, a state space dynamic model for the

process (Plant in Figure 2-1) is considered as:

{x(t) = Ax(t) + Bu*(¢) + £, (t) (2.30)

y(t) = Cx(t)+ Du*(¢)

Assuming that all the matrices 4, B, and C are perfectly known, an observer is used to
reconstruct the system states based on the measured input u(f) and the output y(¢) where

u(?) is obtained from the controller.

In Figure 2-6, let us define e,(¢) as the state estimate error, that is the difference between

the states and their estimated values, namely:

{ex (1) = x(2) - x(2) (2.31)

é,(t) = (A—HC)e, (1)

The state estimate error e,(f) and the measurement estimate error e(t) = y(¢t)— y(¢) vanish

asymptotically if the observer is asymptotically stable, which can be achieved by the

proper design of the observer feedback gain, G [47].
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Both signals, e(f) and e.(f), represent dynamic behaviors, and can therefore be taken as
the residuals. For the generation of the residual with special properties, (i.e. transient and
steady state response properties), the design of the observer feedback matrix, G, is of
interest. The necessary strict conditions are the stability and sensitivity against
disturbances. In this thesis, the signal e(?) is considered as the residual signal. If faults

appear as any changes in the systems states, e,(f) and consequently e(f) differ from zero.

2.4.1.3. Fault Detection with Parity Equation

A straight forward model based fault detection is to take a fixed model and run it in

parallel to the process, thereby forming an output error, namely,

[ Ats) _ As)
R(s)—(B(S) B(S))U(s) (2.32)

As mentioned in Section 2.3 for a linear time invariant (LTI) system, the existence of

fault can be specified according to the following formula in the state space:

{x(z) = Ax(t)+ Bu*(0) + £, (1) (2.33)

y(t) = Cx(t) + Du*(¢)

where x(¢) 1s the system state vector, u(f) is the input signal and y(f) is the output of the
system. The matrices 4, B, C and D are the system matrices with appropriate dimensions,

and f; is the component fault vector affecting the system.

By obtaining the first derivative of the output of the system, we have:
y(t)=Cx(t)+ Du*(t)

By replacing x(¢) obtained from equation (2.33) in the above formula, we will have:
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$(t) = CAx(t) + CBu*(£) + Cf,, + Dir*(£)

In the same way, by obtaining the second derivative of the output, we will have:

$(t) = CA*x(t) + CABu * () + CAf () + CBu* (¢) + Cf ,(¢) + Dii *(¢)

Consequently, we can introduce the following matrix notation for the relation between

the input signal and its derivatives, and the output signal and its derivatives, namely,

y C D 0 - 0 O u*
y CA CB D vee O 0 u*
jol=|Cf|x)+] C4B B - 0 Ol a* |+
_y(n) | _CA" _J _CA"—IB CAH‘ZB .-« CB D— _u(n) *_
[0 0 o ol f£, ]

¢ 0 o ol f,

4 0o 0| f,
-CAn—l CAVI_Z e C 0_ -f(")A—

in which n=1,2,... k or in a compact form

Y(t) = Tx(2) + QU(t) + VF(t)

where
T
Y=[y y .. y‘")]T,T=[CT (ca) ... (CA")T] ,U.—_[u* a*
D 0 ... 0 0 0 ... 0
CB D ... 0 C 0 ... 0
Q= : : :’V: : : : and
CA™'B CA™*B ... D cA™ c4 ... 0

F=[fs Ju o 7]

Now we define a parity vector € (an n+1 row dimensional vector) as follows:
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(2.35)

T
™ *} ,



{g;{)w, ®, o ... com] (2.36)
multiplying both sides of equation (2.35) by the parity vector, Q, yields:

QY (1) = Q(Tx(t) + QU () + VF (1)) (2.37)
which can be rearranged as:

Q(Y(1)—-QU(1) = Q(Tx(1)+ VF (1)) (2.38)

If we want to consider equation (2.38) as the residual signal, it should not be influenced
by the state variables. Therefore, QT =0. This adds another element which should be
considered in choosing the parity vector () parameters. Under the above conditions,

equation (2.38) becomes:

r=Q (Y()-QU@®))=QVF(t) (2.39)
where r is the residual signal and € is the parity vector. According to the above equation,
the residual signal » will be zero if the fault vector F(f) becomes zero, and it is nonzero if

there exists a fault. The vector » will satisfy all the residual conditions and can be

considered as a residual signal [43, 50, 51].

To obtain the number of the derivatives required for this approach, k, the well known
Caley-Hamilton theorem is used [45]. According to this theorem, assuming the system is

observable through its outputs, there is an# , 1<% <n, such that

n+1l

n=m 2.40
n n=>n (2:40)

Rank T(n) = {
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The system states can be observed by the matrix 7(# -1). On the other hand, any

component of the states lying in this matrix affects the outputs of the system.

2.5. Conclusion

- Different approaches to model based fault detection and diagnosis were presented in this
chapter. The fault detection problem has been formalized using a system framework and
the mathematical description of the system. Within this framework, the residual
generation has been identified as the main issue in the model based FDI and the residual
generator has been summarized in three different residual generation structures. It is
obvious that the success of a fault diagnosis system depends on the quality of the

residuals.

28



Chapter 3 : Spacecraft Attitude Control System

The motion of a spacecraft is described by three parameters: position, velocity, and
attitude. Position and velocity are the subjects of orbital mechanics and are similarly
referenced to some coordinate frames. They give the location, speed and direction of
motion of the spacecraft. Attitude, however, is the subject of attitude dynamics, i.e. the
motion and orientation of the spacecraft about a reference system. It describes how

spacecraft body axes are oriented relative to an inertial or rotating coordinate system.

In this chapter, the dynamic model of a spacecraft that is used in this thesis is described to
some details. This follows by the design of the attitude control system (ACS) for the
spacecraft. Attitude control system design contains two tasks, one deals with the design
and development of the actuator, and the other deals with the design and development of

a controller to obtain a desired actuation signal.
3.1. Reference Frame

As stated above, a reference frame is required to describe the attitude control system of a
satellite. Any reference frame will lead to a correct description, if applies consistently,
and the difference is in the number of necessary calculations and algebraic
transformations. Therefore, selecting an appropriate reference frame would help us

reduce the computation time and resources [38, 36].
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3.1.1. Spacecraft Fixed Body Reference

Fixed body reference, as it is obvious from its name, is a body-fixed frame of reference.
Its origin is located at the spacecraft center of mass and its orientation is based on the
spacecraft geometry. The x-axis and the y-axis are considered along two of the solar
panels on the bottom side of the satellite and the z-axis is considered along the height.

This reference frame is depicted in Figure 3-1.

y
Figure 3-1: Spacecraft fixed body reference frame [55]

3.1.2. Spacecraft Principal Axes Reference Frame

The principal axis reference frame, like the fixed body frame, is a frame that is fixed to
the body of the spacecraft with its origin located at the center of the spacecraft mass. The
orientation of this reference frame is along the principal directions of the spacecraft body.
It should be noted that the principal directions are the eigenvectors of the spacecraft
inertia matrix and that the resulting dynamic equations may be expressed more

conveniently in this frame.
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3.1.3. Spacecraft Orbital Reference Frame

The orbital reference frame as shown in Figure 3-2, is chosen to be the well-known
Earth-pointing reference system where the x-axis (Roll) is along the satellite velocity
vector, the z-axis (Yaw) points toward the center of the earth and the y-axis (Pitch)

completes the right-hand triad.

Roll Axis

) Pitch Axis
y

Pitch Axis

y

Figure 3-2: Spacecraft orbital reference frame [55]

3.1.4. Inertial Reference Frame

As is obvious from Figure 3-3, this is a non-rotating Earth-fixed frame. Its origin is
located at the center of the Earth with x-axis points through the Greenwich Meridian in
the equatorial plane. Its z-axis is the same direction as the Earth’s rotation axis, and the y-

axis completes the right hand triad.
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Greenwich
Meridian

Y

x
Equator

Figure 3-3: Spacecraft inertial reference frame [55]

3.2. Attitude Control System Dynamics and Control Laws

The spacecraft attitude control system, as explained earlier in Chapter 1, performs slew-
and-hold maneuvers to satisfy the spacecraft pointing and stability requirements. This
component has been developed to meet the high accuracy requirements established by the
desired missions. The ACS designed in this thesis includes a three-axis reaction wheel
with specified pointing requirements. Pointing requirements for the roll, pitch, and yaw
axes are equal to 0.02° (i.e. a navigation error of 0.02° for the roll and pitch and yaw axes
is acceptable) [52, 53]. The pointing requirements must be maintained by the control
system under the influence of disturbance torques. The first step to design and analyze
the control system is to derive a mathematical model of the system. In this work, the
control system is designed to provide an appropriate input signal for the reaction wheels
using the reference command signal and the feedback signals received from the

spacecraft outputs. According to the input signal provided by the controller, the reaction
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wheel produces and applies the proper torque to the satellite to obtain the desired pointing
requirements. Consequently, the mathematical model of the system, required to design

the controller, includes the spacecraft and the three-axis actuator (3-axis reaction wheel).
3.2.1. Spacecraft Attitude Dynamics and Disturbance Torques

The attitude control system stabilizes the vehicle and orients it during the mission, despite
the external disturbance torques acting on it. Hence, the mathematical modeling of the
spacecraft attitude dynamics includes both the dynamics of the spacecraft as well as the

disturbance torques applied to it.
3.2.1.1. Spacecraft Attitude Dynamics

The nonlinear equations of the attitude motion of the satellite can be derived considering
a torque about the satellite’s center of mass. With reference to an absolute coordinate
system, Newton’s second law defines the relationship between the torque and the angular

momentum, namely:

r=H 3.D

where 7 is the actuator torque and H is defined as angular momentum.

If the body reference system has an angular velocity @ as observed from the inertial

reference frame, then H in the above equation becomes
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1'=1-;I+c?)><ﬁ (3.2)

In the above equation, the first part, 24 represents any changes in the magnitude of the

components of H, and the cross-product term represents changes in direction of the

component of H. Replacing “ & x H ” in the above equation by

J)Xﬁ:(a)sz _wzHy)'—*-(wsz —waz)j+(way' —waX)k (3.3)

where i, j and k denote the unit reference vectors, leads to:

?z(Hx +a,H, —a)zHy}'+(Hy +a,H, —a)tz)i+(Hz +o H, —a)nyyc (3.4)

Equation (3.4) can be written as a set of three differential equations relating the torque
components to the angular momentum components. These equations are known as the

Euler’s momentum equations and are given by:

ry:Hy+a):Hx—a)xH_,
r=H +o H -0 H
x X ¥y z z y (3.5)

r,=H,+oH -0 H,

Angular momentum components, Hy, H,, and H,, are related to the angular velocity

components, @, , ®, and @_, through the inertia matrix J, given by:
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Hx :Ixxa)x _Ixywy _Ixza)z
H, =10 -1,0-1,0, (3.6)

H =Io-10 -1 0

If the spacecraft body frame is parallel to its principal axis, where the products of inertias

are zero, substituting equations (3.6) into equations (3.5), yields:

T, =a>x1xx +a)ywz(lzz _Iyy)
r, =01, +o,0(l, ~1,) (.7)

1, =01, +o.0,(l, 1)
where x, y and z now represent the principal axes of inertia.

Although, the general attitude motion of a rigid body may be modeled by equations (3.7),
they have no general solution unless we specify the components of7 which are the

outputs of the actuators. Note that the equations are nonlinear and coupled.
3.2.1.2. Disturbance and Noise Signals

A body in space is subject to small but persistence disturbance torques from a variety of
sources. Since, these torques would quickly reorient the vehicle, the effects of these

disturbance torques on the overall system cannot be disregarded and should be modeled.

The sources of the disturbances can be summarized as follows:
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e Gravity Gradient Torque
The gravitational disturbance torques appear as a result of the gravitational torque
variations over the unsymmetrical mass distribution of the satellite body. This variation is
due to the variation of the radius vector from the center of Earth to the center of mass of

the satellite in the body frame of reference. It can be estimated by the following equation

[3}:

T, =221 -1, ksin(26)

TR (3.8)

where T, is the maximum gravity torque, u is the Earth’s gravity constant (3.986 x10"
m’ /sz), R is the orbit radius (m), @ is the maximum deviation of the Z-axis from the local
vertical axis in radians, and I, and I, are the moments of inertia about z and y (or x, if

smaller) axes in kg.m”.

e Earth’s Magnetic Torque
The Earth’s magnetic field is closely approximated by the magnetic field of a dipole
positioned at the centre of the Earth. This field is defined as series spherical harmonics.
This magnetic field imposes a torque on the satellite, known as Earth’s magnetic field. It

can be obtained from the following equation

T =DB
" (3.9
where T,, is the magnetic torque on the spacecraft, D is the residual dipole of the

spacecraft (4.m?), and B is the Earth’s magnetic field. B can be approximated as:

36



B=2M /R’ (3.10)
In this equation, M is the magnetic momentum of the Earth, 7.96x10" tesa.m’ ,and R is
the radius from Earth center to the spacecraft in m [3].
¢ Solar Pressure Torque
The solar pressure torque is a result of the accumulative force imparted by the sun and

other solar masses on the satellite body orbiting the Earth. For a spacecraft with its size

about 2x ].5m, this torque is approximated to be: 6.6x10° N.m [3].

e Aerodynamic Disturbance Torque
The aerodynamic disturbance torque is due to the accumulative force imposed by the
molecules found in the upper atmosphere. Aerodynamic torque can be obtained from

following equation:

T,=F(c, —¢c,)=FL
o =l me) (3.11)

where T, is the aerodynamic torque, c,, is the center of aerodynamic pressure and c; is
the center of gravity, F'is the force that is imposed on the spacecraft and can be obtained

from following equation:
_ 2
F =05(pC,4V") (3.12)

where C; is the drag coefficients (usually between 2 and 2.5 [3]), p is the atmospheric

density, 4 is the surface area, and V is the spacecraft velocity [3].

3.2.2. Actuator Dynamics

Conservation of the vehicle angular momentum requires that only external torques

change the spacecraft net angular momentum. Actuators are devices which provide
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reaction torque. They are employed in the system to apply any desired changes in the
angular momentum and to resist the torques imposed by external disturbances [52]. In
this section, the mathematical model of a high fidelity reaction wheel -the type of the

actuator that has been used in the ACS system in this thesis- is introduced.

In general, a reaction wheel consists of a rotating flywheel, typically suspended on ball

bearings and driven by an internal brushless DC motor.

Figure 3-4 shows a view of ITHACO reaction wheel. A detailed block diagram of reaction
wheel is required to provide us with a fundamental understanding of a high fidelity
mathematical model of the reaction wheel system [5]. This structure is presented by

Figure 3-5.

Figure 3-4: ITHACO reaction wheel
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Figure 3-5: High fidelity reaction wheel block diagram [5]

The values of the parameters for different components and their units in this model can
be found in Table 3.1. The constants in this table are considered for ITHACO’s Type A

reaction wheel [5].
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Variable | Nomenclature Units Type ARWA

G, Driver Gain AV 0.19

o, Driver Bandwidth | Rad/sec (Hz) 2000 (318)
(-3dB)

K, Motor Torque N-m/A 0.029
Constant

T, Motor Back-EMF | V/rad/sec 0.029

k, Overspeed Circuit | V/rad/sec 95

Gain

o, Overspeed Circuit | Rad/sec (rpm) 690 (6600)
Threshold

T, Coulomb Friction | N-m 0.002

J Flywheel Inertia N-m-s’ 0.0077

N Number of Motor | - 36
Poles

B Motor Torque N-m 0.22
Ripple Coefficient

C Cogging Torque - Zero
Amplitude

R, Input Resistance Q 2.0

P, Quiescent Power w 3.0

R, Bridge Resistance | Q 2.0
Torque Command |V 5

Range
k, Voltage Feedback | V/V 0.5
' Gain

o, Torque Noise rad (degrees) 0.05 (3)
Angle Deviation

o, Torque Noise High | rad/sec 0.2
Pass Filter
Frequency

The subsystems of a high fidelity reaction wheel illustrated in Figure 3-5 are described in

following subsections.

Table 3-1: The reaction wheel parameters values [5]
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3.2.2.1. Motor Torque Control

The motor driver is a current source with a gain, G, controlled by a command voltage.
The purpose of this block is to deliver the current directly proportional to the torque
command voltage. Torque constant, K; in Figure 3-5 provides torque proportional to the

current delivered into it, ,,.

3.2.2.2. Speed Limiter

In order to prevent the flywheel from reaching unsafe speeds, a speed limiter circuit is

employed. The speed limiter senses wheel speed and if the wheel speed, w, exceeds a

hold threshold, @_, the block H, will activate a negative feedback which returns the

flywheel speed with a negative high gain, Kj, into torque command.

3.2.2.3. EMF Torque Limiting

Any change in the magnetic environment of a coil of wire will induce an electric field
and therefore a voltage (emf) in a coil. No matter how the change is produced, the voltage
will be generated (Faraday’s Law). When an emf is generated by a change in magnetic
flux according to Faraday's Law, the polarity of the induced emf produces a current

whose magnetic field opposes the change which produces it (Lenz’s Law).

In the presence of a magnetic field, when an emf is applied to the ends of the coils of the
motor, they rotate. The magnetic flux threading through the area between the coils
therefore changes constantly. By Faraday's law of induction, this induces an emf that, by

Lenz's law, opposes the motion of rotation; it is a back emf.
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At high speeds, because of the high rate of change in magnetic field, there will be a big
increase in the amount of back emf, 7, which according to the Lenz’s Law, will oppose
the rotation. Therefore, there will be a threshold for the rotation speed, which exceeding
that threshold will apply limitation in the rotation speed and corollary the motor torque.
This can be compensated by a high Vpys. But in low bus voltage, from the disturbance
point of view, the available motor torque is coupled directly to the Vpys and any change
or fluctuation will be considered as torque disturbance which should be modeled in the
block diagram. The back emf limiting is coupled with Izys as has been shown in Figure
3-5. Izys is a function of motor current, angular velocity and bus voltage which can be

specified by the following equation [5]:

Iy =(V ! IJ(IjRB+O.O4|Im|VBUS+P; +a)1mke)

BUS —

(3.13)

where Vpys is the bus voltage of the wheel, I, is the motor current, Rp is a constant

known as bridge resistance and P, is a constant known as quiescent power.
3.2.2.4. Friction and Torque Noise

Another important parameter that influences the motor torque is friction and the noise
related to the friction. These parameters should be considered as disturbance torques and
modeled carefully in the high fidelity mathematical modeling. To simplify the study and
the modeling of the friction, it can be broken down into viscose friction and coulomb

friction and torque noise.
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e Viscous Friction, T,- Viscous friction is a parameter that depends on speed and
temperature. The viscous friction is generated in the bearings due to the bearing
lubricant. Since, the lubricant has a strong sensitivity to the temperature; the
viscosity 1s a temperature dependent variable. This torque has been characterized
by the following equation [5]:

0.0002

°C

mN —m
rad / sec (3.149)

T, =(0.049~ (T+30°C))

e  Coulomb Friction, Tt~ Coulomb friction is a constant parameter with polarity
dependence on wheel direction of rotation. The coulomb friction, 1. is caused by
rolling friction within the bearing. This loss torque is independent of wheel speed
and temperature and is primarily of interest as a disturbance source. The coulomb
friction 1s assumed to be 0.002 Nm.

e Torque Noise, T,- Torque noise is a very low frequency torque with the lubricant
dynamic source. This torque can be specified as a deviation from the ideal

location of the spacecraft. It can be approximated by the following formula [5]:

- 2
7,=J0, 0, sinw,t (3.15)

where 8 represents the angle applied due to this torque noise, @, is the torque noise

high pass filter frequency (This filter is used to determine the torque noise angle) and

where J 1s the wheel inertia.
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3.2.2.5. Imbalance Disturbance

The imbalance of the flywheel is often considered to be one of the most significant
sources of disturbance from a reaction wheel or momentum wheel to the spacecraft. The
imbalance is specified as sum of the two errors in the symmetry of the flywheel with

respect to the axis of rotation, known as static and dynamic imbalance [5].

e Static Imbalance-The static imbalance is the offset of the center of gravity of the
flywheel from the rotation axis as illustrated in Figure 3-6. As a result, it produces
a rotating radial force which appears sinusoidal from a fixed reference, at a

frequency corresponding to once per flywheel revolution and an amplitude given

by:

_ 2
F.,=mro (3.16)

The static imbalance is a flywheel mass property defined by:

static imbalance = U; =myr. The radial force is given by:

- 2 g
F. ,=Uo smaot (3.17)

e Dynamic Imbalance- The dynamic imbalance is caused by the angular
misalignment of the principal axis of the wheel and the spin axis. It is modeled as
two equal masses, m, placed 180° apart at the radial distance, r, and an axial
distance, d, from the center of the flywheel as shown in Figure 3-7. This causes a

once-per-revolution rotating couple given by:
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_ 2
7., =mrde (3.18)

The dynamic imbalance is a flywheel mass property defined by:
Dynamic imbalance = U; = mrd

The magnitude of the disturbance torque is then simply the dynamic imbalance

times the square of the flywheel speed or:

7., =U,0"sinot (3.19)

Figure 3-6: Static imbalance representation [5]

d
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F

Figure 3-7: Dynamic imbalance representation [5]
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3.2.2.6. Motor Disturbances

The brushless DC motor used in reaction wheel is another source of disturbance torques.
The amount of the disturbance torques generated by the brushless DC motor is different
depending on the frequency the machine is working with. In this thesis, the motor
disturbance is considered in the commutation frequency, which is also known as torque
ripple, and the frequency corresponding to the number of motor poles and rate of

rotation, namely cogging.

3.2.3. Controller Dynamics

Having the spacecraft and the reaction wheel mathematical model, an automatic
controller is used to compare the actual output of the plant with the desired one. Using
these two signals, the controller produces a control signal to reduce the difference
between these two signals to zero or to a small acceptable value. Figure 3-8 illustrates the
three axis stabilized spacecraft attitude control system. The dynamics of the reaction
wheel and spacecraft are described earlier in previous chapters. A PID controller is used

in the controller blocks due to having the following properties [38]:

1- It can perform as an amplifier to adjust the gain due to its proportional parameter,

2

The integral factor can be used to minimize the steady state error to zero,

3- The derivative factor, however, can stabilize the system; and

4- It can easily be adjusted to the desired application.

Since, the focus of this thesis is on the fault detection problem, the above conditions are

satisfactory for the purpose of controller design.
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Figure 3-8: The three axis stabilized spacecraft attitude control system

e

To design the PID controller parameters it is first assumed that there is no coupling
properties between different axes. This assumption eliminates the coupling term in

equations (3.7). Consequently, the spacecraft dynamic will turn out to be:

T.x = a)xIxx
7, =00, | (3.20)
.=l

Considering the above equations for the dynamics of the satellite, a single axis system as
shown in Figure 3-9 can be employed to design the controller, and then the design can be

applied to the other two axes.

Disturbance
Controller Wheel * Body
Reference Signal = Output
g F() > Fu) E)— Ff) 1%

Fy(s)

Sensor T

Noise

A

Figure 3-9: Single axis control block diagram -
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In this figure, F.(s) indicates the controller transfer function, F,, specifies the wheel
transfer function, and F}, describes the body transfer function which can be obtained from

equation (3.20).

The above controller designed for a linear system, is now applied to the non-linear model
in all three axes. Considering the model mismatches, the difference between the output
signal of the satellite and the desired ones are then compensated by further tuning and

some modifications in the controller parameters.

3.2.3.1. Attitude Control System Design Using Classical Control (PID)

The desired response of the ACS can be characterized by system specifications. Any
input can be approximated as a linear combination of step signals. Consequently, for a
LTI system if the response of the system to a step input is known, it is mathematically
possible to obtain the response of the system to any other input. Due to this property of
LTI systems, specification of a control system is determined in terms of the response of

the system to a step input. These specifications in time domain are as follows [38]:

e Delay time, t;- which is the time required for the response to reach half the final

value for the very first time,

e Rise time, t,- which can be specified as the time required for the response to rise
from 10% to 90%, or 5% to 95%, or 0% to 100% of its final value, depending on

the designer,
e Peak time, t,- which is the time required for the response to reach the first peak of

the overshoot,
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®  Maximum overshoot, M- which can be determined as the maximum peak value
of the response curve. Maximum overshoot should be specified with respect to the
steady state response. As a result, maximum percent overshoot is used instead of
maximum overshoot. And,

e Settling time, t~ which is the time required for the response curve to reach and
stay within 2% to 5% of its final value.
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Figure 3-10: Transient response specifications
The above specifications are illustrated in Figure 3-10. It should be noted that not all of
the above specifications are required, but depending on the system requirements some of

them can be employed.

In the design of spacecraft, delay time, rise time and peak time are of no concern. When a

reference command signal is applied to the spacecraft, we need our spacecraft output to
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not pass a threshold (max overshoot), and becomes stable after a specific time (settling
time). Since, the focus of this thesis is in fault detection, the precise formalization of
system specifications are not of major concern. Toward designing the controller, the
required specifications are selected to be: settling time, 7, and the maximum overshoot,

M, The two specifications are selected according to Table 3-2.

Settling time (%) <500 sec

Maximum overshoot () <10%

Table 3-2: ACS control design specifications
Given that the primary emphasis in spacecraft operations is safety rather than a fast
transient response, the settling time of 500 sec is quite reasonable for a Low Earth

Orbit that is generally lasting 100 minutes.

To control a system, whatever the mechanism is, one generally approximates it by a
second order system. A general second order system is specified by the following transfer

function in the Laplace domain:

Y(s) W

n

U(s) s*+2cos+a’ (3.21)

where ( is known as the damping ratio, @, is the undamped natural frequency and ¢w,

usually specified by the parameterc is known as the damping factor. The relation
between these parameters and system specifications are determined by the following

equations:
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4.6
t=—

R

o)

c=0.6(1-M,) (3.22)

The desired second order system which can satisfy our specifications is given by the

equation:

Y(s) _ 0.2
U(s) s> +2x(0.0)s+0.2° (3.23)

Equation (3.23), indicates a second order system with a behavior that is desired for our

system.

Basically to design a PID controller for this system, the whole dynamics of the system as
shown in Figure 3-9 should be expressed by Laplace transfer functions. The relation
between input and output of the system from this figure is used to obtain the system

transfer function. This relation can be specified as follows:

0 =0,F.F,F, +z(s)F, 324

where @ is the controlled attitude angle, and
6, =6.-0_ with 8_=0F,

(3.25)

which when combined results in the following general expression
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O+ F, (5)F ($)F.(5)F, (5)] = 2(5)F, (5) +0,(5)F, ()F (S)F.(s) (3.26)

Assuming that the disturbance torque z(s) i1s zero, we can obtain the transfer function as

follows:

_ 05y  F,()F (F(s) F (s)F.(s)

00 WROFOEGOES L g orore @27
F(s) "7

F(s)

in which Fi(s) is the body transfer function, F,(s) represents the wheel transfer function,

F(s) is the controller transfer function, and F(s) specifies the sensor transfer function.

The disturbance transfer function D(s) = —HE—S; is calculated assuming that the control
z(s

command 6, (s) is set to zero. The disturbance transfer function D(s) becomes:

os) _ Fy(s) I

2 HEOFOLOR® L o opono s
F(s) '

b

D(s)=

It is obvious from equation (3.27) that to obtain the transfer function of the system each

block’s transfer function is required. These are described individually below:

¢ Sensor Transfer Function

Sensors are used to measure the pitch, roll, and yaw angles of the satellite. The transfer

function that is considered for this block can be as simple as unity gain, namely:

Fo=K =1 (3.29)
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o Reaction Wheel Transfer Function

The reaction wheel block diagram described earlier by Figure 3-5, is approximated by a
linear model as illustrated in Figure 3-11. The input to the system is a voltage which

controls motor current and therefore motor torque, 7, . The output of the system is the
reaction torque, 7, which is applied to the spacecraft. Friction torque, 7, and back EMF
torque, 7, have been considered in this model. Because of the consideration of these two

factors in this model, it is not an ideal model of the reaction wheel, so we have named it
nearly ideal model of the reaction wheel. In Figure 3-11 J is the flywheel inertia, G;1s the

motor gain, and K| is the motor torque constant.

1z

\j

Hy
ok s L

1

L

4T

Figure 3-11: Nearly ideal reaction wheel [5]
To obtain the transfer function of the reaction wheel as illustrated in Figure 3-11, the
input and output signals should be specified. Considering the output signal y(s) is the
generated torque which is applied to the spacecraft, and the input signal is provided by

the controller, the actuator transfer function becomes:



y) _ (GkJ)s
u(s) Js+(r, +1,) (3.30)

¢ PID Controller

General transfer function of a PID controller is specified by the following expression.

1
=K (1+—+T,
Yz (s) »( T,s pS) (3.31)

where K, indicates a proportional gain and 7; and Tp are integral and derivative

coefficients, respectively.
¢ Body Dynamics

The dynamics of the rigid body of a satellite is specified by equation (3.20). By

substituting equations (3.20), (3.29) and (3.30), in equation (3.27) we have:

F(s)= (G,K,J)sF (s)
—1,,(G,K J)SF (s)+Js+7,+7, (3.32)

As mentioned earlier, we try to approximate our system by a second order system to
control it. For this purpose, the system characteristics were used to obtain a second order

system.

We now apply the above controlled system to the three axes model of the spacecraft as
shown in Figure 3-8, with the detailed model of the reaction wheel as depicted in Figure
3-5, and the spacecraft dynamics as modeled by equation (3.7). By using “fminsearch”

function in Matlab, the optimized values for the PID controller parameters, P, I and D can
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be obtained. The “Fminsearch” is a non-linear optimization method to find the minimum
of a scalar function of several variables. This method works based on Nelder-Mead
optimization simplex method [52]. In this function, one may specify the desired output
behavior to the model of the system. Running the program for a specified number of
times, which can be specified by ‘optimset’ parameter, this function tries to find the best
set of values for the parameters P, I and D to obtain the closest output to the desired
output. Using this method with optimset parameters set to 100 for the above mentioned
specifications the following optimized values for the controller parameters, P, I, and D,

are obtained:

P=-2400, I= -9.83, and D= 8666.

To justify the good performance of the designed PID controller, three reference command
signals as shown in Figure 3-12 are considered and applied to the system. Simulation
results of the closed loop non-linear model of the ACS of the satellite are illustrated in

Figure 3-13.
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Figure 3-12: The set point reference commands for a scheduled different maneuvers for the
spacecraft (a) roll axis, (b) pitch axis and (c) yaw axis
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Figure 3-13: The actual outputs of the closed loop non-linear spacecraft following the desired
reference commands shown in Figure 3-12 (a) roll axis, (b) pitch axis and (c) yaw axis
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As shown in Figure 3-13, the satellite system outputs follow the reference command
signals. Furthermore, the results sétisfy the required system specifications as well. Since,
under healthy condition, the structure of the attitude control system follows the reference
command signal, this system is now qualified for the purpose of fault detection and

diagnosis.
3.3. Conclusion

In this chapter, model based fault detection and diagnosis techniques have been
introduced and discussed. Furthermore, system specifications for the considered attitude
control system of the spacecraft are determined and the optimized design is presented
considering these specifications. The chapter ends with simulation results to justify the
developed closed loop control design. In the next chapter, this architecture is used for the

purpose of fault detection and diagnosis.
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Chapter 4 : Parity Space and Linear Observer-based

Customized Design

In this chapter, two approaches to fault detection and diagnosis (FDD) as presented in
Chapter 2, i.e. the parity space equation and the linear observer approaches are
customized and developed for the attitude control dynamic model of a satellite as
discussed in Chapter 3. After completing the fault detection design, safe limits or safe
boundaries are determined and applied to the residuals for compensating modeling

discrepancies and effects of unpredictable noise and disturbances.
4.1. Parity Space FDD Design

As discussed earlier in Chapter 2, to design a model based fault detection and diagnosis
(FDD) system, one needs to know the dynamics of the system. Toward this end, we have
presented in Chapter 3 the spacecraft attitude control system model and characteristics. In
this section, the system dynamics obtained in Chapter 3 will be used for the purpose of
design and investigation of the parity space approach to the problem of fault detection
and diagnosis. To develop the parity space architecture and for sake of simplicity a single
axis block diagram of Figure 3-9 is used by disregarding the coupling properties that are

presented in the full 3-axis system.

In Figure 3-9 the controller block diagram is substituted by a PID controller as designed

in Chapter 3. For the actuator block, the schematic of Figure 3-11 is used and the plant

59



block in the diagram is substituted by the spacecraft attitude dynamics by neglecting the

coupling properties, as specified in equation (2.25).

By making the above substitutions, the detailed block diagram of Figure 3-9 is now

illustrated as shown below:

I, }_,yu)

—» O(f)

Figure 4-1: The linear block diagram of a single axis spacecraft attitude control system (pitch axis)
Using Figure 4-1, the overall state space representation of the system is obtained as

follows:

% (8)=x,(¢)
%, ()= —(T" +r")x2 (1)+G,Ku(r)

J

4.1

y= ——Il——xl (1)

yy

where x; and x; are the system states as shown in the figure, u(f) is the controlled input
and y(¢) is the spacecraft output (spacecraft axis angle). The other parameters have

already been explained in previous chapters.
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In our research we first design the parity space equations for the system specified by
equation (4.1). Next, we apply this design to the fully nonlinear and high fidelity model
of the system as shown in Figure 3-8. Whereas, in Figure 3-8, the equation (3.7) is used
to describe the dynamics of the spacecraft, the coupling effects are taken into

consideration and the block diagram of Figure 3-5 substitutes the actuator block.

For the purpose of designing the parity space fault detection system, the following

assumption is made:

Assumption: There is no access to the output of the reaction wheel and we have only

access to the output of the satellite system (that is attitude angles).

Using the input and output measured signals, the block diagram of the fault detection
system is specified as illustrated in Figure 4-2. In this figure, the FDI system is fed by
system inputs and the spacecraft outputs, and the FDI system output is the residual signal.

The outputs of the spacecraft are selected to be the attitude angles.

As it can be seen from equation (4.1), the system illustrated in Figure 4-1 is an LTI
(Linear and Time Invariant) system. By introducing the matrix 7" according to equation
(2.35), the Cayley-Hamilton theorem of equation (2.40) is now used to obtain the
parameter 7 , which indicates the number of derivatives that are required in matrix 7 for

the system to be observable through spacecraft output measurements.
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Figure 4-2: A one axis FDI system block diagram

Following equation (2.34), we have:

y=-% (4.2)

»
so that by differentiation in time we get:
. 1.
y(t) = 7 ®
pid
or equivalently

y‘(t)=—}1~x2 ) (43)

y
Similarly, by taking the second and third order differentiations in time we have

T,+7, (;th
t)— t
7 J x,() 7 u(?) “.4

yy pid

j}—_-

and
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Following the above procedure we may write:

— 0
IY)‘

1o _1

y I)ZV

y 0 _1_ T,+7T,

Y = Iyy J [Jﬁ :I+

1o __L(fd_ﬂe)z ”
_y"')_ IW ' J

n n-1
0 (-9 (T" ”8) 4.6)

. IW J .
i 0 0 0 ]
0 0 0
~Gd1<t O 0 u
I, !
1 Td +Te —GdI<t 0 u
Gk Tt
IW . ! Ify ; w2
n-1 n-2 -2 n-3
Q) GdK(rm) Q) GdK,(’d”f) .. GK
L IW J I})’ J I}’y

Comparing the above equation with equation (2.35), it follows clearly that the matrix 7'is
of rank 2. Now, using equation (2.40), n=2; and therefore the matrix 7(#n-I)
characterizes the part of the system state that is observable from the spacecraft output

SENSors.

Consequently, the first derivative of the output will be sufficient, and the equation (4.6)

will reduce to:
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y(t) _ 1)7‘ x,(1)
L‘(z)}_ . L [xz(t)} @

Now to obtain the parity values, we introduce the nonzero vector Q = [w; ®,], such that:

Il 0
o, @] 7 =0 “4.8)
0o -
I

Since the two rows of matrix T are linearly independent, the only solution for the vector
Q would be zero to satisfy equation (4.8). Consequently constructing higher order
derivatives is offered. In that case, the system states are still observable and the nonzero

vector {2 can be computed. Computing one more derivative, equation (4.6) becomes:

L 0 i ]
0 L, 0 0 0[u®
o A0 .
y@)y|=1 0 —I— 0 +! 0 0 Oflu() 4.9)
(@) » (PG ii(t)
17,41, I 0 0
] I, J | - .

and equation (4.8) reduces to:
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o, 0 77 0 4.10)
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L I)’}’ J .

Using equation (4.10), it can be seen that there exists only one linearly independent

solution for €2, and that is given as follows

oo 5 |

The components of the row vector ) are known as parity values. To obtain the parity

Td+Te

4.1

equation, the expression (2.39) is used, namely

- ~ - ;
o, 1[0 0 0 0ffu@)
®, yoy|-1 0 0 ofju@®||=r “4.12)
o | |I0] |Gk o L0
- L I’V’V - -
which leads to the following equation for the residual error:
.. T,+7, . G,k
r=J(e)+ ~—= y(O) - = u(?) 4.13)
J by

Equation (4.13) is considered as the parity equation for our satellite system. Applying the

parity equation to the healthy system of Figure 4-1, we get:
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Figure 4-3: Parity equation approach to fault detection and diagnosis as applied to the linear single axis
model of the spacecraft

The simulation results of Figure 4-3 are obtained under different conditions in the

following section.

4.1.1. Simulation Results

To qualify the performance of the designed parity space-based method as illustrated in
Figure 4-3, a number of scenarios are applied to the system to generate residual signals.
These scenarios are obtained by maneuvering the spacecraft over a reference command
set point and same initial conditions.
1. Reference command signal
The residual is generated corresponding to various number of input signals in the
range of 5 to 15 degrees. The simulated results correspond to the reference signal of

1, 7 and 15 degrees are illustrated in Figure 4-4.
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(c) Residual signal corresponding to the reference command input signal of 15°

Figure 4-4: The residual signal generated corresponding to the input signal of (a) 1°, (b) 7°, and (c) 15°
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2. Initial conditions
To verify the influence of the initial conditions on the pattern of the residual signal,
input signals with different pattern are applied to the system. The input signal
pattern together with the residual generated correspond to that is shown in Figure
4-5.
As it can be seen from Figures 4-4 and 4-5, the residual errors will converge to zero,
which is the ideal residual signature for a healthy system. Furthermore, the transient
response time interval is less than 10 sec. These properties of residual signals provide

them with sufficient qualifications to be used as signals for detecting and isolating faults.
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Figure 4-5: Residual generated corresponding to different initial conditions applied through
different input signals of (a), (b) and (c).
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4.2. Linear Observer FDI Design (State Estimation Approach)

To get a better appreciation of the functionality and advantages of the parity space
approach, our results for this method are compared to those of a linear observer approach
to fault detection and diagnosis. A linear observer can be designed according to the
descriptions given in Chapter 2. To design a linear observer the model of the system as
illustrated in Figure 4-1 is used. The designed FDI scheme is then applied to a system
that has the detailed representation of the reaction wheel and by considering the coupling

effects of the spacecraft attitude dynamics.
As described earlier in Chapter 2, the estimator dynamic representation can be given by:
3(t) = 4% () + Bu(t) + Ge(r).

The state space representation of the whole system is expressed by equation (4.1). Using

equation (4.1), the matrices 4, B and C, introduced in Chapter 2 are specified as follows:

0 1
A= 0 Tt
R J
[0
IB=
x|
o| L o}
» IW
\

To obtain the observer gain, G, the transient response of the residual should be taken into

consideration. The performance of the system during the steady state phase is of interest
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also. Consequently, obtaining the gain, G, such that the residual transient response lasts
less than the system transient response (%), is achievable. Using this condition, the gain

matrix G is obtained as follows:

g1l [-1000
G = =
g2 -20
using the following parameters 7,=0.029 V/rad/sec, 1,=0, J=0.0077 N-m-s%, K,=0.029 N-

m/A, G4=0.19 A/V and I,,=5 N-m-s>.

The observer method uses both input and output of the system to estimate the states of the
system. According to the assumption we made earlier, the output of the actuator is not
measurable, and we only have access to the output of the spacecraft. Therefore, as
illustrated in Figure 4-2, the input of the actuator and output of the spacecraft are used as

reference signals for the estimator block to obtain the estimate of the system states.
4.2.1. Simulation Results

For the purpose pf comparison, the same conditions that were studied in Section 4.2.1
have been applied to the linear observer-based approach and the residuals are obtained

and are shown in Figure 4-7:
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(c) 15°
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Figure 4-7: Residual generated corresponding to different initial conditions applied for
different input signals (a), (b) and (c).
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Figure 4-7 shows the residual signal. As shown, the transient response for the residual
converges to zero is less than 10 seconds, which satisfies our requirements for the settling

time of the residual.

4.3. Safe Limits

Both parity space and observer methods developed in earlier subsections are required to
be evaluated by applying them to a detailed block diagram of the attitude control
dynamics of the spacecraft. The application of the above designed FDI systems to the
spacecraft of Figure 3-8 will result in certain problems due to presence of disturbances
and noise, system modeling discrepancies and the coupling effects of the spacecraft
attitude dynamics. Safe limits should be specified such that the generated residual does
not exceed them in presence of nominal noise and disturbance conditions. However,
residuals should distinguishably cross over the threshold boundaries in presence of faults.
Robustness of the system has a direct relation with selecting proper safe limits. As
mentioned earlier, safe limits can be either fixed or variable. In this thesis, variable safe
limits or safe boundaries are obtained corresponding to extensive set of simulations
conducted under different conditions for each axis. These conditions may be specified as
different inputs and diverse range of initial conditions together with random signals
representing noise and disturbances. Furthermore, it should be noted that by running a
large number of simulations the idea of variable threshold limits was derived, since the

residual signal’s band is seen to be related to the system input.
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4.3.1.1. Selection of the Safe Limit

To obtain safe limits corresponding to residual generated through parity space-based and
linear observer-based approaches to fault detection and diagnosis, extensive set of
simulations are conducted. The standard deviation approach for this purpose did not work
as the deviation of residual signals from the mean value is linearly independent from the
input signal. Consequently, the limits are determined experimentally, and a set of
relations between the reference signal and the mean value of the residual are obtained for
each spacecraft attitude axis. The resulting safe limits are implemented for a set of

reference command input signals of 1° to 15°, and work properly in this interval.

These limits are applied to the residual signals and the results are shown in Figures 4-7,
4-8 and 4-9 for the parity space approach and Figures 4-10, 4-11 and 4-12, for the linear
observer approach corresponding to the input set point command of 5°. Since the residual
signal is to be utilized in the steady state response, the safe limits are also designed to
compensate the influence of the disturbances and noise and the system modeling
mismatches in the steady state responses. Considering the fact that noise is a Gaussian
random signal with zero mean and standard deviation of 0.06 deg, the simulated results
depict the selected safe limits from the reference time index of t=500 sec which

corresponds to the settling time of the response of the closed loop attitude system.

The limits could be applied to the system using the following set of expressions for both

the parity space and linear observer approaches:
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e Parity space-based approach

- Safe limits for the roll axis of the spacecraft:

Roll Axis Residual Mean + 0.00018 (Spacecraft roll axis angle) 0.8754

- Safe limits for the pitch axis of the spacecraft:

Pitch Axis Residual Mean % 0.00021 (Spacecraft pitch axis angle)’%

- Safe limits for the yaw axis of the spacecraft:

Yaw Axis Residual Mean * 0.00018 (Spacecraft yaw axis angle)”’ 173
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¢ Linear observer-based approach

- Safe limits for the roll axis of the spacecraft

Roll Axis Residual Mean + (1.36 <107 (Spacecraft roll axis angle)+ 2.27 x1 0°)

- Safe limits for the pitch axis of the spacecraft

Pitch Axis Residual Mean + (5.4x10°7 (Spacecraft pitch axis angle)—4.4x1 0%

- Safe limits for the vaw axis of the spacecraft

Roll Axis Residual Mean + (1.36 <107 (Spacecraft yaw axis angle)+ 2.27%1 0'5)
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As shown from the above equations, the safe limits are dependent on the satellite output,

therefore are functions of input signals.

4.4. Conclusion

In this chapter, a parity space approach and a linear observer approach to FDI are
presented and specific algorithms for the satellite’s ACS system are designed. The design
was augmented by applying proper safe limits to the resulting generated residuals. In the
next chapter, these FDI systems are applied to a faulty model of the spacecraft ACS
system, and their performances under different types of faults in the Vpys and K, of the

reaction wheel are investigated.
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Chapter 5 : Comparative Analysis and Simulation Results

As mentioned in Chapter 1, in this thesis the occurrence of two types of faults, namely in
K, and Vpzys of a reaction wheel in the attitude control system of a spacecraft is
considered. In this chapter, various scenarios for the occurrence of faults in the above
mentioned components are considered. Both linear observer-based and parity space-based
approaches are designed and implemented in Chapter 4 for the purpose of fault detection
and diagnosis in the attitude control system of the spacecraft. In this chapter our objective

is to compare the relative advantages and disadvantages of these two schemes.
5.1. Fault in K,

In this section, first the sensitivity of both Ol;server-based and parity space-based
approaches to faults are evaluated and determined. Next, different types of faults (that is
permanent and intermittent) are applied to the reaction wheel of the satellite system.
Furthermore, the cross coupling characteristics of the satellite dynamics on the

performance of the FDI schemes are investigated.

5.1.1. Sensitivity

Sensitivity is a function of a fault detection system that is determined by the minimum
amount of fault which is detectable by the utilized fault detection system. Various
simulations have shown that the sensitivity of both linear observer-based and parity

space-based approaches to fault detection strongly depend on input signals that are
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applied to the system. Due to this fact, the sensitivity of the two considered approaches is

investigated under two different reference trajectory signals.

The sensitivity of the parity space-based and the linear observer-based schemes for the
roll axis are shown in Figure 5-1 corresponding to the reference input signal of / degree
and Figure 5-2 corresponding to the reference input signal of 5 degrees. In both these

figures the fault has occurred at t=700 sec.

As mentioned earlier, fault or failure can be specified as any change in the parameters of
the system such that it leads to an unacceptable result. Using this specification, to
implement the fault in the parameter X, in the reaction wheel of the spacecraft ACS, the
parameter K, is manipulated according to the following equation:

K, t <700
5.1)

K, +AK, 2700

where the coefficient A is specified such that the residual crosses over the safe limits,

which specify the threshold boundaries of the sensitivity of the FDI system.

As can be seen from Figure 5-1, the value of the coefficient 4 for the linear observer-
based scheme is equal to 0.09, while this value for the parity space-based approach to
fault detection is equal to 0.05. This shows clearly that in the roll axis of the spacecraft,
the parity space scheme is capable of detecting smaller magnitude of faults as compared

to the observer-based scheme for this specified reference set point.
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Figure 5-1: The minimum amount of fault in the roll axis that is detected by (a) linear
observer-based and (b) Parity space-based schemes for a reference set point angle of 1°

According to the earlier results stated in this section, the sensitivity of the fault detection
system is dependent on the system input as well. To investigate the influence of the
system input on the residual signal, the results presented above are now obtained for a

different reference command signal. These results are illustrated in Figure 5-2:
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Figure 5-2: The minimum amount of fault in the roll axis that is detected by (a) linear
observer-based and (b) parity space-based scheme for a reference set point angle of 5°

As can be seen from the above figure, the value of the coefficient 4 in equation (5.1), is
equal to 0.20 for both fault detection approaches. It is obvious that the larger the
reference command signal is, the less sensitive the fault detection system becomes to
occurrence of fault. This is more dominant in the parity space-based scheme for the roll
axis than a linear observer-based scheme. For the other two spacecraft axes, the results

are now summmarized in Table 5-1.
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Roll axis

Pitch axis 0.25 0.05
Yaw axis 0.10 0.09
Roll axis 0.20 0.20
Pitch axis 6 0.10
Yaw axis 0.30 0.20

IT(able 5-1: Sensitivity of the two fault detection (FD) approaches to occurrence of faults in the component

:

As can be seen from Table 5-1, in general the sensitivity of the parity space-based
approach to fault in K, is higher than that of the linear observer approach. The most
significant difference appears in the pitch axis for the input set point signal of 5 degrees,
for which the coefficient A4 for the linear observer-based approach is 60 times bigger than
the coefficient A for the parity space-based approach. This large difference arises due to
the fact that the noise and disturbances applied to the system influence the residual
generated by the linear observer-based approach a lot more than the residual obtained by
the parity space-based approach, specially in the pitch axis. To compensate for the
influences of these disturbances and noises, the safe limits with larger variance and wider
threshold bands should be applied to the system. This will reduce the sensitivity of the
fault detection system to the fault as well. To substantiate this fact, the following set of

figures show simulation results for the pitch axis.
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(b) The pitch axis residual when a fault with a loss of effectiveness of 70% of K,
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Figure 5-3: The effects of noise and disturbances on the residual generated by the pitch axis of
a spacecraft when (a) faults occur in the roll axis, (b) faults occur in the pitch axis, and (c)
faults occur in the yaw axis of the spacecraft
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The results shown in Figure 5-3 restrict the designer to apply wider threshold band limits

for residuals generated by the pitch axis.
5.1.2. Permanent Faults

A permanent fault is characterized as a fault that occurs at a given point in time and
continues affecting the system thereafter. Now that the sensitivity of the fault detection
systems is verified, a comparative analysis on the fault detection times corresponding to
these methods are of special interest to be investigated. For this purpose, permanent faults
which are sufficiently large in magnitude to be detected by both approaches are

considered.

The permanent fault is set to be applied to the reaction wheel of the satellite system at the

time instant t=700 sec, under the following conditions:

reference command signal (system input signal) = 2(deg)
f=A4K, for A=07

The simulation results implementing the above specified fault in the reaction wheel of the

roll axis are illustrated in Figure 5-4.
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Figure 5-4: The delay in detecting of a fault in the roll axis by using (a) linear observer and
(b) parity space approaches

Figure 5-4 (a) depicts the results by using a linear observer-based and Figure 5-4 (b)
depicts the results by using the parity space-based approach. Various simulations show
that the residual signal caused due to only noise, remains or ripples out of the safe limits
after a short period of time in the order of 1 to 3 seconds. As a result, the fault detection
time is set to be 3 seconds after the residual crosses over the safe limits. If during these 3
seconds the residual remains outside of the threshold band then one would consider that a

fault is detected.
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In the above figure, X specifies the time of detecting a fault while Y specifies the

magnitude of the residual at that time. The results for the other two axes are summarized

in Table 5-2.

709.2

611 éﬁus‘

Pitch axis Not detected 708.0

Yaw axis 711.9 708.1

Table 5-2: Detection times for the linear observer-based and parity space-based approaches to fault
detection

It can be seen from the above table that the delay in the detection time in parity space-
based approach is smaller than the delay in the detection time of the linear observer-based
approach. Having a small delay in the detection time, as mentioned earlier in Chapter 2,
is one of the requisites for a fault detection system. As in the previous case, it 1S shown
here that having wide safe thresholds in the pitch axis has caused a problem in detecting
the fault using a linear observer approach. The residual did not cross over the safe
thresholds in the linear observer-based approach, while the same fault is detected by the
parity space-based approach, 8 seconds after it has occurred. The results for the pitch axis
are shown in Figure 5-5. Figure 5-5 (a) shows the safe limits when applied to the residual
generated by the linear observer-based approach. Due to its variance, the residual does
not cross over the safe limits threshold and therefore the fault is not detected. In this
figure the effects of noise on the residual has led one in selecting a wide band for safe
limit thresholds as seen during the time interval before the 700 seconds. However, Figure

5-5(b) shows the residual signal as a result of implementation of the parity space-based
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fault detection scheme which crosses over the safe limits thresholds. As a result, the fault

can be detected by the parity space-based method.
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Figure 5-5: The delay in detecting of a fault in the pitch axis by using (a) linear observer-
based and (b) parity space-based approaches

5.1.3. Intermittent Faults

An intermittent fault, as illustrated in Figure 5-6, is specified so that it affects the system
during only a limited period of time. In this section intermittent faults are injected to the
component K, of the reaction wheel in the attitude control system of the spacecraft. The

component K, is infected such that:
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K t <700 sec
K -4AK 700 <t <800 sec
K 800 <7 <1000 sec
K, —-4K, 1000<t<1100 sec
K, -4K 1100<t <1300 sec
K t 21300 sec

where the coefficients A4;, A, and A4; are set to be 1, 0.9, and 1.5, respectively. The main
goal for the present test case is to verify that when a fault vanishes, the residual will also

get back within the safe limits thresholds.

\j

time
Figure 5-6: Intermittent fault
The fault considered is now to be detected by utilizing both linear observer-based and
parity space-based approaches. The simulation results for the roll axis are shown in
Figure 5-7. The results for both detection approaches are compared with one another in
terms of detection capability and delay in the time of detection. The results are
summarized in Table 5-3. In Table 5-3, it was shown that the K, fault that occurred at
time 700 sec in the roll axis of the spacecraft is detected at the time 715.8 sec by the
linear observer and the time 7/2.2 sec by the parity space fault detection systems. This
fault disappears at the time 800 sec, however, the fault removal is detected at 976.7 sec
by the linear observer and 899.3 sec by the parity space fault detection systems.
Consequently, the intermittent fault is easily detected by both FD approaches although
with some delay in time. The behavior of the residual signal in the case of occurrence of

intermittent fault in the roll axis is illustrated in Figure 5-7. This figure shows that the
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residual signal follows the fault pattern, and when a fault disappears the residual returns
back within its safe limits thresholds. The differences between the two approaches in

detecting the above specified intermittent faults as illustrated in Table 5-3, are in (a)

detection time, and (b) the detectibility of the fault that is applied to the pitch axis.

Not detected
916.1 | 899.3 | Not detected 903.2 950.8 923
1020 1020 Not detected 1014 1014 1014
1106 1104 Not detected 1104 1106 1103
1382 1307 Not detected 1378 1420 1400

Table 5-3: Detection time for the linear observer-based and parity space-based schemes to intermittent
faults
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Figure 5-7: Intermittent fault detection in the roll axis for the (a) linear observer-based and
(b) parity space-based approaches

5.2. Fault in the Vs

In this section the performance of linear observer-based and parity space-based methods
to fault detection and diagnosis is verified subject to occurrence of faults in the Vpys
variable of the reaction wheel in the attitude control system of the spacecraft. A
comparison of the performance of the above two methods to this type of fault is
investigated. The results obtained will provide one with information on the performance

of each method under different types of faults occurred in this component.
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5.2.1. Sensitivity

As mentioned earlier an important requirement for a fault detection system is its
sensitivity to different types of faults. In this section we investigate this issue for the two
designed fault detection systems corresponding to the occurrence of faults in the Vpys
component of the reaction wheel of the ACS. The simulated results for the roll axis are

illustrated in Figure 5-8.
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Figure 5-8: Minimum Vpys fault in the roll axis detected by (a) linear observer-based and
(b) parity space-based approaches

To obtain the previous result, the reference set point command signal applied to the

satellite system is set to 1 degree, and the fault occurs at the time instant 700 seconds
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characteristics. The fault that is injected to the reaction wheel of the satellite system has

the following characteristics:

Vius t <700
Vs + AVys 127007

According to the simulation results shown in Figure 5-8, the coefficient 4 in the above
equation is equal to 0.9 for the linear observer-based approach and 0.7 for the parity
space-based approach. This shows that the sensitivity of the parity space approach to this
type of fault is higher when compared with the sensitivity of the linear observer-based
approach. The results obtained for the other two axes as well as a different reference set

point command signal of the spacecraft are summarized and compared relatively in Table

5-4.

Roll axis
Pitch axis 2.00 0.70
Yaw axis 0.90 0.70
Roll axis 1.80 0.90
Pitch axis 30.00 0.80
Yaw axis 1.80 0.90

Table 5-4: Sensitlvi of the linear observer-based and parity space-based approaches to fault detection to
the occurrence of faults in the Vs component

5.2.2. Permanent and Intermittent Faults

To complete verification of the performance of the designed fault detection methods
under the assumption of occurrence of faults in the bus voltage of the reaction wheel,

permanent and intermittent faults that are detectable by both methods are applied to the
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reaction wheel of the ACS system. The characteristics of the permanent faults as well as

intermittent faults that are applied to the Vpys component are given below:

e Permanent faults:

Vius t <700
Vius + AVyys 12700

where A is equal to 2, and

e Intermittent faults:

(Vs t <700 sec
Vius — AV sus 700 <t <800 sec
Vs 800 <t <1000 sec

Woe— AV, 1000<7<1100 sec
Vs —AV,ys  1100<1<1300 sec
Vaus t 21300 sec

where A;, A;, and A; are equal to 1.2, 1.1 and 1.7, respectively. The simulated results are
obtained to evaluate the performance requirements of both methods as discussed in
Chapter 2, including the delay in the detection time and the rate of the correct detection.
These attributes are verified under a reference set point command signal that is equal to 2

degrees. These results are summarized in Table 5-5 and Table 5-6.

As shown in Table 5-5, the delay in the detection time is smaller in the parity space-based
approach when compared to the linear observer-based approach. Clearly, the main

difference is in detecting a fault in the pitch axis. The Vpys fault applied to the pitch axis
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can not be detected by the linear observer-based approach since the safe limits thresholds
can not be determined successfully for this axis. The simulated results for the pitch axis

are illustrated in Figure 5-9, which shows the threshold ranges of the safe limits

corresponding to both approaches.

727.8

Roll akls

Pitch axis Not detected 708.0
| Yaw axis 742.6 718.9
Table 5-5: Detection time of the linear observer-based and parity space-based approaches to a permanent
fault

TB T T T
>3
=
g -
©
5 L e e S VS
i
L | e e ey D R SR g
o 2 t 3 1 1
A00 1000 1500 2000 2500 3000
time{sec)
(a)Linear observer fault detection
-3
x 10
® 2 1
=3
=
oy
o
9
s
S
i 1 1 1 )
500 1000 1600 2000 2500 3000
time(sec)

(b) Parity space fault detection

Figure 5-9: Permanent fault detection in the pitch axis for (a) linear observer-based and
(b) parity space-based approaches
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The simulation results for the occurrence of intermittent faults in the roll axis are

provided in Figure 5-10. The comparison between linear observer-based and parity space-

based approaches is shown in Table 5-6.

Not Not Not
detected detected detected
Not 837.7 Not 831.3 Not 892
detected detected detected
Not 1020 Not 1020 Not 1037
detected detected detected
1120 1104 Not 1104 1118 1103
detected
1348 1335 Not 1355 1411 1350
detected
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Figure 5-10: Detection of the intermittent fault in the Vpyyg in the roll axis for the (a)
linear observer-based and (b) parity space-based approaches

5.3. Multiple Faults in K, and Vpys

One of the most important requirements for the fault detection and diagnosis system is
the capability of being able to detect multiple faults. This means that from the generated
residual signal, the system is required to detect if multiple faults have occurred and if so
to be able to isolate them. To verify this property for our proposed parity space fault
detection system, different scenarios are considered and implemented in this section. It
was shown earlier in simulated results of Figures 5-1, 5-2 and 5-7 that the changes in the
residual signals for the faults in K, have the same behaviors, as that of the residuals

generated due to the occurrence of faults in Vpys. Due to this fact, multiple faults in one
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axis can not be detected and isolated simultaneously. Consequently, we have restricted
our verification investigations to multiple faults in different axes. The scenarios and case

studies that we have pursued are specified in Table 5-7:

K,

Veus No fault K,
K; K, No fault
K, No fault K,

Veus Vaus No fault

Vaus No fault Vaus

Table 5-7: Multiple fault scenarios and case studies
In the above table the applied faults in K, and Vpys follow the specifications and

characteristics as follows:

K, t <700
; where 4A=0.7
K, + 4K, t =700
|4 <700
Bus ; where 4=2
Vaus + AVgus t=>700

Different simulations have indeed shown that occurrence of faults in different axes of the
spacecraft corresponding to K, and Vzys components are independent of each other. On
the other hand, any fault in one of these components does not affect the residual
generated in the other two axes. To support this fact, the residuals generated from the

linear observer and parity space designed approaches for these scenarios and case studies
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are shown in Figures 5-11, 5-12, 5-13, 5-14, 5-15 and 5-16 for all the roll, pitch and yaw

axes.

105



Pitch axis residual Roll axis residual

Yaw axis residual

4 1] ] ] 14
2. [ -
2 X 7278 e e i e ]
|Y:5.442¢-005 T
n RRAREICI N .
500 1000 1600 2000 2500 3000
time(sec).
@)
x10°
T S
A { R ' T 7]
- i . L :
500 1000 1500 2000 2500 3000
“time(sec).
(i)
10
5 i ¥ T L] F |
S ; 4
B K | 1 i A 1 .
500 1600 1600 2000 2500 -3000
time(sec)

(iii)

(a) Linear observer fault detection

106



Roil axiz residual

Pitch axis residual

“Yaw axis residual

x 10

1 ;

i
500 1000

1500 2000
time(sec)
()

. 4 1 i \ i :
£00 1000, 1600 - 2000 2500 -3000
‘time{sec)
(ii)
x 10°
d ¥ k3 T T

4 \
500 1000

Figure 5-11: Multiple faults in Vpys in the roll axis and K, in the pitch axis that are

1 1
1500 2000
-time(set)

(1)

(b) Parity space fault detection

2500 3000

detected by (a) linear observer-based, and (b) parity space-based approaches

107



Roll axis residual

Pitch "axis:rasiduai

“Yaw axis residual

x10

‘4 ¥ 1] T ¥

2F 4
Ok T — . .

~— X 7268 _ e

2 Yi-5416e005 | T T TE——— o g 7

- 1 ! L il

500 1000 1500 2000 2500 3000

time(sec)
@

1 1 ]
1500 2000 2500 3000
time(sec)
(1)
x 107
X 7134
4 Y:7.0926-005
I e T .
500 1000 1500 2000 2600 3000
time(sec)
(iii)

(a) Linear observer fault detection

108



‘Pitch axis residual Roll axis residual

Yaw axis residual

1 ] I
500 1000 1500 2000 2500 3000
time(sec)

®

¥ 10

i i i
500 1000 1500 2000 2500 3000

time(sec)
(1)
-3
%10
b - Y T T Y
4 A /\ - ]
21 X 7088 5
/ Y. 0.0004862
By e
1] S e -
: ! i P e we e

500 1000 1500 2000 2500 3000
time(sec).

(111)
(b) Parity space fault detection

Figure 5-12: Multiple faults in V5 in the roll axis and K| in the yaw axis that are detected by
{a) linear observer-based, and (b) parity space-based approaches
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Figure 5-13: Multiple faults in X, in the roll and pitch axes that are detected
by (a) linear observer-based, and (b) parity space-based approaches
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Figure 5-14: Muitiple faults in K; in the roll and yaw axes that are detected by (a) linear
observer-based, and (b) parity space-based approaches
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Figure 5-15: Multiple faults in ¥y in the roll and pitch axes that are detected by (a) linear
observer-based, and (b) parity space-based approaches
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Figure 5-16: Multiple faults in Vpys in the roll and yaw axes that are detected by (a) linear

observer-based, and (b) parity space-based approaches
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The results obtained from these figures are summarized in Table 5-8 for the linear

observer-based approach, and Table 5-9 for the parity space-based approach.

v
v
v
v
v

B i
Table 5-8: Detectability and the detection time for the linear observer scheme to multiple faults in the roll,

pitch and the yaw axes according to Table 5-7

716.17
Table 5-9: Detectability and the detection time for the parity space scheme to multiple faults in the roll,
pitch and the yaw axes according to Table 5-7.

According to the above figures, clearly the applied fault to the pitch axis cannot be
detected by the linear observer approach. Furthermore, it is shown that occurrence of
fault in the Vys component of the reaction wheel in the pitch axis and the yaw axis,

reduces the delay time for the detection of fault in Vzys component in the roll axis (case

studies 5 and 6).
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It is not yet possible to isolate the faulty component or components in the related faulty
axis of the spacecraft. This is because of the fact that the residual pattern is the same for

the occurrence of fault in the two studied components in this thesis.

5.4. Conclusion

In this chapter, the main advantages of the parity space approach over the linear observer
approach are investigated and demonstrated through extensive simulation results. In
addition to the improved sensitivity of the parity space approach one should also note its
capability in detection of faults in the pitch axis. As shown through simulated results, the
residuals generated by the linear observer approach are seriously influenced by noise, so
that one needs to set the safe limits thresholds having a wider band to prevent detecting
noise as faults. This has decreased the sensitivity of the linear observer approach mainly
in the pitch axis. Furthermore, due to the similarity of the generated residual signals
correspond to both KX, and Vpys faults, the detection systems don’t have the ability to

isolate these different faults.

A number of scenarios and case studies have also been investigated to demonstrate the
simultaneous detection and isolation capabilities of the parity space approach when

compared to the linear observer approach.

119



Chapter 6 : Conclusions and Future Work

In this thesis, a parity space approach was developed, implemented and evaluated for
fault detection and diagnosis of a reaction wheel in the spacecraft attitude control system
(ACS). Since, an ACS is a complex system composed of different components, the
process of fault detection and diagnosis is restricted to two components in the ACS
reaction wheel. The model considered for the ACS reaction wheel is a high fidelity
representation. The dynamics of the reaction wheel and the corresponding nonlinear
attitude control system is covered in details. The components considered for fault
injection are the current constant, K, which is a constant that converts the current input to

a torque corresponding to that current, and the bus voltage, Vpys of the reaction wheel.

To obtain a better validation of the performance capabilities of our proposed parity space-
based fault detection and isolation technique, the results are compared to those of the

linear observer-based method. The results obtained could be summarized as follows:

1. Development and implementation of the parity space approach to the ACS of a
satellite for the first time in the literature.

2. The parity space approach is shown to be more sensitive to occurrence of faults.
The fault ranges that can be detected by this method in the roll and the yaw axes
are about two times smaller than the fault ranges that a linear observer-based
method is sensitive to. However, the main advantage of the parity space-based

method over the linear observer approach to fault detection appears in detecting
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faults in the pitch axis. As illustrated in Chapter 5, noise and disturbances
influence the pitch axis residual signal for the linear observer which makes the
design of sensitive safe limits impossible, whereas these effects for the parity
space approach are not present.

3. As far as detection capabilities are concerned both approaches are able to detect
faults in both K, and Vpys components. The main difference between the methods
as mentioned before, is in the amount and severity of faults that they can detect.

4. Observer-based approach requires a more time consuming design process. (e.g. in
terms of the detection of the observer gains through a trial and error process),
whereas the design procedure for the parity space approach is quite straight
forward and does not require any tuning parameters and trial and error process.

5. Due to the differences in the architecture of observer-based and parity space
approaches, namely in terms of the corresponding filter structures different

sensitivities to noise and disturbance may be obtained.

Future Work

The future work that we can envisage for research beyond the developed work in this

thesis can be summarized as follows:

1- Fault diagnosis- The residuals that are generated by the parity space approach do
not provide sufficient information for fault diagnosis. Generally, for the purpose
of fault diagnosis, different residuals should be generated, each residual sensitive
to one type of fault. Improving the proposed system for the goal of fault

diagnosis can be considered as a research area for future work.
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2-

Fault detection in other reaction wheel components- Fault detection in all of
the components of the reaction wheel could not be covered in this thesis. The
verification of influences of faults in other components by utilizing our proposed
parity space method will result in better evaluation of this technique and is
therefore of great interest to be investigated in future.

Increasing sensitivity of the fault detection system- The sensitivity of a fault
detection method depends on initial conditions. As illustrated in Chapter 5, the
sensitivity of our proposed method, specially in case of fault detection in the bus
voltage is not quite satisfactory. Improvement in this area should be considered in
future work.

Verification over other ACS signals- This work is based on the assumption that
not all signals in the attitude control system of the spacecraft is measured. As an
extension to this work, instead of signals obtained from the spacecraft, one can
consider other outputs in the attitude control system and use them in the fault
detection system as additional information for improving our proposed scheme.
Improvement in detection delay time- Having a real time fault detection system
1s one of the main goals in this area. Another promising future work could be

improving and minimizing the detection delay time.
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