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Abstract

Mining Chat Logs to Extract Information about Authors and Topics for

Crime Investigation

Abdur Rahman M. A. Basher

Cybercriminals have been using the Internet to accomplish illegitimate activities and

to execute catastrophic attacks. Computer Mediated Communication, such as online chat,

provides an anonymous channel for predators to exploit victims. In order to prosecute

criminals in a court of law, an investigator often needs to extract evidence from a large

volume of chat messages. Most of the existing search tools are keyword-based, and the

search terms are provided by an investigator. The quality of the retrieved results depends

on the search terms provided. Due to the large volume of chat messages and the large

number of participants in public chat rooms, the process is usually time-consuming and

error-prone. This thesis presents a topic search model to analyze archives of chat logs for

segregating crime-relevant logs from others. Specifically, we propose an extension of the

Latent Dirichlet Allocation (LDA)-based model to extract topics, compute the contribution

of authors in these topics, and study the transitions of these topics over time. In addition, we

present another unique model for characterizing authors-topics over time. This is crucial

for investigation because it provides a view of the activity in which authors are involved
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in certain topics. Experiments on two real-life datasets suggest that the proposed approach

can discover hidden criminal topics and the distribution of authors to these topics.
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“Read! In the Name of your Lord, Who has created (all that exists), has

created man from a clot of congealed blood. Read! And your Lord is the Most

Generous, Who has taught (the writing) by the pen, has taught man that which

he knew not. Nay! Verily, man does transgress all bounds (in disbelief and

evil deed, etc.). Because he believes himself self-sufficient. Surely to your

Lord is your return.” - Chapter Al-Àlaq (The Clot) [96:1-8], The Holy Qurán.
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Chapter 1

Introduction

Demand for Computer Mediated Communication, such as online chat, instant messaging,

blogs, and twitts, are growing tremendously due to its efficiency both in delivering mes-

sages on time and its costs effectiveness. Many software applications have been developed

to serve this demand. Instant messaging seems to be the preferred type of communication,

especially chatting, because it provides one-to-one or one-to-many instant communication,

and it can also handle video and audio calls as well. They provide effectiveness not for

only personal uses, but also for business, advertising, and e-commerce.

Cyber chat is becoming a global concern since it has become a venue for conducting

illegitimate activities. Illegitimate activities include cyber stalking, online contact, online

harassment, and degradation [Han08]. Cyber stalking is the spreading offensive words

and statements against the another person online within the same channel or other channels

as long as the predator knows the real identity of the selected victim. The aim of the

perpetrator’s in conducting this crime is the desire for control and power. Cyber stalking

has the potential to very quickly move from cyberspace to real life. Online contact can lead

to offline harm when the predator gains the trust of the victim in order to abuse them in real

life, either physically, sexually, or financially. It is certainly intended for conducting crimes.

Online harassment includes the use of words or actions that abuse others through instant
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messaging and especially live video streaming. This may also include threats, rumors,

mocking, disclosure of unauthorized sensitive information, defamation of character, coarse

language, name calling, personal attacks, child harassment, sexual intimidation, sexual

harassment, and so on. Degradation refers to insulting individuals and groups through

disrespectful images or words that may cause harm to them. This is mostly used in the

sexual arena but could also be extended to racial, religious, and political insults. [Han08].

These traditional crimes, which are conducted through the internet as a medium, poses

new challenges for law enforcement agencies to prevent, detect, investigate, and prosecute

perpetrators. Unfortunately, the capability of current crime-investigation software tools

does not fully meet the actual needs of real-life investigation.

In this thesis, we introduce a method for forensics investigators to utilize when per-

forming a search analysis, given a collection of chat logs. The work is divided into four

core stages: searching crime-relevant logs, discovering crime-relevant topics from iden-

tified criminal logs, estimating the contribution of authors in the discovered topics, and

representing transitions of the crime-related topics over time. We first identify whether a

given chat log is crime-relevant or not, based on the predefined criminal topics. Once the

crime-related chat log is determined, we deploy a probabilistic topic model to extract the

hidden semantic structure of the logs. Next, the authors’ contributions within the discov-

ered topics are estimated. Finally, an evolution of topics under some specific time intervals

is generated. In certain cases, investigators are required to distinguish certain authors from

others within some interval of time. This is obtained by including another stage to compute

the bond composed of authors-topics trends over time.

1.1 Motivation

Suppose an investigator seizes a suspect’s computer that has an enormous amount of chat

logs from, e.g., Windows Live Messenger or IRC chat rooms. The chat logs sometimes

2
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Figure 1: (a)- A detained chat log d. (b)- Criminal topics (Sex and Drugs) with their
associated terms. (c)- Topics distribution in the chat log d. (d)- Topics over time in the chat
log d. (e)- Authors distribution over topic topicD in the chat log d. (f)- Authors-Topics
over time in the chat log d for topic topicS.

contain important information that is directly or indirectly related to the criminal activities

under investigation. In Figure 1(a), it presents a general form of chat log that contains

information about criminal activities, such as Sex and Drugs.

The challenge is how to effectively and efficiently extract the relevant information and

evidence from a large volume of chat messages. In this thesis, we propose a discovery

method, in a context of chat log-topic and topic-author relations, to answer the following

questions that are frequently raised by investigators:

Q 1. How can an investigator determine which logs are crime-relevant? In identifying a

crime-relevant log, what are the contributed topics in the log file? How have they

evolved over time? Moreover, how can an investigator extract the topics that are

crime-related from the identified crime-relevant log files?
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Q 2. Who are the contributors to a topic in a given chat log? How can an investigator

track the activity of authors in a log file?

In general, we are concerned with generating Figures 1 (c)(d)(e) and (f), as results from

our research questions.

However, the existing topics discovery methods [BNJ03,RZGSS04,WMM05,RHNM09]

cannot be directly manipulated to address the problem illustrated in the context of crime

investigation, because of the differences in characteristics of chat messages from traditional

documents [HD10], such as historical or scientific articles:

• Chat is informal and its content is not well structured. Chat often contains spoken

languages with a lot of grammatical and spelling mistakes.

• Transliteration is often used and refers to writing, or spelling words, or letters in a

language written using a different alphabet or script.

• The contents (topics) in chat logs change frequently and implicitly over time as con-

sequences of incoherence of message sequences.

• Messages on chat logs are often shorter per author, ranging from a few words to a

few lines.

• Authors within these short messages use many deceptive techniques for covert com-

munication. For example, they use emoticons to express human facial behavior that

complements a text message. Moreover, the actual meaning of the words used within

a chat log is different from their apparent meaning; street terms are more frequently

used in the context of illegitimate activities. For example, the word ‘snow’ used in

drugs trafficking means cocaine.

As a result, criminal topics extraction from log files requires special handling, and the

analytical techniques used widely for mining texts of literary and historic documents may

4



not achieve the same accuracy when applied to online documents. Furthermore, these

techniques do not collect information about authors composing criminal topics.

Therefore, it is essential to present a method that precisely captures the various char-

acteristics of chat logs. This method includes the ability to discover crime-related topics

and to predict the authors of these topics. The topics discovered by this method would also

expose characteristics of different topics for further investigation, such as the percentage

of the topics, highly used terms, and the evolution of topics as a distribution over a given

time. All of the aftermentioned problems motivate us to build a tool that includes all these

tasks. We will present a detailed explanation on this tool later on in this thesis.

1.2 Problem Definition

In this thesis, we assume the user of our method is a crime investigator who has access to a

collection of chat log documents, and who would like to analyze the relationship between

the topics discussed and the participating authors. We formally define an abstract repre-

sentation of chat log documents, user-specified criminal topics, and some basic notions of

topics and authors, followed by a problem statement.

Definition 1 (Chat log document). A chat message is a triplet (a, μ, τ ), representing an

author a writing a piece of text μ at time τ . A chat log document, denoted by d, is a

sequence of chat messages ordered by τ .

Example 1. In Figure 1(a), Mark wrote the text message “I have candy nose. come and

pick." at time [21:07]. This chat message is represented by a triplet (Mark, “I have candy

nose. come and pick.", [21:07]). The chat log document is a sequence of chat messages

ordered by time.

An investigator wants to identify the crime-relevant topics discussed in a chat log docu-

ment and the authors participated in the discussion of the topics. The following definitions

5



define such notions.

Definition 2 (Crime-relevant topic). Let c be a criminal topic from a set of investigator-

specified criminal topics C. Let t be a topic, discussed in a chat log d, from a set of topics

Kd discussed in d. Let distance(t1, t2) be a function that describes the dissimilarity of the

two topics t1 and t2. A topic t is relevant to a criminal topic c, if distance(t, c) ≤ γ, where

γ is an investigator-specified relevance threshold.

Example 2. The chat log document d in Figure 1(a) contains three topics Kd = {topicI,
topicS, topicD}. Figure 1(b) illustrates two investigator-specified criminal topics C =

{Sex,Drugs}. Suppose γ = 0.2 and support(topicD,Drugs) = 0.56. The topicD,

discussed in d, is relevant to the criminal topic Drugs, if distance(topicD,Drugs) ≤
γ = 0.2. Chapter 4 will define the distance function.

To identify relevant criminal information from a large collection of chat log documents,

an investigator first has to identify the crime-relevant documents, and then the topics’ distri-

bution with respect to authors over time. The following definitions formally capture these

notions.

Definition 3 (Crime-relevant document). A chat log document d is crime-relevant, if d

contains at least one crime-relevant topic.

Definition 4 (Active topic). Let [τ st , τ
f
t ] be a time interval of topic t discussed in a chat

log document. The active level of t over the time interval [τ st , τ
f
t ] is described by function

�(t)τ
f

τs .

Definition 5 (Active author). Let Λd be a set of authors participating in chat log document

d. Let Λt
d be a set of authors participating in a topic t in d, where Λt

d ⊆ Λd. The active level

of an author at ∈ Λt
d is defined by �(atd)

τf

τs provided t is active during [τ st , τ
f
t ].

Example 3. Figure 1(d) depicts the active levels of topicI , topicS, and topicD between

12:00 and 22:00. For example, topicD is actively discussed between 20:00 and 22:00, but

6



is relatively inactive between 12:00 and 13:00. Figure 1(f) defines the evolution (active

level) of authors over the previous time intervals.

The problem studied in this thesis is formally defined as follows:

Definition 6 (Authors-Criminal topics activity over time in a chat log). Given a collec-

tion of chat log documents L, a set of criminal topics C, and a relevance threshold γ, the

problem is:

1. to identify all crime-relevant documents from L,

2. to identify all crime-relevant topics in each document d ∈ L with respect to C and γ,

and

3. to identify the active level of crime-relevant topics, and all their associated active au-

thors over a given time interval [τ st , τ
f
t ] for each identified crime-relevant document.

Before moving forward, we first introduce the terminology and notations provided in

Table 1 that will be used throughout the rest of this thesis.

1.3 Probabilistic topic model

If we augment that a document is composed of words and a subset of these words describe

a topic, then a document is considered to be mixtures of topics. This is the intuition behind

topic modeling [BL09]. As from the definition, a topic model is a generative model, which

describes how words are generated from the latent random variables (topics) through some

probabilistic procedure. In this model, the words are observed while the topics are hidden

(latent), and a topic is a probability distribution over words. Therefore, the primary goal for

generative model is to explore the best set of topics that can explain the observed words,

under the assumption that the model actually generated the documents.

7



Table 1: Notations used in this thesis

SYMBOL DESCRIPTION

α Dirichlet parameters for topics (Dirichlet prior)
ᾱ Dirichlet parameters for authors (Dirichlet prior)
β Topic-dependent Dirichlet parameters for word index

(Dirichlet prior)
λ Topic-dependent Dirichlet parameters for time slots

(Dirichlet prior)
θ Multinomial distribution of topics given the docu-

ments in the corpus
ϑ Multinomial distribution of topics given the authors

for the documents in the corpus
ϕ Multinomial distribution of words to topics
η Multinomial distribution of time intervals to topics for

the documents in the corpus
D Number of documents
dc Crime-relevant document (chat log)
T Number of topics
c Criminal topic
A Number of authors
V Number of unique words in the vocabulary
Nd Number of word tokens specific to the document d
z Topic indices
Λd Set of authors in the dth document
x Author assignments

8



(a) Probabilistic generative process (b) Statistical inference

Figure 2: Illustration of (a)- the generative process and (b)- the problem of statistical in-
ference underlying topic models. The superscript numbers associated with the words in
documents represents the topic that words are sampled from.

We describe the the topic modeling procedure by Figure 2 (from the paper [SG07]). In

this figure, topic modeling method is described in two separate ways: as a generative model,

and as a problem of statistical inference. From Figure 2(a), topics 1 and 2 are related

to drugs and sex, respectively, and they contain different distribution over their relative

words. Documents are generated by choosing words that correspond to topics, depending

on the weights (with the arrow) provided to the topics. For example, documents 1 and 3

are generated by picking words only from topic 1 and 2, respectively, while document 2 is

generated from the two topics with equal distributions. Therefore, documents with different

content are generated by choosing different distributions over topics; there is no notion of

mutual exclusivity that restricts words to be drawn only from a single topic. In addition, the

same word, such as “Lady”, can appear in both topics with different probabilities; this is

known by polysemy. Furthermore, this process does not address the order of words as they

appear in document. Thus, the “bag of words” assumption in this model is applied [SG07].

On the other hand, if the task is to search for topics that compromise a given document

9



in a reverse process, then the statistical inference is applied. Figure 2(b) illustrates this

assumption. This involves inferring the two distributions: multinomial distribution over

words associated to each topic, and multinomial distribution over topics for each docu-

ment. That is what the probabilistic topic modeling is about. Probabilistic topic modeling

algorithms are statistical methods that analyze the words of the original texts to discover

the topics of documents, how those topics are connected to each other, and how have they

changed over time. In this thesis, we use probabilistic topic model to infer the set of topics

that are responsible for generating a collection of chat logs. Afterward, crime-related topics

are explored, if existed in chat logs, from the discovered topics [SG07].

In this thesis, our approach is based on probabilistic topic models, because these mod-

els posit in general several advantages [BL09]. First, they rely on the semantic information

derived from a word-document co-occurrence matrix. Second, they reduce the feature di-

mensions. Third, generative models are easily applied to new data, especially for informa-

tion retrieval or classification. Fourth, they can be used easily as a component in far more

complicated topic models. Finally, generative models are general; it could be other data

instead of words, LDA has been extended to encounter other research fields, such as: object

recognition [CFF07], natural language processing [GSBT05], video analysis [WMG07],

collaborative filtering [Mar03], spam filtering [BSSB09], web-mining [MLSZ06], author-

ship disambiguation [RZGSS04, RZCG+10], and dialogue segmentation [PGKT06].

1.4 Contributions of the Thesis

The major contributions of this thesis can be summarized as follows:

Criminal Topic model. We present a Criminal Topic (CT) model that is an extended ver-

sion from the mixture of unigrams model. In this model, we assume two observed

variables: a single topic, and its associated words. For estimating the distribution

10



of words, we train the model with several hundreds of crime-related logs. From the

learning phase, each term in a single criminal topic c is associated to a weight that

describes the appearance of this term in c. Therefore, when chat logs are collected,

CT model is applied to infer whether these detained logs are crime-relevant or not.

Identifying crime-related chat logs. We provide a mechanism in identifying crime-relevant

logs. At the beginning, we transfer each chat log d to a language model Md, and then

we compare Md with the Criminal Topic model. Based on the results, we identify

crime-related logs. The algorithm is proven efficient in searching the crime-related

logs, in a huge collection, whenever adequate terms are provided in the CT model.

Identifying topics activity in chat logs. We develop a LDA-TOT model that discovers the

distribution of topics over passage of time intervals. In order to capture the activity

of topics, we define the transition function �(t)τ
f

τs . This contribution provides the

investigators enough data to help them deducing the active crime-related topics in

logs. Moreover, LDA-TOT can predict topics expressed in logs, if the distributions

over time is determined. In addition, the model can identify topics activity in chat

logs without knowing the timestamps by defining the distribution of topics. For the

inference purpose, we use the Gibbs sampling algorithm.

Identifying authors activity in chat logs. We present a A-TOT model to describe authors’

distribution over topics given time. In addition, we define the transition function

�(atd)
τf

τs to capture the authors’ activity over topics during time intervals. This is the

major contribution in our work. To the best of our knowledge, A-TOT is the first

model that explains authors’ distributions in topics together with the topics distribu-

tions over time.

This model helps investigators predict authors given a document with unknown writ-

ers either, by the distribution of topics over document (θ), or by the distribution of

11



topics over time (η). This thesis adds a new dimension into the pre-existing models

by introducing the evolution of authors over timeslots. For the inference purpose, we

employ the Gibbs sampling, as we do for LDA-TOT.

In addition to the above contributions, we study the two research questions on real data,

where efficiency and scalability is achieved using both new models, LDA-TOT and A-TOT.

1.5 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, we provide a comprehensive literature review related to topics discovery

and the extended models from LDA.

In Chapter 3, we describe the background information relevant to our proposed models

specifically LDA, AT, and TOT models.

In Chapter 4, we explain the n-grams model in general and elaborate on Criminal Topic

model, as an extension from the mixture of unigrams model. In addition, we explore some

of the measurements used to evaluate our proposed method.

In Chapter 5, we present the LDA-Topics over time model that explicitly models time

jointly with words co-occurrence patterns. This model is an extension from both models,

LDA and TOT. It uses discretization of time in describing the evolution of topics over time.

We also describe the algorithm for searching crime-related logs and show the experimental

results using LDA-TOT model on real-life datasets.

In Chapter 6, we present a new Author-Topics over Time model. We explain the ulti-

mate objectives of proposing this model and describe the results obtained using this model.

Finally, Chapter 7 summarizes our research and describes the limitations and possible

future research directions.
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Chapter 2

Literature Review

We summarize the state of the art in the literature of topics discovery and modeling. Blei

et al. [BNJ03] proposed the Latent Dirichlet Allocation (LDA) model to extract topics and

summarize a document corpus. The general idea of LDA is to generate a discrete distri-

bution of words per topic and a discrete distribution over topics per document. In the fol-

lowing sections, we describe extensions of LDA to topics labeling, authors’ distributions

in topics and their relationships, predicting authors using writeprints, topics’ progressive

information over time, and modeling topics in microblogging environment.

2.1 Labeling topics

LDA is expressive enough to reveal topics in a document, but does not provide a way of

including labels in its learning procedure. Hence, LDA has been adapted in applications

for topic labeling, as in [BM08, LJSJ08, RHMGM09, RHNM09]. Blei et al. [BM08] pro-

posed Supervised LDA (sLDA), where a label is generated from each document’s empirical

topic mixture distribution. Lacoste et al. [LJSJ08] proposed Discriminate variation on La-

tent Dirichlet Allocation (DiscLDA), where a document is related to a categorical variable

or class label, and a topic mixture distribution is associated with each label. However,
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these models use single labeling to a document and do not provide multiple labels to each

document. Multi-Multinomial LDA (MM-LDA) [RHMGM09] assigns multiple labels for

each document. Unfortunately, MM-LDA’s learned topics do not link directly with the la-

bel. Therefore, Ramage et al. [RHNM09] proposed the Labeled-LDA (L-LDA) model to

directly associate each observed document’s label set with one topic.

Our way to solve topics labeling is by introducing a Criminal Topic model that includes

predefined terms, with their distributions associated to each criminal topic. The discovered

topics are labeled as crime-relevant whenever the distributions of these topics and topics

from the Criminal Topic model are assumed to be relevant through some distance measure-

ment.

2.2 Modeling authors with topics and their relationships

among each other

Several extensions of LDA models have been proposed to identify authors and the propor-

tion of each author in a document. For example, Rosen-Zvi et al. [RZGSS04] introduced

an Author-Topic (AT) model, a generative model for authors and their corresponding topic

distributions. In their experiments, AT seems to outperform LDA when the test documents

contain few observed words.

Other works have been extended further to deduce the social networks between enti-

ties in different types of documents [CBGB09, MWM07, ZGFY07, LNMG09, NAXC08,

SLTS05]. Chang et al. [CBGB09] presented a probabilistic topic model to describe the

relationships between pairs of entities encoded in a collection of texts. First, the entities

are extracted, and then document is divided into two different class of bag of words: entity

context relates to an entity, and pair context relates to the pair of entities. From this assump-

tion, the topic is modeled and the relationships between entities are inferred. McCallum
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et al. [WMM05] proposed a Group-Topic (GT) model to cluster entities into groups with

relations between them. In their model, the discovery of groups is guided by the emerging

topics and the discovery of topics is guided by emerging groups. In addition, the model

is able to capture the language attribute being used within entities, and this helps to as-

sign group memberships. Their experimental results suggest that the inference of joint

probability improves both the performance of both groups and topics discovery. Zhang et

al. [ZGFY07] introduced a Generic weighted network-Latent Dirichlet Allocation (GWN-

LDA) model for discovering probabilistic community profiles as distributions on the entire

social actor space. Therefore, each social actor belongs to every community with different

probability and contributes a part, big or small, to every community in the society. Sim-

ilar work can be found in Liu et al. [LNMG09]. Nallapati et al. [NAXC08] introduced a

model called Pairwise-Link-LDA, which models the activity in term of absence or presence

of a link between every pair of documents. Their work mainly addresses the problem of

joint modeling of text and citations in the topic modeling framework. However, they per-

form modeling, based on absence or existence of a link in every pair of documents, and

this does not fit with large scale authors’ networks. CommunityNet, a personal profile, is

developed by Song et al. [SLTS05], which went a further step in predicting authors behav-

ior in receiving and sending information, by analyzing the contact and content of personal

communications.

In our approach, we modify the AT model to accommodate the evolution of topics

discovered and the proportion of authors to these topics over time.

2.3 Predicting authors using writeprints

A somewhat different approach to topic modeling in predicting authors is to extract a set

of features, writeprints, from collections of online documents, where values in this set

differ from each author. Based on the features, authors profile is built as in [KCAC08,
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ZQHC03, dVACM01, AC08, IHFD08, IBFDss, IBFD10]. To predict the plausible authors

in unknown authors of documents, the same set of features is applied in these documents.

Next, similarity is used to infer authors, based on the extracted features from unknown

documents and authors profile. While this approach can provide useful broad information

about authors, associating authors to topics is not studied in their works.

2.4 Modeling temporal information in topics

Studying the evolution of topics over time is valuable, because it reveals different charac-

teristics of topics and their authors. Wang et al. [WM06] proposed the Topics Over Time

(TOT) model, a non-Markov continuous time model of topical transitions. TOT models

timestamps by parameterizing a continuous beta distribution over time with each topic.

They assume that the meaning of a particular topic can be relied upon as constant, but its

occurrence and correlations change significantly over time. Dynamic Topic Model (DTM)

by Blei et al. [BL06] takes a slightly different approach. It explicitly models the evolution

of topics with time by estimating the topic distribution at various time stamps. Therefore, it

is easier to predict the words in a particular topic at different points in time. However, DTM

does not yield a simple solution to the problems of inference and estimation, and it ignores

the time dependency of individual documents inside a collection/period. The Continuous

Time Dynamic Topic Model (cDTM) [WBH08] replaces the discrete state space model of

the DTM [BL06] with its continuous form, called Brownian motion. The topics are mod-

eled through a sequential collection of documents, where a topic is a pattern of word use

that is expected to change over the course of the collection. Significantly, cDTM generalizes

the DTM in that the only discretization it models is the resolution at which the timestamps

of the documents are measured. Nallapati et al. [NDLU07] Multiscale Topic Tomography

Model (MTTM), which employs conjugate priors using non-homogeneous Poisson pro-

cesses to model generation of word-counts. In addition, the evolution of topics could be
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modeled at various time-scales of resolution using Haar wavelets. AlSumait et al. [ABD08]

used an online version of LDA model (OLDA), where topics are evolved through incremen-

tal updates for new data based on the current position.

To collect the distribution of topics over time, we employ an extended combination of

three models, LDA, AT, and TOT, where discretization of timeslots is used, because the

time intervals in a chat log are relatively short, from a few minutes to a few hours.

2.5 Modeling topics in microblogging environment

The topic models discussed in most of the current literature are applied to structured doc-

uments, which are quite different from chat logs. As a result, it becomes very difficult

to obtain an accurate model from logs. Hong et al. [HD10] focused on online messages,

particularly Twitter. They conducted an empirical study of different strategies to aggre-

gate tweets, based on the existing models. Li et al. [LJW10] presented an approach to

resolve the sparsity of data in short texts environment, such as chat logs, by assigning a

single topic for a whole sentence. This is done by clustering semantically related sentences

patterns that are likely about the same aspect, and then frequent subtree pattern mining is

applied to generate sentence patterns that can represent the aspects. Similar aspects can be

found in [SSRZG04].

In contrast, our work focuses on four major aspects: criminal topics discovery, authors’

proportions with respect to topics, evolution of topics with respect to time, and evolution

of authors-topics over time.
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Chapter 3

Preliminaries

Due to the massive amount of electronic documents available today, it is necessary to have

some efficient methods for summarization, organization, management, and information

retrieval. For example, it is always required to know the summary of the documents, their

relationships among them in a corpus, tracking authors of these documents, and their trends

over time. Therefore, it becomes increasingly important for searching and indexing a large

collection of text data. Topics modeling of text collections is a widely growing field of

study that serves such those needs. Latent Dirichlet Allocation (LDA) is the most widely

used for modeling purposes. In this chapter, we briefly describe the statistical topic models,

LDA, AT, and TOT to provide a sound theoretical foundation to our research problem in

Chapter 1.

3.1 Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) [BNJ03] is an unsupervised generative probabilistic

model that discovers latent semantic topics in a corpus with large collections of discrete

data, such as the words in a set of documents. It is based on a “bag of words” assump-

tion, which treats each document as a frequency of word counts, ignoring the order of
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appearance. In the language of probability theory, this is an assumption of “exchange-

ability”: words are independent and identically distributed over the topics, and the topics

are infinitely exchangeable throughout the document, based on some conditional parame-

ters [BNJ03, ABD08]. This conditionally independence allows us to build a hierarchical

Bayesian model for a corpus of documents and words.

The intuition behind LDA is the assumption that words carry strong semantic informa-

tion about a document. Therefore, it is reasonable to assume that documents with similar

topics will use the same collection of words. These similar topics, latent topics, are discov-

ered by identifying groups of words in the corpus that frequently occur together within doc-

uments. The mixture of (latent) topics in document collection summarizes the content and

the underline thematic structure of documents quantitatively. Moreover, this distribution of

topics assists in searching and indexing a large collection of text data, by comparing how

similar one document is to another through measuring the similarity on the corresponding

topic mixtures.

3.1.1 Generative Process

In LDA, a document can be viewed as a random mixture of hidden variables (i.e., topics)

and observed data (i.e., words). Words in a document are generated from the hidden topics

and are not linked to the documents directly, but are linked via latent variables (topics) that

are responsible for using a particular word in the document drawn from a specific topic

distribution that the document focuses on. Therefore, LDA is considered to be a three-level

hierarchical Bayesian network.

In general, the graphical model of LDA is represented by plate notation in Figure 3.

For readers not familiar with plate notation, shaded and unshaded variables indicate ob-

served and latent variables, respectively. An arrow between variables indicates a condi-

tional dependency, and the boxes (plates) in the figure indicate replication with the number
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Figure 3: The graphical model representation (plate notation) of Latent Dirichlet Allocation
(LDA)

of repetitions given by the variable in the bottom [Bun94]. The generative process can be

described as follows:

1. For each document d, choose D multinomials θd ∼ Dirichlet prior α;

2. For each topic t, choose T multinomials ϕt ∼ Dirichlet prior β;

3. For each word wdi per document d, in the corpus:

• choose a topic zi ∼ multinomial θd; (P (zi | α))

• choose a word wi ∼ multinomial ϕz; (P (wi | zi, β))

More specifically, for each document d in the corpus, the LDA first picks a multinomial

distribution θd, from the Dirichlet prior α, and then the a topic zi = t is assigned to the

ith word in the document, according to θd that determines which topics are most likely to

appear in a document. Based on zi = t , the model then chooses a word wi, from the

vocabulary of V words, according to the multinomial distribution ϕz that is generated from

the Dirichlet prior β for each topic t. From this procedure, we observe that each word in

20



a document is generated by a different topic at random. As a result, documents in LDA

exhibit mixture of topics distributions unlike the mixture of unigrams model (discussed in

the Chapter 4). In addition, LDA does not attempt to model the order of words within a

document. Thus, the “bag of words” concept is assumed in this model.

The topic weight vector θ is a D×T matrix that is estimated from data. It describes the

distribution of each of the T topics over D documents, where
∑T

t θd,t=1. The word weight

vector ϕ is a V × T matrix that is also estimated from data, and it defines the distribution

of each of the T topics over V words, where
∑V

v θv,t=1.

3.1.2 Inference using Gibbs sampling

The previous generative procedure defines the following joint distribution of all variables:

P (z, w, θ, ϕ | α, β) = P (θ | α)P (z | θ)P (ϕ | β)P (w | z, ϕ)

= (
D∏

d=1

Γ(α)∏T
t=1 Γ(αt)

T∏
t=1

θαt+ntd−1
t,d )

×(
T∏
t=1

Γ(βt)∏V
v=1 Γ(βv,t)

ΠV
v=1ϕ

βb,t+nv,t−1
v,t ) (1)

The detail of the joint probability is outlined in paper [Hei04]. Now, the distribution of the

latent topic variables conditioned on the words is computed as:

P (z, θ | w, α, β) = P (z, θ, w | α, β)
P (w | α, β) (2)

P (w | α, β) represents the marginal distribution, likelihood, of a document. We normalize

P (w | α, β) by marginalize over the hidden variables, and the resulting margin probability

is expressed by:

P (w | α, β) =

∫
ϕ

∫
θ

Σz(
D∏

d=1

Γ(α)∏T
t=1 Γ(αt)

T∏
t=1

θ
αt+nt,d−1

t,d )

×(
T∏
t=1

Γ(βt)∏V
v=1 Γ(βv,t)

V∏
v=1

ϕ
βb,t+nv,t−1
v,t ) (3)
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Estimating θ and ϕ, which provides the topics’ proportions in each document and words’

proportions to these topics, respectively, from the above function are intractable due to the

coupling between θ and ϕ in the summation over latent topics z. Therefore, different com-

plex algorithms have been proposed, including variational inference [BNJ03], expectation

propagation [ML02], and Gibbs sampling [GS04]. Gibbs sampling is a form of Markov

Chain Monte Carlo, which is used for obtaining an approximate inference about parameters

in an iterative process. Throughout this thesis, we apply Gibbs sampling for inference pur-

pose. In this model, the posterior distribution of topics over words is calculated as follows:

P (zi = t | z−i, wi, α, β) ∝ nV,T
wi

+ β∑V
v nV,T

w−it + V β

× nD,T
di,t

+ α∑T
t nD,T

d−i,t
+ Tα

(4)

where nV,T
w−i,t is the vector count of the word w being assigned to the topic t, not including

current word i. nD,T
d−i,t

is the vector count of topic t being assigned to some words, not

including the current word i, in a document d. After several iterations specified by the user,

the multinomial distribution of documents over topics θ and the multinomial distribution of

topics over words ϕ are obtained from the posterior distribution of topics. The details for

the Gibbs sampling and LDA can be found in [Hei04, BNJ03], respectively.

3.2 Author-Topic (AT)

LDA discloses the underlying topics in the documents in a corpus. However, LDA does not

identify a document’s authors nor authors’ association to each topic in a document’s topics.

In this section, we discuss an algorithm that extracts both: the topics expressed in doc-

ument collections and the authors’ distributions over these topics. The algorithm follows
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Figure 4: The graphical model representation (plate notation) of Author-Topic (AT) model

the probabilistic modeling, where documents represent as a mixture of multiple topics as-

sociated to authors and topics are probability distributions over words. This model is called

Author-Topic (AT), and it is proposed by Rosen-Zvi et al. [RZGSS04]. The model com-

bines the strength of the two models, LDA and Author (also termed a Multilabel Mixture

Model) [McC99]. AT model assumes that the authorship information in each document, in

a corpus, is provided.

AT model provides support to a variety of communicating and exploratory queries in a

set of documents with authors, including finding the authors who are most likely to write a

given topic, and finding the most unusual paper written by a given author [SSRZG04].

3.2.1 Generative Process

AT model is an extension of LDA model and it does not only discover what topics are

expressed in a document, but also which authors are associated with each topic. The model

is based on the “bag of words” assumption as LDA. A document, in a collection, exhibit

multiple topics that are a mixture of distributions associated with the authors.

The generative process for this model is shown in Figure 4:
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1. For each author a, choose A multinomials ϑa ∼ Dirichlet prior ᾱ;

2. For each topic t, choose T multinomials ϕt ∼ Dirichlet prior β;

3. For each word wdi in each document d, in the corpus:

• choose an author xi ∼ uniform Λd; (P (xi | Λd))

• choose a topic zi ∼ multinomial ϑa; (P (zi | xi, ᾱ))

• choose a word wi ∼ multinomial ϕz; (P (wi | zi, β))

Formally, the procedure for generating a document starts by choosing an author x,

uniformly at random, from the set of authors Λd for each word wi specific to the document

d, and then a topic is sampled from the distribution of topics specific to that author x.

Finally, the words are sampled from the distribution of topics over words [RZGSS04].

This process is continued for all words in the document. However, it is important to note

that there is no topic mixture for an individual document [HD10]. In other words, the

multinomial distribution θd of topics, given documents, is not sampled in AT model unlike

the LDA model.

3.2.2 Inference using Gibbs sampling

In the AT model, observed variables are not only include the words w in a document, but

also the set of authors Λd in each document d. In addition, each word w in a document is

consists of two latent variables: an author x and a topic z.

An analogy to LDA, the Gibbs sampler for the posterior distribution of topics is:

P (zi = t, xi = a | wi = w, z−i, w−i, x−i, A, ᾱ, β) ∝ nV,T
wi

+ β∑V
v nV,T

w−i,t + V β

× nA,T
xi,t + ᾱ∑T

t nA,T
x−i,t + T ᾱ

(5)
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where nV,T
w−i,t is the vector counts of the word w being assigned to the topic t, not including

current word i, and nA,T
x−i,t is the vector count of words being assigned to topic t for author

a to some words, not including the current word i.

Comparing to the LDA, AT seems to outperform LDA when relatively little is known

about a new document, but the LDA model produces better distribution over topics of the

content of individual documents when the observed words are outnumbered.

In summary, the AT model is a relatively simple probabilistic model for discovering the

relationships between authors, documents, topics, and words. The important of this model

can be explained in terms of providing a general framework for queries that explore authors

together with documents. Furthermore, this model could be incorporated in identifications

of authors in document collection, not only on the basis of stylistic features, but also the

topics distributions in the collection. In addition, the set of authors could be redefined with a

set of other interested information, as citation, journal source, and the publication year,etc.,

to explore topics conditioned on these sets. These extensions do not require changes to the

generative model.

For more details on AT model, refer to the following papers [RZGSS04, RZCG+10].

3.3 Topics over Time (TOT)

In this section, we provide the details of the TOT model that discovers topics dynamically.

We argue that topics generally spot different patterns throughout time, as they fall and

rise; split apart; merge to form new topics. The previous LDA and AT models do not

consider timestamps in documents; therefore, resulting in misleading of topics occurrence

within time. To collect topics’ temporal information, Topics over Time (TOT) [WM06]

is introduced, which is a simple model to integrate progressive information in extracting

topics.
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TOT jointly models both: word co-occurrence in a document and localization of infor-

mation in estimating topics. TOT parameterizes a continuous beta distribution over time to

each topic, rather than taking the Markov assumptions over state transition in time. Specif-

ically, each discovered topic is associated with a continuous distribution over time, and it

is responsible for generating two observed variables: timestamps and words.

Generally, topics pose a narrow time distribution when strong word co-occurrence pat-

tern are observed within time intervals, and have a broad time distribution when frequent

of words pattern remains consistent across long time span [WM06]. Therefore, this con-

tinues beta distribution over time span produces various fluctuations, and shapes of rising

and falling of topics over passage of time, and provides interesting results in collections of

documents.

3.3.1 Generative Process

There are two ways of describing TOT generative process [WM06], and the one corre-

sponds to the Gibbs sampling process of variables estimation is illustrated here. As men-

tioned previously, in addition to words, the timestamps are considered observed variables

and associate to the latent topics. Thus, parameter estimation is driven to discover topics

that simultaneously capture word co-occurrences and locality of those patterns in time.

The generative process corresponding to Figure 5 is:

1. For each document d, choose D multinomials θd ∼ Dirichlet prior α ;

2. For each topic t, choose T multinomials ϕt ∼ Dirichlet prior β ;

3. For each word wd,i per document d, in the corpus:

• choose a topic zi ∼ multinomial θd; (P (zi | α))

• choose a word wi ∼ multinomial ϕz; (P (wi | zi, β))
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Figure 5: The graphical model representation (plate notation) of Topics over Time (TOT)
model

• choose a timestamp ti ∼ Beta ηz; (P (ti | zi))

Each document d is represented as a mixture of topics θ. Each topic z is a multinomial

distribution over a word vocabulary ϕ, and z is also a beta distribution over timestamp η.

3.3.2 Inference using Gibbs sampling

Again, we employ Gibbs sampling to conduct approximate inference for TOT. Starting

from the joint distribution P (w, τ, z, θ, ϑ | α, β, η), the conditional probability distribution

of topics over other variables for this model is derived as follows:

P (zi = t | wi = w, τ, z−i, α, β, η) ∝ (nD,T
di,t

+ α− 1)× nV,T
wi

+ β − 1∑V
v nV,T

w−i,t + V β − 1

×(1− τi)
ηti,1−1τ

ηti,2−1

i

B(ηti,1, ηti,2)
(6)

where nV,T
w−i,t is the number of words w being assigned to the topic t, not including current

word i, and nD,T
d−i,t

is the vector count of topic t being assigned to some words, not including

current word i, in a document d. B is a beta function and ηt is the beta distribution for topic
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t. For simplicity, η is updated after each sampling by the method of moments as follows:

ηt,1 = τ̄t(
τt(1− τ̄t)

s2t
− 1) (7)

ηt,2 = (1− τ̄t)(
τt(1− τ̄t)

s2t
− 1) (8)

τ̄t and s2t represent the sample mean and the biased sample variance of the timestamps

belonging to topic t, respectively.

From the generative process, we observe that the discovered topics are constant, and

the time information is used to better discover topics [WBH08]. In general, TOT can

predict absolute time values given an unknown timestamps of documents, by extracting

topics’ distribution in documents, and in other way it helps predict topics’ distribution in

documents given a timestamp.

TOT has been extended to perform topics and group membership over time, with a

Group-Topic (GT) model [MWM07]. For more extensive details on TOT model, including

generative process and experimental results, readers can refer to [WM06].

3.4 Summary

In this chapter, we described a simple probabilistic topic model, Latent Dirichlet allocation

(LDA), and its two extensions: Author-Topic (AT) and Topics over Time (TOT) models.

These exploratory models provide an automatic procedure in summarizing and extract-

ing information about topics, the relationships between authors, and topic time-trends from

large text corpora, which is hard to obtain manually. In other words, these models uncover

the underlying structure of documents, by extracting the mixture of topics per document,

and expose the connections between authors and topics, by extracting the mixture of au-

thors that might be useful in predicting authors in documents. In addition, TOT model

demonstrates various localization of topics over time, as evolution of topics over time.
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In the subsequent chapters, we describe our algorithms and propose models that are

based on these three models.
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Chapter 4

Measurements and Criminal Topic (CT)

model

This chapter covers the distance and evolution measurements used in language modeling.

We note that the measurements are discussed in the context of our research area. Later on,

we describe the Criminal Topic (CT) model and its usages in details.

4.1 Kullback-Leibler divergence

In 1951, Kullback and Leibler [KL51] studied the scientific meaning related to Fisher’s

concepts of a sufficient statistic [BA01]. Their work is now known as Kullback-Leibler

divergence (KL) or Relative Entropy. It has been studied in Information Retrieval as a

measurement on how different two probability distributions are [XC99, MH04].

The KL divergence is considered a distance measurement between the two probability

densities, from a true probability distribution to a target probability distribution.

Let c (a criminal topic) be a true distribution having probability function Mc, and let a

second or targeted distribution d (a chat log) have probability function Md. Then the KL

distance is defined by:
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KL(Mc ‖ Md) = Σw∈V P (w | Mc) log
P (w | Mc)

P (w | Md)
(9)

In this thesis, we denote Md and Mc as two language models, and they consist of dis-

tribution of words. In language models, KL is often used in clustering, as a measure of

(dis)similarity of some given language models. Therefore, we employ KL to measure the

dissimilarity between Md and Mc. When using a code based on d, KL measures the ex-

pected number of additional bits required to code samples from c [ABD08]. In other words,

it measures how bad the probability distribution Md is at modeling Mc. Although it is often

intuited for distance metric, KL divergence is not symmetric. Therefore, in our work, we

simply compute the average of KL(Mc ‖ Md) and KL(Md ‖ Mc).

4.2 Normalized Mutual Information

In addition to KL divergence, Normalized Mutual Information (NMI) is applied as a dis-

tance function. Before proceeding on NMI, we present a brief detail on Mutual Information

(MI), which is the basis for the NMI measure. We describe both of them only in context of

our approach. MI measures the contribution of the presence/absence of a term for making

the correct classification decision on c. In our application, it measures the mutual depen-

dence of t and the given c.

I(Ωt, Cc) = Σew∈0,1Σec∈0,1P (Ω = ew, C = ec) log2
P (Ω = ew, C = ec)

P (Ω = ew)P (C = ec)
(10)

Ωt is a random topic t that takes values: ew=1 and ew=0 (1 means the topic contains term

w and 0 is not ), and C is a random variable that takes values: ec=1 and ec=0 (1 means the

topic t is in class c and 0 is not ). I(Ωt, Cc)=0, only if a term’s distribution is same in the

class c and topic t. Therefore, MI is a perfect indicator for class membership of topic t. For

the calculation proposes in this thesis, we apply the following:
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I(Ωt, Cc) = ΣtΣc
| wt ∩ wc |

N
log

N | wt ∩ wc |
| wt || wc | (11)

where wt is the number of terms in topic t, and wc is the number of terms in class c.

Now, the Normalized Mutual Information is defined by:

NMI(Ωt, Cc) =
I(Ωt, Cc)

(H(Ωt) +H(Cc))/2
(12)

where I(Ωt, Cc) referred to a mutual information between the relevant topic Ωt and a given

criminal topic c. H stands for the entropy [MRS08]:

H(Ωt) = −Σt
| wt |
N

log
| wt |
N

(13)

NMI is always a number between 0, implies two topics are independent, and 1, implies

complete match, and in other way it can be assumed as reduction in uncertainty about one

random variable given the knowledge of another. High mutual information shows a large

reduction in uncertainty; low mutual information shows a small reduction; and zero mutual

information means the variables are completely independent. We emphasize that the MI is

intimately related to the KL divergence [CT91].

4.3 Evaluation Measures

In this section, we provide some of the measurements used in the information retrieval to

evaluate the approach discussed in Chapters 5 and 6. The evaluation measures are Preci-

sion, Recall, and F-Measure.

The Precision of a model describes the number of the discovered chat logs dc that are

correct from overall retrieved logs that seem to be relevant; dc is the crime-related chat log.

Precision =
Number of the truth dc is discovered

Retrieved Documents
=

t_pos
t_pos+ f_pos

(14)

The Recall of a model describes the number of the relevant (truth) chat logs dc are
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Table 2: Contingency table between Relevant and Retrieved values

Relevant Non-Relevant

Retrieved true positives (t_pos) false positives (f_pos)
Not-Retrieved false negatives (f_neg) true negatives (t_neg)

successfully discovered by the model.

Recall =
Number of the truth dc are discovered

Number of dc are correct
=

t_pos
t_pos+ f_neg

(15)

Both, precision and recall, measures can be made clear using the notation in Table 2.

True positives refer to the relevant chat logs that are correctly retrieved, while true negatives

are the non-relevant chat logs that are not retrieved. False positives are the non-relevant chat

logs that are retrieved, while false negatives are the relevant chat logs that are not retrieved.

The F-Measure computes the weighted harmonic mean of precision and recall for a

model.

Fπ = (π2 + 1) · Precision ·Recall

π2 · Precision+Recall
(16)

where π ∈ [0,∞]. In this thesis, we use π = 2, which weighs recall higher than precision,

and π = 1, which gives an equal weight for both measures, recall and precision.

4.4 Criminal Topic (CT) model

n-grams are the most commonly used natural language model [Cha94]. It is a probabilistic

model that takes the assumption that only the previous n-1 words, in a sequence, have any

effect on the probabilities for the next word. In other word, the probability of a current

word depends on the previous n-words.

A n-gram model of size 1 is called a Unigram model. Figure 6 represents the Unigram

model in plate notation. In this model, the words for each document are drawn from a

single multinomial distribution, independently. This can be represented by:
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Figure 6: The graphical model representation (plate notation) of Unigram model

P (w) =
N∏
i=1

p(wi) (17)

If we extend the unigram model by adding a discrete random topic (c = z), the mixture

of unigrams model is obtained [NMTM00,BNJ03]. In this model, each document is gener-

ated by, first picking a random topic c, and then generating N words, independently, from

the conditional multinomial p(w|c). Therefore, the probability of a document is [BNJ03]:

P (w) =
∑
c

p(c)
N∏
i=1

p(wi|c) (18)

In this thesis, we apply the mixture of unigrams model to explore a chat log and its

relation to criminal activities. Throughout this thesis we use Criminal Topic (CT) to refer

to the mixture of unigrams model. Under this model, a single topic c generates N words.

We assume that the topic c and the words w are observable in CT model. The key point

of developing this model is that the assumption for any detained chat logs, it might exhibit

several criminal topics, and each of these topics is composed of its own distribution of

words. Therefore, comparing the topics distributions in d with c indicates the relevance of

d to crime.

The words are drawn from a single topic distribution:

P (w|c, ϕ) =
N∏

n=1

ϕwn,c (19)

where ϕ is the distribution of words under c. It describes the probability of each word w
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conditioned on c. ϕc is calculated as follows:

ϕc =
nWc,C
wi,c

+ β∑Wc

n nWc,C
wi,c +Wcβ

, (20)

where Wc is the number of words in criminal topic c, and (C = T ) in the Figure 7. Using

CT model, KL is applied to estimate the distance between d and c in order to distinguish

crime-related logs from others. In addition, it is also applied to compute the distance be-

tween discovered crime-related topics and c after the two extended models, LDA-TOT and

A-TOT (described in Chapters 5 and 6), have generated topics from d.

��
�

� � ������������
�

�

Figure 7: The graphical model representation (plate notation) of Criminal Topic (CT)
model

4.5 Summary

In this chapter, we introduced the nonsymmetric distance measurement Kullback-Leibler

divergence, and Symmetric Normalized Mutual Information, and the evaluation measures

for our approach that is discussed in the next two chapters. We also presented a Criminal

Topic model consisting of a single topic that generates distribution of words. For references

to the comprehensive literature on the subjects discussed in this chapter, readers may refer

to [MRS08, HK06, Cha94, KKK80].
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Chapter 5

LDA-Topics over Time (LDA-TOT)

Probabilistic topic models, such as LDA, AT, and TOT described in Chapter 3, model

the hidden semantic structure of a document collection without pre-specifying whether a

document contains a specific topic or not. In this chapter, we will introduce a methodology

of assigning a particular document or chat log to crime-related, based on some distance

measurements. We begin by outlining the new extended model from LDA, describing the

algorithm in details, and then analyzing the results in an extensive manner.

5.1 Overview

LDA is usually performed on large size documents, and it is inappropriate for small size

documents, such as chat logs. Moreover, chat logs classification through LDA is error-

prone. A chat log that is biology relevant might be misclassified to be crime-relevant. We

define two main reasons for misclassification. First, LDA is based on the “bag of words”

assumption, which treats a document as a frequent of words count; therefore, the weight of

the words depends on the number of words occurrences in a collection. Second, the size of

chat logs are small comparing to the traditional documents, such as scientific articles; thus,

it is hard to obtain mixture of topics in chat logs. As a result, preprocessing is required
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before employing language modeling techniques. In particularly, we propose an algorithm

that determines crime-related logs through measuring the difference between a chat log d

and a provided criminal topic c. The key point is to compute the probability of a language

model Mc generating the document d and to determine the topics in interest given d.

Topic discovery is influenced not only by the occurrence of words and their frequencies,

but also by the timestamp associated with each word in a chat log. The transition of topics

over time in a given chat log can be estimated, by introducing an observable variable t into

the standard LDA model. Various models have been proposed to illustrate the transition

of topics over time, such as the TOT model [WM06]. Nonetheless, we depict LDA-Topics

over Time (LDA-TOT) model, in Figure 8, that identifies topics and their evolution over

time.

The primary difference between this model and TOT is the use of discrete intervals of

time instead of continuous time, as in TOT (see Chapter 3). Time intervals in a chat log are

relatively short, ranging from a few minutes to a few hours. Therefore, we employ discrete

time intervals in this model. Moreover, it is easy to include discretization of time, for the

learning and computation purposes, in order to generate the topics’ distribution over time

(η), rather then using continuous beta distribution.

5.2 Generative Process for LDA-TOT

The generative process, in Figure 8, for LDA-TOT uses Gibbs sampling, for estimating the

parameters, and it is as follows:

1. For each document d, choose D multinomials θd ∼ Dirichlet prior α ;

2. For each topic t, choose T multinomials ϕt ∼ Dirichlet prior β ;

3. For each word wdi in each document d, in the corpus:
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Figure 8: The graphical model representation (plate notation) of LDA-Topics over Time
(LDA-TOT) model

• choose a topic zi ∼ multinomial θd; (P (zi | xi, α))

• choose a word wi ∼ multinomial ϕz; (P (wi | zi, β))

• choose a timeinterval τi ∼ multinomial ηz; (P (τi | zi, λ))

In general, LDA-TOT model starts by picking a multinomial distribution θd, from the

Dirichlet distribution α, that determines which topics are most likely to appear in a chat

log d. Next, the model chooses a single topic zi = t and assigns the ith word (wi) in the

chat log to zi = t, based on the multinomial distribution θd. To generate a word, the model

picks a word wi, from the vocabulary of V words, according to the multinomial distribution

ϕz, which is generated from the Dirichlet distribution β for each topic t, and assigns a time

stamp τi to wi from ηz. The ηz defined in this model is a multinomial distribution for each

word token wi over time stamp τi, under a topic z = t. From the procedure, we notice that

each word in a chat log is generated by different topics at random.
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5.3 Inference using Gibbs sampling

The posterior distribution of topics in LDA-TOT depends on both word and time. The

Gibbs sampling algorithm, as done for the other models in Chapter 3, reduces the parameter

estimation problem to a simple counting and sampling process. We begin deriving with the

joint distribution P (w, τ, z|λ, α, β).

P (w, τ, z|λ, α, β) = P (w|z, β)P (τ |z, λ)P (z|α)

=

∫
P (w,ϕ|z, β) dϕ

∫
P (τ, η|z, λ) dη

∫
P (z, θ|α) dθ

=

∫
P (w|z, ϕ)P (ϕ|β) dϕ

∫
P (τ |z, η)P (η|λ) dη

∫
P (z|θ)P (θ|α) dθ

=

∫ T∏
t=1

(
V∏

v=1

ϕ
nv,t

v,t

)
Γ(
∑V

v=1 βv)∏V
v=1 Γ(βv)

(
V∏

v=1

ϕβv−1
v,t

)
dϕ

×
∫ T∏

t=1

(
V∏

v=1

ϕ
nv,t

v,t

)
Γ(
∑V

v=1 λv)∏V
v=1 Γ(λv)

(
V∏

v=1

ηλv−1
v,t

)
dη

×
∫ D∏

d=1

(
T∏
t=1

θ
nd,t

d,t

)
Γ(
∑T

t=1 αt)∏T
t=1 Γ(αt)

(
T∏
t=1

θαt−1
d,t

)
dθ

=

∫ T∏
t=1

Γ(
∑V

v=1 βv)∏V
v=1 Γ(βv)

V∏
v=1

ϕ
nv,t+βv−1
v,t dϕ

×
∫ T∏

t=1

Γ(
∑V

v=1 λv)∏V
v=1 Γ(λv)

V∏
v=1

η
nv,t+λv−1
v,t dη

×
∫ D∏

d=1

Γ(
∑T

t=1 αt)∏T
t=1 Γ(αt)

T∏
t=1

θ
nd,t+αt−1

d,t dθ

=
T∏
t=1

Γ(
∑V

v=1 βv)∏V
v=1 Γ(βv)

∫ V∏
v=1

ϕ
nv,t+βv−1
v,t dϕ

×
T∏
t=1

Γ(
∑V

v=1 λv)∏V
v=1 Γ(λv)

∫ V∏
v=1

η
nv,t+λv−1
v,t dη

×
D∏

d=1

Γ(
∑T

t=1 αt)∏T
t=1 Γ(αt)

∫ T∏
t=1

θ
nd,t+αt−1

d,t dθ
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P (w, τ, z|λ, α, β) =
T∏
t=1

Γ(
∑V

v=1 βv)∏V
v=1 Γ(βv)

∏V
v=1 Γ(βv + nv,t)

Γ(
∑V

v=1 βv + nv,t)

×
T∏
t=1

Γ(
∑V

v=1 λv)∏V
v=1 Γ(λv)

∏V
v=1 Γ(λv + nv,t)

Γ(
∑V

v=1 λv + nv,t)

×
D∏

d=1

Γ(
∑T

t=1 αt)∏T
t=1 Γ(αt)

∏T
t=1 Γ(αt + nd,t)

Γ(
∑T

t=1 αt + nd,t)
(21)

Using the chain rule, we obtain the conditional distribution of topics:

P (zi = t|wi = w, z−i, w−i, τ−i, λ, α, β) =
P (w, z, τ |λ, α, β)
P (w, z−i, τ |λ, α, β)

=
P (w|z, β)P (z|α)P (τ |z, λ)

P (z−i, w−i, τ−i|λ, α, β)P (wi|λ, α, β)
× 1

P (τi|λ, α, β)
∝ P (w|z, β)P (z|α)P (τ |z, λ)

P (w−i|z−i, β)P (z−i|α)P (τ−i|z−i, λ)

∝ nV,T
wi

+ β∑V
v nV,T

w−i,t + V β
× nD,T

di,t
+ α∑T

t nD,T
d−i,t

+ Tα

× nV,T
τi

+ λ∑V
v nV,T

τ−i,t + V λ
(22)

where nV,T
w−i,t is the vector counts of the word w being assigned to the topic t, not including

current word i. nD,T
d−i,t

is the vector count of topic t being assigned to some words, not

including the current word i, in a document d. nV,T
τ−i,t is the vector counts of the word w being

assigned to the topic t under timeinterval τ , not including current word i. The equation 22

is the conditional probability derived by marginalizing out the random variables, θ, ϕ, and

η.
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5.4 Mining for crime-relevant chat logs, topics, and topics

over time using LDA-TOT

In this section, we provide an algorithm to classify crime-related chat logs and to extract the

underlying crime-related topics in these logs. We emphasize that this algorithm searches

for a particular criminal topic in a chat log. An overview of the algorithm is shown in

Algorithm 1. The process starts by employing the CT model to estimate ϕ for a single topic

c (Line 2). This is the learning process for the CT model. It is common for a criminal topic

c to contain a set of words Wc that might not be included in the pre-existing vocabulary

set V̄ . Therefore, we combine the words Wc in a criminal topic with the existing V̄ words

(Line 3). Next, the distance between a chat log d and the criminal topic c is calculated

using KL divergence (Line 4), under the same vocabulary used for both c and d. The

results obtained from KL might or might not pass the user-specified threshold ε. In case

the distance measurement KL is lower than or equal to ε (Line 5), the algorithm proceeds

to the subsequent steps (Line 6-13); otherwise it terminates (Line 14). Then, LDA-TOT

is applied to extract crime-relevant topics in a chat log, where all words in d are randomly

assigned to topics (Line 6). The iteration process starts by executing Gibbs sampling and

computing KL distance between each topic t and the provided c (Line 8-11). Finally, the

algorithm terminates when a topic t (Line 12) satisfies the threshold γ. The outputs are

the three distributions (θ, ϕ, η); these are further analyzed in the next experimental section,

using other evaluation measures to evaluate the performance of the proposed procedure.

5.5 Experiments

In this section, we perform an empirical study on the first research question, presented in

Chapter 1, and provide the results with extensive details. We emphasize that the thesis is

concerned on the two research questions only, in Chapter 1; therefore, the comparison of
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Algorithm 1 Mining for crime-relevant chat logs, topics, and topics over time using LDA-
TOT

1: Input: α, β, λ, ε, γ
2: ϕ=Calculate criminal topic-word distribution(D,α, β, λ)
3: V = V̄

⋃
W

4: Δ=KL(di, c)
5: if Δ ≤ ε then
6: Initialize randomly for all words wN

i in a chat log d to topics zTt
7: repeat
8: [θd, ϕ, η, zt] = GibbsSampling(d, τd, α, β, λ)
9: for t=1 to T do

10: σT
t =KL(θTd,t, c)

11: end for
12: L = GetLowest(σT

t )
13: until L ≤ γ
14: end if

the proposed model with other existing models is not addressed in this thesis.

5.5.1 Datasets

The chat logs used in the experiment are obtained from a website called perverted-justice.com

and IRC logs.

Perverted-Justice. This dataset consists of chat logs from various instant messages,

e.g., Yahoo! and AOL, containing information about adults who seek online sexual conver-

sations with others who are posing as children or underage teenagers (pseudo-victims). It

contains over 546 log files, as of July 11, 2011, and over 1000 authors. For simplicity, we

use only the time intervals associated with messages in these chat logs, without considering

the date.

IRC. This dataset is collected from various IRC channels by running a mIRC applica-

tion for about 10 days. The dataset contains 160 authors and 50 log files with a total of

4086 word tokens. There are 5 categories classified in multiple topics. Each message in

the chat logs has a timestamp that is determined by the date and time intervals. As in the

42



Table 3: Summary of the datasets used in this paper

Dataset Documents Words Unique Words

Perverted-Justice 250 27866 1455
IRC 50 4086 276

previous dataset, we use only the time intervals and ignore the date.

For both datasets, we first remove all the links from the messages, stop words, numbers,

and non-English letters. The words are downcased and stemmed to their root source, using

porter stemmer. However, words that rarely appear in a chat log are not removed, because

the chat log differs from the structured documents and the words might be of value to the

results. We furthermore prune the corpus, by including only the log files with more than

500 words, and we use these for further processing. The results from the pre-processing

step for the both datasets consist of 300 logs, with 670 authors, and a total of 31952 word

tokens. Some statistics of the two datasets after pre-processing are summarized in Table 3.

As for the other settings, we do not estimate the hyper parameters α, β, and λ; instead,

they are fixed at α=1, β=0.01, and λ=0.01, respectively. The number of topics T is also

fixed at T=5 for both models. Two sets of c are used, one contains 30 words and other 50

words, to capture the characteristics of the discovered topics and their transitions.

We train the CT model with 200 chat logs, from perverted-justice, to compute the

ϕ distribution of topic c, where c is only sex related, and keep 100 logs for testing the

outcomes from LDA-TOT. Note, c could be any criminal topic. The chat logs are renamed

to d1, d2, d3, . . . and authors are renamed to a1, a2, a3, . . ., instead of using their true names

due to privacy concerns. The experiments are executed on a PC running Windows 7 (32-

bit) with Intel 2.13GHz (2 CPUs) and 2GB memory. We run the application several times

at a fixed number of 2000 iterations, and we record the outcomes each time in terms of

KL(ti,d, c), NMI(ti,d, c), and θd.
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Table 4: KL divergence between documents (d1, d2, d3, d4) and c when | c |=30 and | c |=50
using LDA-TOT and A-TOT

Documents Size KL(di, c)

d1
| c |=30 0.7162
| c |=50 0.5906

d2
| c |=30 1.1261
| c |=50 0.9770

d3
| c |=30 0.8526
| c |=50 0.6327

d4
| c |=30 0.6953
| c |=50 0.5361

5.5.2 Case study

In this subsection, we evaluate the effectiveness of our algorithm, by performing an in-

depth case study, on the two aforementioned datasets, to answer the first research question.

The two research questions elaborate on problem 6, in Chapter 1. The resulting distribu-

tions (θ, ϕ, η) from LDA-TOT model are further analyzed to capture various characteristics

of topics and their evolutions over time. Before moving forward, the following Table 6

contains some sexual terminologies, which is inappropriate to some readers of this thesis;

therefore, readers’ discretion is advised.

Q 1. How can an investigator determine which logs are crime-relevant? In identifying a

crime-relevant log, what are the contributed topics in the log file? How have they evolved

over time? Moreover, how can an investigator extract the topics that are crime-related from

the identified crime-relevant log files?

To answer this question, we apply the mining algorithm, using LDA-TOT to extract the

crime-related topics, one chat log at a time. We select several logs randomly and record

the similarities among these logs. Next, we adopt two expected cases, based on the results

from KL(d, c) : 1- KL(d, c) ≤ ε when d is crime-relevant. 2- KL(d, c) > ε when d is not
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Table 5: KL divergence and NMI between crime-related topics from documents
(d1, d2, d3, d4) and c when | c |=30 and | c |=50 using LDA-TOT

Documents Size KL(ti,d, c) NMI(ti,d, c)

d1
t2(| c |=30) 1.2250 0.2189
t4(| c |=50) 1.2228 0.3700

d2
t4(| c |=30) 0.9608 0.0977
t0(| c |=50) 1.0684 0.0600

d3
t0(| c |=30) 1.1768 0.1156
t3(| c |=50) 0.6214 0.2429

d4
t0(| c |=30) 1.2460 0.2181
t1(| c |=50) 1.0986 0.6761

crime-relevant. We set the users’ threshold ε to 1.25 and γ to 0.86. Below is the description

of the two cases on 4 selected chat logs:

Case 1 (KL(d, c) ≤ ε): From Definition 3, the document d is crime-related under this

case. Based on the results from KL between d and c, as shown in Table 4, it is clear that 3

chat logs {d1, d3, d4} follow this case, and they are related to crime. We remind the reader

again that topic c is sex related. LDA-TOT generates 5 topics from each of these 3 chat

logs, and the crime-relevant topics are shown in Table 6.

Not surprisingly, the top 10 relevant words, with high probabilities, provide sufficient

information to classify these topics as crime-related, and the measurements from KL and

NMI support our prospects as well. The θtd distributions (between the round brackets) for

these topics are above 0.2, which represents about one-fifth of the logs. This computation

is far more essential, because it distinguishes the crime-related chat logs from others, and

the importance of θd is well demonstrated in case 2.

By observing KL(d, c) and KL(ti,d, c), from Tables 4 and 6, we notice that the results

are not always monotonic. For example, KL(d1, c)=0.7162 and KL(d4, c)=0.6953 when the

size of | c |=30. However, KL(t2,d1 , c)=1.2250 is more relevant to c than KL(t0,d4 , c)=1.2460.

In addition, NMI seems to behave the same for both of these topics t2,d1=0.2189 and
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Table 6: Top 10 relevant words extracted for crime-related topics from documents
(d1, d2, d3, d4) and their distribution over documents using LDA-TOT
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Figure 9: Evolution of crime-related topics using LDA-TOT when | c |=30

t0,d4=0.2181.

Probabilistic topic models, such as LDA-TOT, are based on the concept of generat-

ing topics randomly; each time it extracts topics with different probability distributions.

Therefore, the results obtained from KL and NMI between discovered topics and c are not

necessarily monotonic. Nevertheless, the algorithm discloses crime-related chat logs, if

they exist in a collection of data texts.

Furthermore, KL(t0,d4 , c)=1.2460 and the NMI of topic t0,d4 should obtain better re-

sults. This is because KL(d4, c)=0.6953 clearly indicates that d4 is more proximate to be

classified as a crime-related log than the other chat logs shown in Table 4. After 4000

iterations, we found KL(t2,d4 , c)=0.9334 and NMI of this topic is t2,d4=0.4672.

Case 2 (KL(d, c) > ε): This case occurs whenever a chat log does not satisfy the user’s

threshold ε. From Table 4, the only chat log that falls under this category is d2. Obviously,

47



�

����

���

����

���

����

���

��
��

�

�	
��

�

�

��

�

��
��

�

��
��

�

��
��

�

��
��

��
��

	�
��


�
��

��
��

��
��

�

��
��

��
���

	

�

������	��

�	��������

����������

����������

����������

Figure 10: Evolution of crime-related topics using LDA-TOT when | c |=50

t4,d2 (c=30) for this chat log does not contain the expected words to be classified as crime-

relevant.

We observe an interesting result from KL(t4,d2 , c), and it satisfies the user’s threshold γ.

In general, KL measures the distance between the two models (t and c). This is achieved by

comparing the probability of the shared words in both topics c and t4,d2 . We do not consider

fixed vocabulary in the comparison, rather we depend on the mutual words. Suppose the

unique words for both | c |=30 and | t1 |=500. If the two models have joint words, with

similar probability, then the KL distance for both models is similar. Consequently, the

result from KL(t4,d2 , c) fits with the threshold γ.

The θt1d distribution shows that approximately 0.0632 of d2 is about criminal subjects.

In conclusion, d2 is not crime-relevant, based on the results from KL(d2, c) and θt1d2 .

One might ask whether the condition KL(ti,d, c)=0 applies for the both cases. This
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might occur, but it does not necessarily mean that a topic is crime-related and case 2 sheds

some light on it. A topic t is considered to be crime-related whenever the two conditions

hold: KL(d, c) ≤ ε and KL(ti,d, c) ≤ γ.

When we alter the size of c by increasing the number of criminal terms to 50, the re-

sults from KL(ti,d, c) and NMI are improved, as observed in Table 5. The top 10 words in

Table 6 include new crime-relevant terms that were not observed when | c |=30. This is not

a coincidence, since the words used in c are drawn from the two datasets. In general, in-

creasing the size of c gives better predictions about the distance between discovered topics

and c.

In addition to topics extraction, the LDA-TOT is able to predict the time associated

with each message in a chat log. Figures 9 and 10 include the fluctuations of relevant

topics from 4 chat logs when | c |= 30 and | c |= 50. The characteristics of the transitions

can be classified through the transition function �(t)τ
f

τs , as active and not-active. In many

cases, topics’ activity is provided by investigators to assist them in analyzing different rise

and falls of topics. Therefore, we define the transition function as:

�(t)τ
f

τs =

⎧⎪⎨
⎪⎩

active if
∑τf

τs p(t)
τs ≥ users’ threshold

not− active if
∑τf

τs p(t)
τs < users’ threshold

∑τf

τs p(t)
τs sums the probability of a topic t during interval [τs, τf ]. �(t)τ

f

τs indicates the

activity of t. We found the best results are obtained when an average of θd over the three

highest topics is considered for estimating the users’ threshold. For instance, when setting

the users’ threshold to 0.2143, as an average of θd1 over 3 topics, the topic t4,d1 (| c |=50)

is active during [22:00, 1:00] and not active elsewhere.

In general, the topics t4,d1 , t0,d2 , t3,d3 , t1,d4 (| c |=50) are widely active during time inter-

vals [15:00,3:30] when p(t)τ
f

τs ≥0.2143, with a peak on [21:00,1:00]. Investigators collect

information, within certain intervals, that indicate the activity of crime-related topics, and
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thus provide the start point for the investigations process.
�

�

�

�

We conclude that a crime-relevant chat log d can be recognized through KL(d, c),

and the crime-related topics are determined by three factors: θtd, KL(d, c), and

KL(ti,d, c). The characteristics of the relevant topics are studied through NMI,

whereas high probability means obtaining a better quality of discovered topics.

In addition, the evolution of topics is demonstrated through the transition function

�(t)τ
f

τs , in terms of active or not active, in the given time intervals associated with

each message in logs.

5.6 Summary

Given a corpus with large collection of chat logs, it is trivial to segregate these logs man-

ually to crime-relevant or not. Furthermore, if the crime-related logs are identified, the

underline hidden structure of these logs are required to expose. Therefore, in this chapter,

we proposed an algorithm to accomplish these tasks, automatically. We described LDA-

TOT model that combines LDA and TOT models. This model not only discovers topics,

but also detects the flaws of these topics over discrete time intervals.

Using this model, we studied the first research question on two datasets. Experimental

results highlighted on two cases, depending on how logs are criminally associated. Through

our approach, investigators now can distinguish logs, discover related topics, unveil the

distribution of words in logs, and track the progress of these topics over timeslots.

One interesting subject, that remains to discuss, is to identify authors in topics. LDA-

TOT model cannot achieve authors’ distributions over topics, and this will be our major

concern in the next Chapter 6.
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Chapter 6

Author-Topics over Time (A-TOT)

Chapter 5 discussed on how to identify crime-relevant chat logs, and spent much time

to explain topics discovery and their evolutions over time. The purpose of cybercrime

investigators is to extract related topics and to identify the plausible author(s) in logs. In

this chapter, we concentrate on authors’ contribution in topics: how do the authors flow with

topics over time and the plausible authors over passage of time? We discuss empirically

the interpretation of the results, based on the newly proposed model.

6.1 Overview

The primary purpose from detaining criminal chat logs is to explore authors within discov-

ered topics in these logs. Unfortunately, the model dictated in Chapter 5 does not provide

this interesting part. Furthermore, joint author-topics over time modeling has received little

or no attention as far as we are aware. In order to address the authors’ distribution over top-

ics, A-TOT is developed. Our motivation is to model authors-topics and detect the authors’

movement throughout the time intervals, which assists investigators to trace their activities

within topics in logs.

A-TOT model can be thought as an extension combined from both models, AT and TOT.
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Figure 11: The graphical model representation (plate notation) of Author-Topics over Time

(A-TOT) model

The aim of this unsupervised learning model is to achieve topics extraction, authors-topics

distribution, and authors-topics distribution over time.

There are two graphical representations of A-TOT model. In first model, the procedure

starts by choosing an author a timestamp, and then picks a topic where terms are formulated

from this topic. In this model, a single timestamp is assigned to a topic. As for the other

alternative, an author first chooses a topic, and then the topic generates terms associated to

it and draws timestamps to each of these terms. This one corresponds to the Gibbs sampling

in generative procedure, and we elaborate it in the next section. Figure 11 illustrates this

model in plate notation. We note that the algorithm for searching a crime-related chat

logs is similar to the previous one outlined in Chapter 5, except A-TOT is used instead of

LDA-TOT.
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6.2 Generative Process for A-TOT

The generative process for A-TOT, that corresponds to the Gibbs sampling for estimating

the parameters, is as follows:

1. For each author a, choose A multinomials ϑa ∼ Dirichlet prior ᾱ ;

2. For each topic t, choose T multinomials ϕt ∼ Dirichlet prior β ;

3. For each word wdi in each document d, in the corpus:

• choose an author xi ∼ uniform Λd; (P (xi | Λd))

• choose a topic zi ∼ multinomial ϑa; (P (zi | xi, ᾱ))

• choose a word wi ∼ multinomial ϕz; (P (wi | zi, β))

• choose a timeinterval τi ∼ multinomial ηz; (P (τi | zi, λ))

Formally, the set of authors Λd in a chat log d is observed. The procedure begins by

choosing an author x, randomly at uniform, from the set of authors Λd. Afterward, the

multinomial distribution ϑa, from the Dirichlet distribution ᾱ, is picked, and this distribu-

tion determines which topics are most likely to be assigned to the author x in a chat log d.

Next, a single topic zi = t is sampled for each ith word (wi) in d, from the multinomial

distribution ϑa associated with the author x for that word. In general, we assume the ith

word (wi) in d is written by x for the topic zi = t. Finally, in order to generate a word,

the model chooses a word wi, from the vocabulary of V words, based on the multinomial

distribution ϕz, and assigns a single timestamp τi from ηz to wi. ϕz is generated from the

Dirichlet distribution β for each topic t.

From the procedure, A-TOT depends on both word and time for generating topics. A

topic in this model is sampled from the distribution of topics specific to author x, and the
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words are sampled from the distribution of words over topics. The distribution of words

over topics ΣV
v=1ϕv,t=1 is the same for both models, LDA-TOT and A-TOT. As for A-TOT,

the distribution of topics over authors ΣT
t=1ϑa,t=1. Like LDA-TOT, ηz is a multinomial

distribution for each word token wi over time stamp τi, under a topic z.

6.3 Inference using Gibbs sampling

We begin deriving with the joint distribution P (w, τ, x, z|A, λ, α, β).

P (w, τ, x, z|A, λ, α, β) = P (w|z, β)P (τ |z, λ)P (z|α)P (x|A)

=
T∏
t=1

Γ(
∑V

v=1 βv)∏V
v=1 Γ(βv)

∏V
v=1 Γ(βv + nv,t)

Γ(
∑V

v=1 βv + nv,t)

×
T∏
t=1

Γ(
∑V

v=1 λv)∏V
v=1 Γ(λv)

∏V
v=1 Γ(λv + nv,t)

Γ(
∑V

v=1 λv + nv,t)

×
D∏

d=1

Γ(
∑T

t=1 αt)∏T
t=1 Γ(αt)

∏T
t=1 Γ(αt + nd,t)

Γ(
∑T

t=1 αt + nd,t)
×

D∏
d=1

1

ANd
d

(23)

Using the chain rule, the conditional distribution P (zi = t, xi = a | wi = w, z−i, w−i, x−i,

τ−i, A, λ, ᾱ, β) uses the Gibbs sampling and is obtained by:

P (zi = t, xi = a | wi = w, z−i, w−i, x−i, τ−i, A, λ, ᾱ, β) ∝ nV,T
wi

+ β∑V
v nV,T

w−i,t + V β

× nA,T
xi,t + ᾱ∑T

t nA,T
x−i,t + T ᾱ

× nV,T
τi

+ λ∑V
v nV,T

τ−i,t + V λ
(24)

where nV,T
w−i,t is number of the word w being assigned to topic t, not including current word

token i. nA,T
x−i,t is number of words being assigned to topic t for author a to some words,

not including the current word i. nV,T
τ−i,t is number of the word w being assigned to the

topic t under timeinterval τ , not including current word i. The equation 24 represents the

conditional probability derived by marginalizing out the random variables, ϑ, ϕ, and η.
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6.4 Mining for crime-relevant chat logs, topics, authors,

and authors-topics over time using A-TOT

Before proceeding with the algorithm, we remind the readers that the purpose of developing

A-TOT model is to study the authors-topics distribution and to see the impacts of authors

over time within these topics. We employ the same algorithm, in Chapter 5, except A-TOT

model is used instead of LDA-TOT. Algorithm 2 searches for the crime-related logs, ex-

tracts topics with authors, and collects the authors’ distributions over time intervals within

the discovered topics using A-TOT. The outputs are in the form of four distributions, θ,ϑ,ϕ,

and η. Though θ is not applied in this model, but, in our algorithm, we employ a slightly

different implementation of A-TOT model.

The distribution ϑ represents authors-topics probabilities, whereas η outlines the topics-

time intervals distribution, and from ϑ and η, the author-topics over time is computed. The

detail explanation of the algorithm is illustrated in Chapter 5.

Algorithm 2 Mining for crime-relevant chat logs, topics, authors, and authors-topics over
time using A-TOT

1: Input: α, β, λ, ε, γ
2: ϕ=Calculate criminal topic-word distribution(D,α, β, λ)
3: V =V̄

⋃
W

4: Δ=KL(di,c)
5: if Δ ≤ ε then
6: Initialize randomly for all words wN

n in a chat log d to topics zTt
7: repeat
8: [θd, ϑa, ϕ, η, zt] = GibbsSampling(d, ad, τd, α, β, λ)
9: for t=1 to T do

10: σT
t =KL(θTd,t, c)

11: end for
12: L = GetLowest(σT

t )
13: until L ≤ γ
14: end if
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6.5 Experiments

Although A-TOT can discover topics, we report that our experiments, in this section, is

focused on the second research question, in Chapter 1.

Similar to LDA-TOT, we train the CT model with 200 chat logs, from perverted-justice,

to compute the distribution of topic c, where c is only sex related, and keep 100 logs for

testing the outcomes from A-TOT.

6.5.1 Datasets

The same two datasets, as discussed in Chapter 5, are applied in the experiment. We pro-

ceed to the next subsection, and refer readers to the experiment section in Chapter 5 for

more details on the two datasets, perverted-justice and IRC.

6.5.2 Case study

In this subsection, we study the second research question:

Q 2. Who are the contributors to a topic in a given chat log? How can an investigator

track the activity of authors in a log file?

We divide this question into two parts. First, we determine the proportions of each

author contributing in each of the extracted topics. Second, we explore the impacts of the

authors throughout the time intervals on the extracted topics. This time, we employ the

mining algorithm, using a A-TOT model to study the two parts of the question. We remind

that the two users’ threshold ε and γ are set to 1.25 and 0.86, respectively.

As mentioned previously, A-TOT implementation is slightly different from the pro-

posed one, because we are concerned with collecting information related to θd and ϑa dis-

tributions. We apply the same 4 chat logs, used in Chapter 5, that explore the first research

question. From each of these chat logs, A-TOT generates 5 topics with authors associated
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Table 7: KL divergence and NMI between crime-related topics from documents
(d1, d2, d3, d4) and c when | c |=30 and | c |=50 using A-TOT

Documents Size KL(ti,d, c) NMI(ti,d, c)

d1
t4(| c |=30) 1.0390 0.1968
t4(| c |=50) 1.1812 0.3732

d2
t2(| c |=30) 0.7942 0.0421
t4(| c |=50) 1.0841 0.0556

d3
t2(| c |=30) 1.1768 0.1156
t1(| c |=50) 0.6214 0.2429

d4
t4(| c |=30) 1.2218 0.2038
t1(| c |=50) 0.7988 0.4135

to each. The θd distribution for the crime-related topics, from the 4 chat logs, is displayed

(between the round brackets) in Table 8. We observe similar results when comparing the

distribution θd, from Tables 6 and 8, for both models, LDA-TOT and A-TOT. Additionally,

the transitions of topics are also similar, as shown in Figures 9,10,12 and 13. However, the

comparison between A-TOT and LDA-TOT models is not addressed in this thesis.

The generated ϑt
a distribution, using A-TOT is shown in Table 8. The top 3 authors,

with the highest probabilities, for each of the crime-relevant topics in each of the 4 chat

logs are displayed. For example, author a1 in d3 has a probability of 0.2353 for topic t2,

which outlines the contribution of a1 out of all authors to the crime-relevant topic t2 when

| c |=30.

Though ϑt
a distribution assists investigators to identify the plausible authors in the

crime-related topics, it does not provide the contributions and activity of each author dur-

ing specific time intervals within topics. From Definition 1, time τd is associated with both

message μd and author ad. Hence, for the second part of the question, we keep track-

ing the times since the messages were composed. Following up, we characterize authors’

contributions during time interval [τ s, τ f ] by:
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Table 8: Top 10 relevant words extracted for crime-related topics from documents
(d1, d2, d3, d4), their distribution over documents and their distribution over top 3 authors
using A-TOT
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Figure 12: Evolution of crime-related topics using A-TOT when | c |=30

�(atd)
τf

τs =

⎧⎪⎨
⎪⎩

active if p(atd)
τf

τs ≥ users’ threshold, �(t)τ
f

τs is active

not− active otherwise

An author is said to be active during the interval [τ s, τ f ] for topic t, if the probability of

an author participating in t, during that interval, exceeds the users’ threshold, and �(t)τ
f

τs

is active within that period. The users’ threshold is calculated, by taking an average of ϑt
a

over authors for t. To compute p(ati,d)
τf

τs , we first map the contribution of an author ati,d,

within [τ s, τ f ], using P (aτ
s |t)=p(aτ

s |dτs )·p(tτs |dτs )
p(dτ

s
)

per time instance s. Next, we calculate∑τf

τs P (aτ
s |t), as a total probability for author at during [τ s, τ f ].

The transitions of the crime-related topics when | c |=30 and | c |=50, using A-TOT are

shown in Figures 12 and 13. From these figures and the mapping function, we determine

authors’ activity over time. For example, let us analyze authors’ activity in topic t4,d4 during
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Figure 13: Evolution of crime-related topics using A-TOT when | c |=50

[16:00,19:00]. First, we determine the users’ threshold, which is 0.1862 as an average of

ϑt4 . Next, the mapping function is calculated for all authors. For simplicity, let us pick an

author a4 and time instance s=16:00. Then, we compute the mapping function, which is

P (a4,τ16:00 |t4)= 0.0467. Afterwards, the total probability of a2 is estimated, by computing∑τ19:00

τ16:00 p(a4,τs |t4)=0.2660. Consequently, we say the authors (a1, a4) for topic t4,d1 are

active for satisfying the two conditions when applying the transition function �(atd)
τf

τs ,

while the authors (a2, a3, a5) are not.

Figure 14 summarizes the activity of authors for the crime-related topic t4,d1 . It can be

observed that the most active time for authors occurred during [0:00,7:00] and [15:00,23:00].

This helps the investigators determine the initiator of a topic and to capture the plausible

authors within intervals. If the given time period [15:00,19:00] is an important interval

for an investigator, then the suspected authors are (a1, a4), since they are active during that
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Figure 14: Authors activity for crime-related topic t4,d4 using A-TOT when | c |=50

phase of time, while (a2, a3, a5) are not active.

Analogy to LDA-TOT, when we increase the size of c, the probability of authors-topics

are different in the context of crime-relevant topics. For example, from Table 8, the proba-

bility of author a3 in t4,d1 when |c|=30 is 0.2005, unlike 0.2629 when |c|=50. The NMI for

the discovered crime-relevant topics, in Table 7, are improved and new words are obtained,

as explored in Table 8. Hence, we determine that the NMI value of topics quantifies the best

obtained results. Note, the criminal words used in c are collected from the two datasets.

Table 9: Precision, Recall, F1, and F2 using LDA-TOT and A-TOT

Precision Recall F1 F2

| c |=30 0.72 1 0.84 0.93
| c |=50 0.78 1 0.88 0.95
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In Table 9, we list the precision, recall, F1, and F2 measures for the two models previ-

ously described, LDA-TOT and A-TOT. Both models found all the truth-relevant chat logs,

achieving recall values of 1.0 for the two conditions (|c|=30 and |c|=50). For precision,

there are 19 incorrect logs being retrieved for |c|=30 and 14 for |c|=50; therefore, the val-

ues are 0.72 and 0.78, respectively. The different precision values with the two different

sizes of c can be explained through KL(d, c). Using fewer terms in c increases the KL(d, c)

value, and thus decreases the precision, and vice versa is also true. The calculated results

seem to be subjective. This is because the datasets are not large enough, and we expect

precision to be low whenever the size of terms provided in c is small in a huge collection

of data.
�

�

�

�

We conclude that ϑt
a, which describes the authors-topics distribution, defines au-

thors contributions in each topic. The characteristics of the authors during several

intervals is studied through the transition function �(atd)
τf

τs . In addition, integrat-

ing the two distributions, ϑa and ηt, into the A-TOT model assists investigators in

searching for authors-topics and topics over time, instead of relying on separate

time-consuming computation.

6.6 Summary

In this chapter, we presented a Bayesian network Author-Topics over Time (A-TOT) model

for discovering topics with authors and exploring the movement of authors over time in

these topics given a corpus of text messages.

We employed A-TOT model, in the mining algorithm, to address the second research

question, and the obtained results provide the measurement for tracing authors over time

within discovered topics.

In conclusion, we describe that the probabilistic language model A-TOT would form

a useful component in systems for expert-finding of authors, topics recommendation and
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prioritization, and understanding the flow of the topics in a relation with authors, in order

to make decision on the most plausible authors given a chat log efficiently.
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Chapter 7

Conclusion and Future Work

We propose an effective method, using LDA-TOT and A-TOT models, to extract informa-

tion from collections of documents. The collected information includes authors, topics,

topics time-trends, and authors-topics over time. The algorithm helps investigators to ana-

lyze criminal logs in a corpus of detained chat logs. We sought to study chat logs, in dif-

ferent granularity, to identify and segregate crime-related logs and topics associated with

these logs. Next, we studied the concept of evolution of topics over time in order to explore

the temporal information in these topics. We went a step further by exploring authors’ ac-

tivity within these topics, which represents the evolution of authors-topics over time. In an

attempt to build our proposed method, we developed two models with multiple modality

attributes influenced by three past models, LDA, AT, and TOT. As for evolution, we used

discretization of time to capture different fluctuations of topics over discrete time stamps,

instead of using continuous time as does the TOT model. Although our proposed LDA-TOT

and A-TOT models are intended for crime investigation in chat logs, these models could be

also applied to other dataset for different purposes, such as twitter and ebay.

We conducted extensive empirical study on the proposed models, by applying results to

two datasets, perverted-justice and IRC. Through our experiments, we demonstrated that

our approach can be very useful for an investigator, because it helps identify crime-related

64



topics. Furthermore, the system is capable of determining the most plausible authors, based

on topics expressed in a log and the activity of the authors.

Despite the advantages, probabilistic models, ours and in general, suffer from several

shortcomings. These limitations motivate us to consider additional future research direc-

tions to supplement the limitations in the area of topic extraction in microblogging envi-

ronment. For now, we list the limitations when applying to chat logs:

Document size. Due to the short size of chat logs in general, it was hard to obtain the best

mixture of topics θd and the authors-topics distribution ϑa, during conducting exper-

iments, and we applied the two algorithms several times until we obtained the best

results. Therefore, we deduce that the accuracy of the extracted topics depends on

the size of the chat logs. Although several works, as [HD10,LJW10], deal with short

text environments (microblogging), such as Twitter, none of them define a proper

method for dealing with texts in chat logs.

Input processing. In a probabilistic model, the “bag of words” assumption is used for

modeling topics. We observe that depending on this assumption, in many cases,

might not infer a true topic in a chat log. For example, if a chat log is related to a

drug topic and drug-related terms occur a few times, the model might generate topics

not related to drug. Additionally, none of these models care much about the words

processing. These words might contain a lot of noise, ambiguity, and even impre-

cision. Moreover, as TOT model, we assume that the meaning of topics, generated

from the LDA-TOT and A-TOT, are constant though their occurrences and correla-

tions change significantly over time. However, drawing timestamps from a single

distribution does not provide a good mechanism for dealing with bursty data, which

is common in data streams. Consequently, a generative model that deals with the

inputs is one of our future research directions.
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Users’ threshold. We used several thresholds in our experiments, such as the number of

topics (T ). Though Teh et al. [TJBB05] proposed a Hierarchical Dirichlet Processes

model that automatically infers the number of topics among the documents, other

thresholds as �(atd)
τf

τs , which lies outside the A-TOT model, are not defined, auto-

matically. These thresholds are synthetic and do not explicitly relate to the prior

knowledge of an investigator. Nonetheless, our choices are somewhat subjective, as

there is no standard way to determine the optimal values.

Topic correlation. A chat log contains topics that overlap each other, and the proposed

models do not capture topic correlation. For example, a document about genetic

might also be about disease. Several works on correlation of topics are adopted in

many variants of LDA, as in ( [BL05,LM06,SM06]). In future work, we will consider

this issue in a great detail.

Criminal Topic model. Although CT model is used to segregate crime-relevant logs and

to discover the crime-related topics, it reduces the required calculations and improves

the quality of the discovered topics, if the CT model was integrated with the existing

proposed models. From the experiments, we observe that the quality and the accuracy

of the discovered criminal logs depend on the provided terms in the CT model. This is

because the CT model is based on the previously outlined “bag of words” assumption.

Therefore, as a part of future research, we consider integrating this model to the

proposed models, and depend less on the terms availability, by introducing some

other measurements.

As time will progress, new research area will possibly emerges to extend or improve the

proposed framework, which efficiently serves the forensics investigators’ requirements, and

to present a more robust model that integrates all the shortcomings of the current models.
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